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Abstract Following a shift toward greater transparency, many aca-

demic journals across a variety of disciplines now require authors to 

post their data. At the same time, many university Institutional Review 

Boards (IRBs) have followed recent US federal guidelines and now 

require researchers to be more transparent with survey participants re-

garding what will happen to the collected data. In this paper, we take 

the first steps toward considering the interaction between these two 

survey research developments. Using a nationally representative panel, 

we show that informing survey participants that their de-identified data 

will be publicly shared by a researcher can affect how these participants 

answer certain questions. In some cases, public posting notifications 

can increase data quality (e.g., knowledge measures), but in other cases 

informing participants of the data’s future use can exacerbate social de-

sirability issues (e.g., turnout). Our results suggest conditional costs and 

benefits to the intersection between two critical ethical norms underly-

ing survey research: data-sharing and informed consent.

King, Keohane, and Verba (1994, 8), quoting Merton (1949), argue that a 

project is not scientific unless the researchers’ data and methods are public. 

Making data public increases the chances of re-analysis, which can detect the 
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robustness of results and even identify cases of outright data fraud. Across a 

variety of disciplines, academic journals are institutionalizing this norm with 

replication data policies.1

Yet, when “data points” are ordinary people choosing to participate in the 

research process, more than just publication and disciplinary standards are under 

consideration. Institutional Review Boards (IRBs) govern research involving 

human subjects and typically require the full, informed consent of participants—

recent federal guidelines suggest that being informed means that participants must 

be aware of their data’s future use.2 In turn, researchers who use human subjects 

and want to publish their research may be increasingly required to inform their 

participants that their survey responses may be publicly posted in some form.

The norms of both data-sharing and informed consent are pivotal to the eth-

ics of survey research. In this manuscript, we investigate the effects of these 

two norms on research participants and consider the possibility that the norms’ 

intersection can influence people’s survey responses. Through a series of tests, 

we take the first step toward considering what happens when participants are 

told their de-identified survey responses will be publicly shared with other 

scholars. We demonstrate that informing participants of this can, under certain 

conditions, lead people to change their answers to certain questions.

While our research design rests on a simple manipulation—whether partici-

pants are informed prior to participation that their de-identified responses will 

be part of a publicly shared data set—our approach uses the concept of self-

monitoring to consider whether respondents who are more likely to engage in 

socially desirable responding are also more sensitive to data-sharing notifica-

tions. Across a variety of tests, our results suggest a conditional intersection 

between the norms of data transparency and fully informed participants.

This manuscript builds on prior work on ethics and privacy in the informed 

consent process (Singer 1993, 2003, 2011). At a time when scholars across 

disciplines have not only called for greater research transparency but have 

also begun advocating for systematic empirical investigations of the effects of 

these new transparency norms (Vasilevsky et al. 2013; Lee and Moher 2017), 

our study offers an early empirical consideration of the relationship between 

data-posting information in consent forms and respondent behavior. The 

results suggest that even practices that most researchers view as a net positive 

for the scientific process may have implications for measurement error and 

overall data quality.

1. For example: biomedical sciences (Vasilevsky et al. 2013), economics (Galiani, Gertler, and 

Romero 2017), political science (Lupia and Ellman 2014), psychology (Nelson, Simmons, and 

Simonsohn 2018), and sociology (Freese and Peterson 2017).

2. IRBs interpret federal guidelines on their own, causing variation in notification requirements. 

Currently, the Carnegie Foundation classifies 115 institutions as “very high research activity” 

(formerly known as R1). Of the 85 that had posted consent form guidelines on their IRB websites 

in 2016, 46 percent required researchers to include the future use of data in consent forms.
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Public Posting and Survey Response: Two Perspectives

Research on survey response suggests two broad perspectives on the effect of 

informing survey participants of public posting. In what follows, we consider 

why information about data-sharing may be both unlikely and likely to affect 

survey response.

One perspective suggests that information embedded in a consent form is 

unlikely to have much influence on individual responding. For starters, indi-

viduals often pay little attention when participating in surveys (Krosnick 

1991; Berinsky, Margolis, and Sances 2016). If respondents pay little attention 

to questions, they may be even less likely to pay attention to consent forms. 

This means data-sharing notices are unlikely to influence participants because 

participants are unlikely to have even read them.

A related argument suggests that even if participants do read data-sharing 

information, they are unlikely to be concerned about it. Surveys often attempt 

to maintain anonymity, and web surveys may create an even greater sense of 

anonymity by minimizing human interaction and emphasizing de-identifica-

tion (Tourangeau 2004; though some research suggests participants often do 

not believe anonymity claims, e.g., Jensen, Potts, and Jensen 2005; Joinson, 

Woodley, and Reips 2007; Mueller et al. 2014). Even if people do closely con-

sider all information provided by the survey, the fact that they do not typically 

give their names in surveys should diminish the effect of the data-sharing cue.

Another approach suggests that even small changes in survey context can 

affect response. Research on survey response has recognized that respond-

ents can and often do misrepresent their beliefs (Zaller and Feldman 1992). 

These misrepresentations are often a function of what Berinsky (2004) calls 

“self-presentation concerns”—people give answers they hope will improve 

their appearance, rather than answers that speak to their attitudes and inten-

tions. Broadly defined, these tendencies lead people to select answers that are 

“socially desirable,” although beliefs about what is socially desirable can vary 

across individuals (Klar and Krupnikov 2016).

Certain survey contexts exacerbate these self-presentation tendencies 

(Schuman, Presser, and Ludwig 1981; Sudman, Bradburn, and Schwarz 

1996), meaning that people not only misrepresent their positions due to social 

desirability perceptions, but that survey-specific factors can further influence 

participants’ truthfulness. In particular, people are especially likely to respond 

in a socially desirable manner when reminded that surveys are, essentially, 

social interactions similar to conversations (Berinsky 2004). Reminders that 

someone will be interpreting responses can lead people to become particularly 

cautious with closed-ended questions, as choosing a single response is their 

only chance to send a signal about their personal qualities (Krupnikov, Piston, 

and Bauer 2016).

A number of factors can remind people there is a person on the “other side” 

of the survey. Certainly, explicit cues reminding people that a researcher is 
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“watching” encourage socially desirable responses (Haley and Fessler 2005), 

but even less direct interventions can have the same effect. Clifford and Jerit 

(2015), for example, find that telling respondents they will receive feedback at 

the end of a survey can inadvertently increase socially desirable responding. 

Moreover, these types of survey cues can influence responses even in “condi-

tions of complete anonymity” (Rigdon et al. 2009, 359). In sum, people mis-

represent their opinions when reminded that the ultimate purpose of a survey 

is to evaluate public opinion.

Following these arguments, notifying people that their de-identified data 

will be publicly posted may serve as another cue reminding participants of the 

“other side” of the survey: there is not only the individual researcher, but also 

an entire research community. Hence, the public nature of survey responses is 

highlighted, encouraging respondents to answer in a “public” manner, rather 

than to simply reveal a preference.

SELF-MONITORING

If information about the public posting of de-identified data exacerbates 

respondents’ awareness of the social components of the survey, some people 

are more likely to be sensitive to these social pressures than others (Paulhus 

1991; Berinsky 2004). In turn, these differences in sensitivities will lead to 

conditional behavioral responses to the public posting notification (Paulhus 

et al. 2003; Berinsky and Lavine 2012). In other words, if information about 

the posting of de-identified data affects the extent to which people are reminded 

that “someone is watching,” people who are more sensitive to these types of 

social cues should be more likely to engage in socially desirable respond-

ing than those who are less sensitive (Gangestead and Snyder 2000; Berinsky 

2004; Berinsky and Lavine 2012).

A factor that captures the extent to which people are likely to change their 

behaviors in response to social cues is self-monitoring (Snyder 1974, 1979; 

Gangestead and Snyder 2000; Berinsky and Lavine 2007, 2012). Rooted in 

theories of impression management, self-monitoring follows from the idea 

that most people have some capacity to adjust their behaviors to fit specific 

social contexts (Goffman 1955), but proposes that some people are more likely 

than others to do so (Snyder 1974, 1979).

While high self-monitors are often more likely to engage in socially desir-

able responding in surveys (Weber et al. 2014), what differentiates self-mon-

itoring—both as a concept and, importantly, as a measurement scale—is its 

focus on impression management. While other approaches capture socially 

desirable behavior as a function of both self-deception and impression man-

agement (Paulhus 1991), self-monitoring focuses on the extent to which peo-

ple aim to engage in “self-presentations designed to impress an audience” 

(Paulhus et  al. 2003, 899). Given our theoretic argument that information 

about data-posting could affect the social context of the survey, this approach 
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is beneficial. Moreover, self-monitoring has been tested and validated for the 

types of survey measures we include in our empirical analysis (e.g., Berinsky 

2004 directly tests self-monitoring against the Paulhus 1991 impression man-

agement scale).

If information about the posting of de-identified data affects the extent to 

which people perceive their responses to be “public,” then we may expect 

differential responses to this information from high and low self-monitors. 

Since those higher in self-monitoring are more willing to change their survey 

answers (and even real-life behaviors) if they perceive that doing so will make 

a better impression on others (Snyder 1974; Gangestead and Snyder 2000), 

we would anticipate that high self-monitors will be more likely to respond 

to information about data-posting by shifting to responding in a manner they 

perceive to be socially desirable, or, at the very least, in ways that aim to avoid 

antipathy from others.

In contrast, low self-monitors are guided by the goal of “self-verification” 

(Banaji and Prentice 1994): the need to ensure that others see their “authentic 

selves” (Premeaux and Bedeian 2003). As Snyder describes, the key question 

for low self-monitors is “Who am I and how can I be me in this situation?” 

(1979, 103). While previous research has interpreted this to mean that low 

self-monitors will be more consistent in their responses to survey questions 

regardless of context changes (Weber et al. 2014), this is not necessarily the 

case (DeBono 1987; Day and Schleicher 2006). Driven by self-verification 

goals (Banaji and Prentice 1994), low self-monitors adjust their behaviors to 

make their positions clearer to others, even if these will not be impressive 

(DeBono 1987; Day and Schleicher 2006). As a result, low self-monitors may 

appear less likely to engage in socially desirable responding if they are told the 

data will be public.

In sum, if information about the posting of de-identified data is altering 

the perceived social context of the survey—and the extent to which people 

perceive it to be “public”—we should observe behavioral differences between 

high and low self-monitors. While high self-monitors may be more likely 

to turn to socially desirable responding, low self-monitors may become less 

likely to engage in this type of behavior.

Methods

RESPONDENTS

We begin with the idea that research on human subjects rests on two types of 

transparency. First, researchers must be transparent with the scientific commu-

nity about the data used, and posting data is part of this transparency. Second, 

researchers must inform participants about, among other things, the possibil-

ity of the public posting. These modes of transparency are required to meet 
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both ethical and scientific guidelines. The goal of this paper’s studies is to 

ask whether the joint presence of both modes of transparency can affect how 

people answer survey questions.

Our main analysis uses a survey experiment conducted with the GfK 

panel—a nationally representative survey sample (N = 767, fielded December 

2015 to January 2016). We also conducted a study on Amazon’s Mechanical 

Turk (MTurk; N = 1,546). We rely on MTurk to consider the generalizability 

of our results to another subject population (McDermott 2011), especially one 

researchers frequently use. In the manuscript, we focus on the GfK results, 

but we present all the MTurk studies in the Supplementary Online Materials, 

Appendix H.3

Many consider the GfK sample to be “the gold standard” because GfK 

uses random-digit-dialing techniques, callback strategies, and incentives to 

initiate and sustain contact with a nationally representative internet panel of 

American adults.4 While GfK participants are sampled to participate in specific 

researcher-commissioned surveys,5 GfK also fields its own questionnaires in 

order to maintain a frequently updated “profile” on panel members. This is 

beneficial for our study, as three of the measures we ask (household income 

level, media attention, and turnout in the 2014 midterm elections) were previ-

ously asked of our participants as part of their GfK profile. This allows us to 

see if respondents are changing their answers after the public posting notifica-

tion. That GfK participants are part of a panel does create some limitations. 

These participants may be more familiar with consent forms and may be more 

likely to participate in any given survey due to their commitment to GfK. 

Thus, while we can consider changes in response behavior due to data-sharing 

information, we cannot track the effect of this information on the initial will-

ingness to participate in a survey.

As Time-Sharing Experiments for the Social Sciences (TESS) funded the 

GfK study, we include our original TESS application in Appendix I so that 

readers can view our study questions, pre-data collection predictions, and 

analysis plans.

DESIGN

The basic design features are shown in figure 1; this design approach builds 

on prior research on informed consent procedures (Singer 1978). First, all 

3. All appendices are contained in the accompanying Supplementary Online Materials.

4. Per GfK documentation, as of 2014, 40 percent of the panel was recruited via Random Digit 

Dialing and 60 percent via Address Based Sampling. Recruited households who have no internet 

access are provided with free internet service by GfK to ensure panel representativeness.

5. Participants for each specific survey are selected via a methodology patented by GfK for using 

“multiple sequential samples from a finite panel membership” (GfK methodology document 

2012, 3). The survey’s completion rate was 64.2 percent. The cumulative response rate is 5.4 

percent, considering panel recruitment and retention (Callegaro and DiSogra 2008).
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subjects are presented with a basic consent form, which does not mention 

anything about the data post-collection. Respondents then complete a self-

monitoring scale (Berinsky and Lavine 2012), a news interest question, and 

one question about internet privacy.

After these initial questions, our subjects are presented with the experi-

mental manipulation: we present subjects with a second “consent form.” 

In the control groups, subjects are told, “Next we will ask you for your 

opinions on a series of political questions. Do you wish to continue with 

this study?”

There are two statements that subjects receive in the treatment groups. 

Some subjects are randomly assigned to the following prompt: “Next we 

will ask you for your opinions on a series of political questions. Please 

note that if this research is published, your responses will be made pub-

licly available to other researchers. You will never be asked for your name. 

Only the responses you give to the questions that follow will be available 

for download. Do you wish to continue with this study?” Other subjects 

are given a reason for the public posting. After noting that the information 

will be made public, we insert the line, “This will be done so that other 

scientists can reduce risk of scientific fraud.”6 All of our subjects chose to 

continue.

It is important to note that subjects in the treatment groups are reminded that 

even if their responses are posted, they remain de-identified. Also, providing 

Figure 1. Basic experimental design of both studies.

6. During debriefing, control group subjects are given information about public posting.
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a reason for the public posting has no discernible effect, so we combine the 

public posting treatment groups in our analyses.7

MEASURES

Our outcome measures (listed in table 1) are a series of questions that previous 

research has demonstrated are likely to have different levels of potential for 

socially desirable responding. The dependent variables include post-treatment 

measures that scholarship considers less likely to produce socially desirable 

responding, such as political knowledge (Fiske, Lau, and Smith 1990; Zaller 

1992; Mondak 2000); and those that are considered more sensitive and thus 

more likely to produce socially desirable responding—abortion (Singer and 

Couper 2014; Liu 2018) and racial attitudes (Berinsky 2004; Clifford and Jerit 

2015).

We also present measures considered likely to produce socially desirable 

responding that subjects answered at two points in time: income (Yan, Curtin, 

and Jans 2010) and turnout (Belli, Traugott, and Beckmann 2001). Using these 

variables, we can compare respondents’ answers in previous iterations of the 

GfK panel to post-treatment responses. We note that in the case of the turnout 

variable, in contrast to the GfK turnout measure, our turnout measure typi-

cally reduces overreporting (Duff et al. 2007). While the questions differ, ran-

dom assignment to treatment allows us to rule out differences due to question 

wording.8

Our key independent variable (see table 1) is our experimental treatment: 

Public Posting. Our other main independent variable is the self-monitoring 

scale adapted by Berinsky and Lavine (2007, 2012), where larger values 

indicate higher propensity toward self-monitoring. The variable is positively 

skewed with a mean of 3.7. To ensure that subjects very high on the self-

monitoring scale do not have undue influence on the results, we construct a 

logged self-monitoring variable.9

In some of our analyses, we include an interaction between the treatment 

dummy variable and logged self-monitoring, following our theoretic argument 

that if information about posting leads individuals to perceive the data as more 

7. We note that we only tested one kind of reason. Fobia and her colleagues (2019) report that 

type of reason matters for consent to data linkage with less favorable attitude toward consent when 

the benefit was an increase in knowledge, but more favorable when framed in terms of better use 

of taxpayer money. Future research on the effect of transparency disclosures should examine 

multiple frames.

8. Due to question-wording changes, we also consider the post-treatment measure alone 

(Appendix C).

9. Cronbach’s α = 0.72, which compares favorably with Berinsky and Lavine (2007), who report 

α = 0.6. We also consider the reliability of the scale using a parallel analysis scree plot, which 

demonstrates that the scale has a single dimension. See full results as well as a discussion of how 

the scale was constructed in Appendix A.3.1.

Connors, Krupnikov, and Ryan192

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/p
o
q
/a

rtic
le

/8
3
/S

1
/1

8
5
/5

5
2
0
2
9
9
 b

y
 g

u
e
s
t o

n
 2

0
 A

u
g
u
s
t 2

0
2
2



T
a
b

le
 1

. 
S

u
m

m
a

r
y
 o

f 
m

e
a

su
re

s

V
ar

ia
b
le

s
Q

u
es

ti
o
n
 s

tr
u
ct

u
re

V
ar

ia
b
le

 c
o
d
in

g
W

o
rd

in
g
 s

o
u
rc

e

O
u
tc

o
m

e 
v
ar

ia
b
le

s,
 m

ea
su

re
d
 p

o
st

-t
re

at
m

en
t 

o
n
ly

K
n
o
w

le
d
g
e

T
h
re

e 
o
b
je

ct
iv

e 
k
n
o
w

le
d
g
e 

it
em

s.
  

F
u
ll

 i
te

m
 w

o
rd

in
g
 A

p
p
en

d
ix

 A
2

.1

C
o
u
n
t 

o
f 

co
rr

ec
t 

an
sw

er
s 

sc
al

ed
 0

 =
 l

o
w

es
t 

to
 1

 =
 h

ig
h
es

t

A
N

E
S

A
b
o
rt

io
n

F
o
u
r 

it
em

s 

F
u
ll

 i
te

m
 w

o
rd

in
g
 A

p
p
en

d
ix

 A
2
.2

In
d
ex

 s
ca

le
d
 0

 =
 m

o
st

 a
n
ti

 t
o
 1

 =
 m

o
st

 p
ro

G
S

S
, 
se

e 
A

lv
ar

ez
 a

n
d
 

B
re

h
m

 (
1
9
9
5
)

R
ac

ia
l 

re
se

n
tm

en
t

F
o
u
r 

it
em

s 

F
u
ll

 i
te

m
 w

o
rd

in
g
 A

p
p
en

d
ix

 A
2
.3

In
d
ex

 s
ca

le
d
 0

 =
 l

o
w

es
t 

to
 1

 =
 h

ig
h
es

t
S

ea
rs

 e
t 

al
. 
(1

9
9
7
)

O
u
tc

o
m

e 
v
ar

ia
b
le

s,
 m

ea
su

re
d
 p

re
- 

an
d
 p

o
st

-t
re

at
m

en
t 

o
n
ly

In
co

m
e

S
in

g
le

 i
te

m
 

F
u
ll

 q
u
es

ti
o
n
 w

o
rd

in
g
 f

o
r 

b
o
th

 p
re

- 
an

d
 

p
o
st

- 
in

 A
p
p
en

d
ix

 A
2
.4

S
ca

le
d
 0

 =
 l

o
w

es
t 

to
 1

 =
 h

ig
h
es

t
P

re
: 

G
fK

 p
an

el
; 

 

P
o
st

: 
A

N
E

S

T
u

rn
o
u
t

S
in

g
le

 i
te

m
 

F
u
ll

 q
u
es

ti
o
n
 w

o
rd

in
g
 f

o
r 

b
o
th

 p
re

- 
an

d
 

p
o
st

- 
in

 A
p
p
en

d
ix

 A
2
.5

0
 =

 d
id

 n
o
t 

v
o
te

, 
1
 =

 v
o
te

d
P

re
: 

G
fK

 p
an

el
; 

 

P
o
st

: 
A

N
E

S

M
ai

n
 i

n
d
ep

en
d
en

t 
v
ar

ia
b
le

s

P
u
b
li

c 
p
o
st

in
g

R
an

d
o
m

ly
 a

ss
ig

n
ed

 e
x
p
er

im
en

ta
l 

tr
ea

t-

m
en

t 
ab

o
u
t 

d
at

a-
p
o
st

in
g
 

F
u
ll

 w
o
rd

in
g
 i

n
 A

p
p
en

d
ix

 A
.1

0
 =

 n
o
 p

o
st

in
g
 i

n
fo

. 
1
 =

 p
o
st

in
g
 i

n
fo

.
—

S
el

f-
m

o
n
it

o
ri

n
g

T
h
re

e 
it

em
s 

F
u
ll

 i
te

m
 w

o
rd

in
g
 i

n
 A

p
p
en

d
ix

 A
.3

It
em

s 
ad

d
ed

, 
h
ig

h
er

 v
al

u
es

 =
 h

ig
h
er

 s
el

f-
 

m
o
n
it

o
ri

n
g
, 
v
ar

ia
b
le

 l
o
g
g
ed

B
er

in
sk

y
 a

n
d
 L

av
in

e 

(2
0
0
7
)

C
o

n
ti

n
u

ed

How Transparency Affects Survey Responses 193

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/p
o
q
/a

rtic
le

/8
3
/S

1
/1

8
5
/5

5
2
0
2
9
9
 b

y
 g

u
e
s
t o

n
 2

0
 A

u
g
u
s
t 2

0
2
2



C
o
n
tr

o
l 

v
ar

ia
b
le

s

P
ar

ty
 I

D
T

w
o
 b

ra
n
ch

ed
 q

u
es

ti
o
n
s 

 

F
u
ll

 i
te

m
 w

o
rd

in
g
 i

n
 A

p
p
en

d
ix

 A
.4

7
-p

o
in

t 
sc

al
e,

 7
 =

 m
o
st

 D
em

.
G

fK
 P

an
el

E
d
u
ca

ti
o
n

S
in

g
le

 i
te

m
 

F
u
ll

 i
te

m
 w

o
rd

in
g
 i

n
 A

p
p
en

d
ix

 A
.4

0
 =

 l
o
w

es
t 

to
 1

 =
 h

ig
h
es

t
G

fK
 P

an
el

G
en

d
er

S
in

g
le

 i
te

m
 

F
u
ll

 i
te

m
 w

o
rd

in
g
 i

n
 A

p
p
en

d
ix

 A
.4

0
 =

 w
o
m

an
, 
1
 =

 m
an

G
fK

 P
an

el

R
ac

e/
E

th
n
ic

it
y

S
in

g
le

 i
te

m
 

F
u
ll

 i
te

m
 w

o
rd

in
g
 i

n
 A

p
p
en

d
ix

 A
.4

T
h
re

e 
d
u
m

m
y
 v

ar
ia

b
le

s:
 A

fr
ic

an
 

A
m

er
ic

an
, 
H

is
p
an

ic
, 
W

h
it

e
G

fK
 P

an
el

T
a
b

le
 1

 
(c

o
n

ti
n

u
ed

)

V
ar

ia
b
le

s
Q

u
es

ti
o
n
 s

tr
u
ct

u
re

V
ar

ia
b
le

 c
o
d
in

g
W

o
rd

in
g
 s

o
u
rc

e

Connors, Krupnikov, and Ryan194

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/p
o
q
/a

rtic
le

/8
3
/S

1
/1

8
5
/5

5
2
0
2
9
9
 b

y
 g

u
e
s
t o

n
 2

0
 A

u
g
u
s
t 2

0
2
2



public, people who differ in their sensitivities to changes in social context—

that is, high and low self-monitors—should also vary in their response to the 

treatment.

In the statistical models, we include control variables (following Kam and 

Trussler 2017). These were asked of respondents as part of their GfK panel 

participation at a time point separate from our study. Full summary statistics 

and question wording for measures are shown in Appendix A; measures for 

news attention are in Appendix D.

Between-Subjects Results

MAIN EFFECT OF THE EXPERIMENTAL TREATMENT

Although our theoretical approach suggests an interaction between self-mon-

itoring and the treatment, we first present the bivariate results. We adjust our 

p-values for multiple comparisons because we examine treatment effects on 

multiple dependent variables within the same data sets. We use the method 

Benjamini and Hochberg (1995) describe, which controls the “false discovery 

rate” (FDR)—the expected proportion of false positives (Type I errors).

The results are in table 2. We see statistically significant differences at the 0.05 

level (two-tailed tests) in both abortion and turnout, and at the 0.10 level (two-

tailed tests) in knowledge. That means there is evidence in most of these depend-

ent variables that the public posting notification can lead to different responses, 

Table 2. Main effect of experimental treatment in GfK samples, 

bivariate analyses

Variable

Control Treatment Benjamini– 

Hochberg 

p-valueMean Std. err. Mean Std. err.

Knowledge  

(0, low–1, high) 0.502 0.032 0.428 0.022 0.082

Abortion  

(0, most anti–1, most pro) 0.395 0.03 0.494 0.021 0.021

Racial resentment  

(0, low–1, high) 0.629 0.02 0.651 0.013 0.379

Income  

(0, low–1, high) 0.581 0.017 0.562 0.013 0.379

Turnout 

(0, vote or 1, no vote) 0.739 0.028 0.614 0.022 0.004

Note.—P-values are for two-tailed tests. Abortion: n  =  748; Racial Resentment: n  =  571 

(white respondents only); Knowledge: n = 760; Income: n = 764; Turnout: n = 764.
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though the directionality of these differences is not systematic. We also want to 

note that we conduct similar bivariate analyses for racial resentment and abortion 

attitudes using the MTurk data and find null results (see Appendix H).

Our theoretic arguments suggest, however, that if the treatment is affecting 

perceptions of the social context of the survey, high and low self-monitors 

should respond differently. In particular, we should observe more socially 

desirable responding among high self-monitors and less among low self-mon-

itors. This directionality is something that the results in table 2 cannot capture, 

and thus we turn to a set of analyses that rely on an interaction between the 

treatment and self-monitoring.

POLITICAL KNOWLEDGE

Self-monitoring should influence the way in which the public posting notifica-

tion affects survey responses. In this section, we present the results of models 

with Posting Treatment, Logged Self-Monitoring, and an interaction between 

these two as the key independent variables. Because self-monitoring is not 

randomly assigned, we include control variables to avoid omitted variable bias 

with respect to the effect of self-monitoring.

The first models examine the GfK political knowledge questions. Across 

both conditions, 45.3 percent of respondents answered all three questions cor-

rectly.10 For all three questions, the majority of respondents who failed to pro-

vide a correct answer replied, “I don’t know.” As a result, we conduct logit 

models with two different dependent variables: (1) the dependent variable as 

1 if the respondent answered all questions correctly and 0 if the respondent 

failed to answer any question correctly; (2) the dependent variable as 1 if the 

respondent answered “I don’t know” to any question and 0 if the respondent 

provided answers (correct or incorrect) to all questions.11

The full logit models are in Appendix E. Given the nature of our models, 

limited dependent variables with interaction effects, we present marginal 

effects plots to demonstrate the effects of the Public Posting Treatment. As 

Berry, DeMeritt, and Esarey (2010) note, a statistically significant product 

term is neither necessary nor sufficient for variables to interact in how they 

affect probabilities in these models. It is necessary to plot the marginal effects 

to test hypotheses related to the outcome probability.

In figure 2, we present the posting treatment’s marginal effect for various 

levels of self-monitoring. Three things are important to notice. First, the 

treatment notification only affects those low in self-monitoring. Second, the 

treatment causes those lowest in self-monitoring to say “don’t know” more 

10. This may seem high; however, this compares to the 50 percent of respondents who answered 

three different knowledge questions correctly in the Indianapolis–St. Louis Study, a widely used 

dataset for public opinion in social networks (e.g., Huckfeldt, Sprague, and Levin 2000; Ryan 

2011; Djupe, McClurg, and Sokhey 2018).

11. We also consider success rates on individual questions; see Appendix B.
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frequently (at least one answer more). Finally, as a result, low self-monitors 

are less likely to answer all questions correctly in the treatment condition than 

in the control condition.

These results follow from previous research. First, political science research 

commonly considers how high self-monitors are more likely to behave in a 

socially desirable manner (e.g., Weber et al. 2014), yet studies suggest that in 

certain contexts low self-monitors will more openly state their beliefs (Day 

and Schleicher 2006). In this case, the public posting notification may cause 

low self-monitors to simply state “don’t know” instead of guessing—even if 

that guess is likely correct. Second, self-monitoring was positively correlated 

with education, meaning that high self-monitors were more likely to know the 

answers and thus to not be worried about public posting (see Appendix E).

As a consequence of these two factors, the public posting notification 

influences those who did not attend college. In the control group, 43 percent 

of non-college graduates answered all three questions correctly, whereas in 

the Posting Treatment group, only 32 percent answered all three questions 

correctly (difference is p = 0.02).12 Depending on one’s concept of political 

knowledge, the public posting could prompt more accurate measurement. If 

the researcher only wants respondents to answer the question when they truly 

“know,” then the increased number of “don’t know” responses is meaningful 

(Luskin and Bullock 2011). If, on the other hand, the researcher wants to see 

if the respondent can guess the correct answer, then the public posting noti-

fication likely underestimates the levels of political knowledge (Mondak and 

Davis 2001).

Figure 2. Marginal effect of posting treatment on objective knowledge 

measures by levels of self-monitoring. Marginal effects calculated based on 

logit models available in Appendix E.1. Thick lines represent 90 percent con-

fidence intervals; thin lines represent 95 percent confidence intervals.

12. In terms of the number of questions answered correctly, the difference is between 2.19 correct 

in the control group and 1.95 correct in the treatment group (p < 0.01).
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RACIAL RESENTMENT AND ABORTION ATTITUDES

The next step is to determine if self-monitoring conditions the posting treat-

ment effect on more sensitive issues: racial resentment and abortion. We con-

struct our racial resentment measure from respondents’ mean score on the four 

items, rescaled to 0–1, with larger values indicating greater racial resentment. 

Because the variable is bound at 0 and 1, we run a Tobit model and include the 

same previously used control variables (except respondent’s race—we only 

include white respondents, per common practice; see Piston 2010; Banks and 

Valentino 2012).

In the abortion model, the dependent variable is the number of respondents’ 

pro-choice responses, which range from 0 to 4 (with 47 percent of respondents 

at 0 and 40 percent at 4). We estimate a negative-binomial regression model 

because our dependent variable is an over-dispersed count of pro-choice 

responses. We add the same control variables to the model.

The full abortion and racial resentment models are in Appendix E. The two 

panels in figure  3 plot the posting treatment’s marginal effect for different 

levels of self-monitoring. The racial resentment results are on the left, with 

the abortion results on the right. Again, we see that self-monitoring influences 

results, but this differs depending on the issue. Low self-monitors are influ-

enced in the abortion model, while high self-monitors are influenced in the 

racial resentment model.

What causes these differences? We next consider these variables another 

way. For racial resentment, we run Tobit models separately for each question 

Figure 3. Self-monitoring conditions the effect of the posting treatment 

for abortion and racial resentment. Racial resentment marginal effects cal-

culated based on Tobit model: available in Appendix E.2. Abortion marginal 

effects calculated based on negative binomial model: available in Appendix 

E.3. Thick lines represent 90 percent confidence intervals; thin lines represent 

95 percent confidence intervals.
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(available in Appendix E2.1). These show that the largest effects occur with 

two items: “It is really a matter of some people not trying hard enough; if 

blacks would only try harder they could be just as well off as whites,” and 

“Irish, Italian, Jewish, and many other minorities overcame prejudice and 

worked their way up. Blacks should do the same without any special favors.” 

Some have suggested these two questions are double-barreled because they 

measure both racial attitudes and attitudes toward individualism (Sniderman 

and Tetlock 1986; Feldman and Huddy 2005). When respondents answer these 

questions in the treatment group, they are less likely to strongly disagree with 

the first question and more likely to neutrally respond to the second question. 

This make sense if respondents did not want to appear racially prejudiced, but 

also did not want to reject the commonly held individualism value. As a result, 

average racial resentment levels increase in the treatment group even though 

high self-monitors attempt to not appear racist in both groups.

With abortion, we see an effect similar to the knowledge questions: low 

self-monitors are more influenced by the treatment, increasing their pro-choice 

responses. This, again, suggests that rather than hiding responses, these respond-

ents are motivated to state their (potentially unpopular) opinions. Republicans, 

specifically, should be most likely to believe they should hide pro-choice atti-

tudes (Adams 1997). Therefore, if low self-monitors are revealing unpopu-

lar pro-choice opinions, then the changes should occur among Republicans. 

Indeed, this is what we find. Democrats offer an average of 2.5 pro-choice 

responses—regardless of treatment—whereas Republicans offer an average of 

0.76 in the control group and about 1.3 in the treatment group (p < 0.01). Again, 

perhaps this reflects increased honesty among Republicans with public posting.

The results in this section suggest that public posting can influence responses 

to a variety of measures, but that self-monitoring moderates this effect. Further, 

the results suggest that the measures of these concepts for certain subgroups 

change when respondents are informed their data will be publicly posted. It 

is unclear, however, if this leads to biased or more accurate responses—in the 

case of racial resentment, we likely see biased responses, but for knowledge 

and abortion we may see more accurate responses.

Respondents Changing Their Answers

INCOME

To this point we have used between-subjects analysis to suggest that respond-

ents change their answers to some survey questions in response to a public 

posting notification. Yet, comparing subjects across treatment groups does not 

show us movement, necessarily. In this section, we rely on the information 

GfK collects, retains, and updates as part of their panel members’ profile to 

see if treatment subjects were more likely to change responses.
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Our post-treatment question is: “In 2014, what was your total family 

income (please approximate if you are not certain)?” with nine response cat-

egories and “don’t know.”13 Since income is in the demographic profile GfK 

maintains about panel members, we can compare our post-treatment meas-

ure to the information GfK obtained from our participants prior to our study. 

GfK’s profile information includes data imputed when missing, and presents 

respondent household income in 19 categories. We collapsed these to match 

our nine categories and then constructed a three-category dependent variable: 

(–1) reported less income post-treatment; (0) no change; (1) reported more 

income post-treatment. Of course, given that time passed between GfK’s col-

lection (or imputation) of the profile income measure and our post-treatment 

measure, it is possible that respondents’ incomes changed. However, we have 

no reason to believe these changes would differ by treatment. That is, even if 

income levels did change, the treatment effect should be uninfluenced.14

Based on the results in table 3, it appears the posting treatment had no effect. 

Just under half of respondents changed their answers, and about three-quarters of 

those were to report less income.15 As a next step, we consider self-monitoring.

In figure 4, we can again see that self-monitoring plays a role. Figure 4 pre-

sents the treatment’s marginal effects using a multinomial logit that includes 

an interaction between the treatment and logged self-monitoring variable with 

controls of the previous models and for initial reported income.16

13. Respondents who said “don’t know” to this post-treatment measure were set to their educa-

tion level’s mean income.

14. It is possible that GfK’s imputation was inexact and our post-treatment measure is better. 

First, this is something that categorizing the 19-item GfK measure should correct (i.e., the impu-

tation may have been less exact with 19 categories but should do better with nine). Second, there 

is no reason to believe that the relationship between imputation and the post-treatment measure 

should be affected by treatment.

15. It is possible that changes tended toward reporting less income because of changes in response 

options, but given the location of the midpoint on the two scales, research suggests this would be 

unlikely (Schwarz et al. 1985).

16. The full multinomial logit model is in Appendix E.4 and includes the same control variables 

as before.

Table 3. The effect of a public posting notification on reported income

 Control Treatment

Change to less income 34.6% 31.3%

No change 55.7% 56.9%

Change to more income 9.7% 11.8%

N

χ2 = 1.17; p = 0.56

231 461
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Importantly, we see differing treatment effects by self-monitoring levels. 

The treatment increases the probability that low self-monitors will not change 

their reported income. At the same time, though, the treatment raises the prob-

ability that high self-monitors will report more income. We do not know the 

respondent’s actual household income, but the patterns suggest that low self-

monitors provide more accurate answers—they typically report the same in-

come at both time points, with enough time between them to make the recall of 

a lie unlikely. High self-monitors, on the other hand, consistent with their goal 

of making the best impression, typically report more income when given the 

public posting treatment (see also Hall et al. 2010). Again, the public posting 

notification produces different qualities of data depending on whether the re-

spondent is a low or high self-monitor.

REPORTED TURNOUT

As we noted, it is possible that an individual’s actual income changed between 

the GfK panel and our survey. On the other hand, whether or not respond-

ents actually voted in a particular election that took place in the past does not 

change regardless of when subjects are asked.

As part of GfK panel participation, all subjects were asked, “Did you hap-

pen to vote in the 2014 elections for the U.S. Congress?” with response options 

“Yes,” “No,” and “Not Sure.” In our study, subjects were asked, “In asking 

people about the 2014 election, surveys often find that a lot of people were not 

Figure 4. How self-monitoring affects changes to reported income. Marginal 

effects calculated based on multinomial-logit models available in Appendix E.4. 

Low self-monitors are the 5th percentile of self-monitoring (0 out of 12) while 

high self-monitors are the 95th percentile of self-monitoring (8 out of 12). Thick 

lines represent 90 percent confidence intervals; thin lines represent 95 percent 

confidence intervals.
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able to vote because they weren’t registered, they were sick, or they just didn’t 

have time. Which of the following statements best describes you?” They could 

respond, “I did not vote (in the election in November 2014),” “I thought about 

voting this time, but didn’t,” “I usually vote, but didn’t this time,” “I am sure 

I voted,” or “Don’t know.”

We use these two questions to create a three-category variable, coded 1 if 

respondents change from either “No” or “Not sure” in the GfK panel to “I am 

sure I voted” in our post-treatment measure; –1 if they switched from saying 

they did vote to saying they did not vote; and 0 otherwise. Hence, the measure 

is coded 1 if they moved toward the socially desirable response, 0 if they did 

not change, and –1 if they changed in a non-socially desirable direction (Karp 

and Brockington 2005).

Our post-treatment question differs from the original question, and this pro-

vides a tougher test for our argument. We are examining if people overreport 

turnout in response to the public posting notification, and the question we used 

was specifically designed to mitigate socially desirable overreporting (Duff 

et al. 2007). Hence, if we find the treatment induces overreporting, it is pos-

sible this would have been even greater if we had used the question wording 

from the GfK panel. While not all errors in voter self-reports are due to delib-

erate overreporting, even people who initially cannot remember whether they 

voted are often “motivated to infer that they did through source monitoring 

processes that are influenced by social desirability or self-presentation con-

cerns” (Belli, Traugott, and Beckmann 2001, 495).17

Again, it does not appear that the treatment has any effect when we look at 

the bivariate results in table 4. We see less people changing than we observed 

with income—though, that is to be expected given that turnout in a specific 

17. Further, for memory issues to explain our data patterns, at least one of two conditions would 

have to hold. First, the treatment would have to affect individual abilities to remember whether 

they voted. Second, there would have to be a relationship between self-monitoring and ability 

to remember. At this time, there is no empirical research to suggest either of these relationships.

Table 4. The effect of a public posting notification on reported turnout

 Control Treatment

Change to not voting 5.2% 6.9%

No change 84.4% 80.5%

Change to voting 10.4% 12.6%

N

χ2 = 1.65; p = 0.44

231 461
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election cannot change. When there are changes, it is no surprise that they 

generally are in the socially desirable direction.

Once again, self-monitoring conditions the effect of the public posting notifi-

cation, as figure 5 shows. We again run a multinomial logit with the interaction 

between the treatment and self-monitoring and include the same previously used 

controls and their panel turnout response. The full model is in Appendix E.6.

As with the income results, low self-monitors are less likely to change their 

reported turnout when they are given the public posting notification. They are 

also less likely to change their response to state that they voted. Again, low 

self-monitors are more likely to stick to their original response, even if that 

response is not socially desirable.

This is not the case with high self-monitors. When told their data will be 

posted, high self-monitors are more likely to change their response to the 

socially desirable response. This result, while consistent with theory, is still 

somewhat surprising given that many high self-monitors likely gave socially 

desirable responses the first time they were asked.18 The first time they were 

asked, 66 percent of respondents reported voting in the 2014 midterm elec-

tion—a notable election, as it marked the lowest percentage turnout since 

Figure 5. How self-monitoring affects changes to reported turnout. Marginal 

effects calculated based on multinomial-logit models available in Appendix E.6. 

Low self-monitors are the 5th percentile of self-monitoring (0 out of 12) while 

high self-monitors are the 95th percentile of self-monitoring (8 out of 12). Thick 

lines represent 90 percent confidence intervals; thin lines represent 95 percent 

confidence intervals.

18. Even though some control variables are associated with overreporting turnout (Belli, Traugott, 

and Beckmann 2001; Duff et al. 2007), only one is statistically significant. This is likely because 

these variables resulted in overreporting in the first wave but did not result in additional over-

reporting in wave two.
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World War II.19 As with income, finding out that their information may be 

publicly posted heightens reputational concerns among high self-monitors.

We unfortunately do not have validated turnout data for our respondents. 

Berent, Krosnick, and Lupia (2016) show, however, that “validated” turnout 

estimates are not necessarily superior to self-reports because there are errors in 

matching names to government records.20 More importantly, though, our goal 

in this study is to see how public posting affects common measures, including 

self-reported turnout. Unlike some of the previous analyses, this pattern of 

results suggests that data gathered with the public posting treatment is of lower 

quality, as it heightens overreports due to social desirability.

Conclusion

Many journals, as part of an effort to increase transparency, are requiring 

authors to post their data. At the same time, new federal guidelines, and in turn 

university IRBs, require increased transparency with human subjects about 

what will happen to their (de-identified) data. In this manuscript, we show 

that the combination of these two important developments can have impli-

cations for survey research. Informing subjects their de-identified data will 

become part of a publicly posted data set may cause some respondents to 

change survey responses. Our results signal a warning to survey researchers to 

be mindful that increasing transparency on both ends of the research process 

can affect data. The results do not mean, however, that researchers should be 

less transparent, with either other scholars or their subjects.

We want to note several things about these results. First, one might make the 

(ethically dubious) counterpoint that typical participants do not thoroughly read 

consent forms. This relies on an outdated view of consent forms. New federal 

guidelines require consent forms that are more readable, with important infor-

mation—like data-sharing—clearly marked. Because of this, it is difficult for 

researchers to hide the public posting notification even if they wanted to take 

this unethical step. Further, one of the authors asked participants in a recent 

study on MTurk if they knew what would happen to the data if the research was 

published. The public posting notification was in the middle of the study’s con-

sent form. The majority of participants knew the data would be publicly posted.

Second, notifying respondents of public posting did not always affect 

their answers, as table 2 suggests. Even in situations where we observed a 

19. For our study, the reported turnout is 71 percent, while the turnout rate in 2014 was around 

37 percent (United States Election Project 2015). This level of overreporting is consistent with 

studies like the Cooperative Congressional Election Study (aggregate reported turnout rate: 79.5 

percent).

20. Berent, Krosnick, and Lupia (2016) say validated measures appear superior because aggre-

gate turnout levels are lower, but that is only because matching errors cause researchers to under-

estimate registration levels.
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statistically significant result, models that included self-monitoring demon-

strate that the notification does not affect all respondents equally.

Third, our results suggest that the data one gets from a survey with a public 

posting notification may be superior in some cases, as the notification might 

encourage low self-monitors to answer truthfully. We caution, however, that 

improved data quality could make comparisons with data from earlier time 

periods more difficult. Fixing biased data is obviously useful, but researchers 

should be aware of changes in consent procedures before drawing conclusions 

about differences in attitudes at various time periods.

Fourth, even if data is biased by public posting—as is possibly the case 

with turnout—one can correct the bias. In this case, we have shown that self-

monitoring moderates the effect of the public posting notification.

Fifth, while we present our MTurk studies in Appendix H due to space con-

straints, we want to underscore that the MTurk results present a series of null 

findings. We believe this is important to contextualizing our findings and the 

role pre-treatment may play.

Next, there are methods available for dealing with social desirability that 

can be used in these cases as well. The results of a list experiment we con-

duct on our MTurk sample suggest this method’s potential; other methods 

for reducing socially desirable responding exist, and more will likely be 

developed.

Finally, we want to reinforce that this is only the first attempt to use data to 

consider the potential tension between informed consent and survey response. 

Indeed, our approach has some limitations. Critically, our participants were 

part of a panel that may make them more likely to agree to participate; it 

is possible, for example, that data about public posting may have a different 

effect for “fresh” participants. Moreover, our results rely on specific types of 

information about data-sharing and respondent privacy. We note these limita-

tions to suggest that more research is necessary to fully discern the way data-

sharing notices affect individual behavior in surveys.

Supplementary Data

Supplementary data are freely available at Public Opinion Quarterly online.
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