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Abstract   

We employed four newly developed DFT methods for the calculation of five π-

hydrogen bonding systems, namely, H2O-C6H6, NH3-C6H6, HCl-C6H6, H2O-indole and 

H2O-methylindole. We report new coupled cluster calculations for HCl-C6H6 that support 

the experimental results of Gotch and Zwier. Using the best available theoretical and 

experimental results for all five systems, our calculations show that the recently proposed 

MPW1B95, MPWB1K, PW6B95, and PWB6K methods give accurate energetic and 

geometrical predictions for π hydrogen bonding interactions, for which B3LYP fails and 

PW91 is less accurate. We recommend the most recent DFT method, PWB6K, for 

investigating larger π-hydrogen bonded systems, such as occur in molecular recognition, 

protein folding, and crystal packing. 
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1.  Introduction 

Hydrogen bonds in which the acceptor (base) is an aromatic π system differ in 

qualitative ways from conventional hydrogen bonds.1-14 The special case in which water 

is the donor (acid) is of great practical importance in solvation, hydrophobic interactions, 

molecular recognition, protein folding, neurotransmitter conformations, crystal packing, 

and cluster and micelle formation. More generally, π hydrogen bond acceptors are 

important for drug design, crystal engineering, and supramolecular chemistry and as 

precursor complexes in reaction mechanisms.15-22 Due to their physical, chemical, and 

biological importance, the interactions of hydrogen bond donors with benzene and with 

indole and its derivatives have been extensively studied both experimentally1-3,5-10,13-34 

and theoretically.4,7,11,12,28,35-44  Correlated ab initio methods such as second-order Møller-

Plesset perturbation theory (MP2)45,46 are capable of describing this kind of π acceptor 

hydrogen bonding.7,36-39,43,47  For example, Niu and Hall concluded:17 “DFT calculations 

underestimate this α- agostic interaction between CpRh(CO) and CH4. Other work on the 

binding of alkanes to tungsten pentacarbonyl, alkane-W(CO)5, also shows that the 

conventional ab initio methods give an excellent description of these weak bonding 

energies, especially in the larger basis sets. The problem here, of course, is that current 

functionals do not correctly describe the dispersion energy, which is well described by 

MP2 calculations.” It is well recognized that DFT does not give the correct long-range 

inverse sixth power law for dispersion because it predicts no interaction at distances 

where there is no overlap of spherically symmetric interacting particles, but it would be 

an oversimplification to dismiss DFT methods for noncovalent interaction in general. For 

example, hydrogen bonding involves not only dispersion but also electrostatic 

interactions, polarization (induction), and charge transfer.48,49 Furthermore, it should be 

recognized that the dispersion-like interactions that contribute to hydrogen bonding 

involve much shorter internuclear distances than those where the interaction is dominated 

by overlap-free dispersion.50 Among hydrogen bond types, there is a smaller relative 
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contribution for π acceptor than for conventional Lewis bases.47 Thus these systems 

provide a theoretical challenge in that they require a balanced description of electrostatic, 

induction, and dispersion like attractive interactions and exchange repulsion interactions. 

Density functional theory (DFT) is very appealing due to its excellent 

performance-to-cost ratio, and DFT methods are widely employed in the computational 

chemistry community. However, the most popular DFT method, B3LYP,51,52  cannot 

successfully describe π hydrogen bonding37,43 and B3LYP also fails badly for binding 

energies dominated by dispersion interactions,53-55 even though the equilibrium 

geometries of complexes occur in a region where repulsive interactions are important. 

During the last decade, DFT methods have been greatly improved, but we did not find 

any DFT studies that give satisfactory results for π facial hydrogen bonding in which an 

aromatic ring is the hydrogen bond acceptor. In the present paper, we test whether the 

new DFT methods developed by our group, namely MPW1B95,54 MPWB1K,54 

PW6B95,56 and PWB6K,56  are suitable for describing this type of O-H···π hydrogen 

bonding. This is an interesting question because these new DFT methods have previously 

been shown to have good performance for a wider range of bonding and noncovalent 

interactions than previous density functionals,54,56 but no π acceptor hydrogen bonds were 

considered during their development, nor have they previously been tested for this kind 

of interaction. The new density functionals are all based on the Becke9557 correlation 

functional, which includes kinetic energy density, and they have exchange functionals 

that, in conjunction with the correlation functionals, lead to more accurate descriptions of 

exchange-correlation energy in the large-reduced-density-gradient region than most 

previous exchange functionals. We have previously shown54 that the large-reduced-

density-gradient region is very important for noncovalent interactions.  

The DFT methods and computational details are described in section 2, and 

results and discussion are given in section 3. Section 4 contains concluding remarks. 
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2. Computational Methods 

In the present study, we consider six complexes, namely, H2O-C6H6, H2O-indole 

normal hydrogen bonded complex (H2O-indole-NH), H2O-indole π hydrogen bonded 

complex (H2O-indole-πA), H2O-methylindole-πA, NH3-C6H6, and HCl-C6H6.   

We estimated the CCSD(T) complete basis limit binding energies for the H2O-

C6H6, NH3-C6H6, and HCl-C6H6 complexes: 

∆ECCSD(T) /CBS = ∆EMP2 IB + (∆ECCSD(T) – ∆EMP2)small basis,  (1) 

where ∆EMP2 IB is an infinite basis set calculation that involves the  separate 

extrapolation of Hartree-Fock and correlation energies.58,59 The Hartree-Fock (HF) 

energies are extrapolated by  

           ( )HF HF HFE n E A n α−
∞= +  (2) 

and the MP2 correlation energies are extrapolated by  

           ( )cor cor corE n E A n β−
∞= + , (3) 

where n represents the highest angular momentum in an augmented correlation-consistent 

basis set; n = 2 for the aug-cc-pVDZ basis, and n = 3 for the aug-cc-pVTZ basis. The 

parameters α and β are determined in a previous paper;59 the value used for α is 4.93, and 

that for β is 2.13.  We use the DIDZ (which denotes 6-31+G(d,p))46 basis set for the 

(∆ECCSD(T) – ∆EMP2)  term in Eq. (1). 

All DFT calculations were carried out using a locally modified Gaussian0360 

program. MPW1B95 and PW6B95 are DFT methods designed for thermochemistry, and 

MPWB1K and PWB6K are DFT methods designed for thermochemical kinetics.54,56 The 

density functionals used in these new methods build on the functionals developed 

previously by Becke,51,57,61 Perdew and Wang,62 and Adamo and Barone.63 The 

performance of the four methods for other type of properties can be found in our previous 

papers.54-56  

Two basis sets are used in the present study: the smaller is DIDZ and the larger is 

abbreviated as MG3S (which is the same as 6-311+G(2df,2p) 64 for the systems in this 
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paper, except for Cl, for which MG3S has 3d2f polarization functions and an improved 

set of contracted Gaussian in the nonpolarization space).   For all hydrogen-bonded 

complexes, we performed calculations with and without counterpoise corrections65,66 for 

basis set superposition error (BSSE).  Note that the counterpoise-corrected binding 

energies were calculated at the geometries optimized without counterpoise correction. 

3. Results and Discussion 

Figure 1 shows the structures of the hydrogen-bonded complexes studied in the 

present work. 

3.1. Benchmark Calculation 

Table 1 gives the benchmark results for the interaction energies of the H2O-C6H6, 

NH3-C6H6, and HCl-C6H6 complexes. Table 1 shows that Hartree-Fock (HF) theory 

cannot describe the π hydrogen bonding, and it gives negative binding energies for the 

NH3-C6H6 and HCl-C6H6 complexes.  This confirms that π hydrogen bonding is 

dominated by electron correlation.  Table 1 also shows that MP2/IB calculations 

overestimate the binding energies of the three π hydrogen bonded complexes. The 

(∆ECCSD(T) - ∆EMP2) correction contributes about 0.7 kcal/mol to the final dissociation 

energies of the HCl-C6H6 complex, which is much greater than its contributions to the 

H2O-C6H6 and NH3-C6H6 complexes (0.3 kcal/mol). The estimated CCSD(T)/CBS 

binding energies for the H2O-C6H6 and  NH3-C6H6 are in good agreement with the 

experiments. There is a debate about the experimental binding energies for the HCl-C6H6 

complexes. In 1985, Walters et al.3 reported a dissociation energy of the HCl-C6H6 

complex: D0 = 4.79 ± 0.12  kcal/mol (De ≈ 5.8 kcal/mol).  This is in disagreement with 

the 1992 value obtained by Gotch and Zwier.8 Gotch and Zwier used the dispersed 

fuorescence scan approach, and they bracketed the dissociation energy: 1.8 kcal/mol ≤ D0 

≤ 3.8 kcal/mol. Adding zero point energy (ZPE) gives 2.83 kcal/mol ≤ De ≤ 4.83 kcal/mol 

(where ZPE was taken from an ab initio calculation36).  Our estimated CCSD(T)/CBS 
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binding energy is 4.41 kcal/mol, which supports Gotch and Zwier’s experimental results5 

and the review of Mons et al.31 

3.2. H2O-C6H6 

Table 2 presents the DFT and ab initio calculations for the H2O-C6H6 complex. In 

the table, we used the zero-point vibrational energy of Feller37 and the experimental24,27 

ground state dissociation energy D0 to obtain the accurate equilibrium dissociation energy 

De. From De-cp in Table 1, we can see that PW91, MPW1B95, MPWB1K, PW6B95, and 

PWB6K perform much better than B3LYP for calculating the dissociation energy and 

geometry of the benzene-water OH···π hydrogen bonded complex. B3LYP seriously 

underestimates the interaction energy and overestimates the intermolecular distance. The 

performance of MPW1B95, MPWB1K and PW6B95 is comparable to the 

CCSD(T)/aVDZ calculations. The best DFT method for energetics (with the counterpoise 

correction) is the PWB6K method with the DIDZ basis; it gives better performance than 

MP2/aVTZ. The best DFT method for geometries is PW6B95/DIDZ, and PW91 

seriously overestimates the intermolecular distance for the  H2O-C6H6 complex. 

If we look at the De column without counterpoise correction, we can see that MP2 

and CCSD(T) overestimate the binding energy and that DFT gives much better 

performance. Table 1 shows that the BSSE corrections for DFT methods are much 

smaller than those for the MP2 or CCSD(T) calculations.  

3.3. NH3-C6H6 and HCl-C6H6 

Table 3 gives the DFT results for the NH3-C6H6 and HCl-C6H6 complexes. The 

trends in Table 3 is similar to that in Table 2. B3LYP seriously underestimates the 

strength of these π hydrogen bonded complexes. The De-cp columns in Table 3 show that 

MP2/MG3S gives the best energetics, and PW91, MPW1B95, MPWB1K, PW6B95, and 

PWB6K perform much better than B3LYP for calculating the dissociation energies. 

However,  PW91, like B3LYP,  seriously overestimates the intermolecular distances for 

the NH3-C6H6 complex.  
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The experiments indicate that De is 2.0 kcal/mol large for HCl than NH3, with 

H2O intermediate. PWB6K predicts an increase of 1.4-2.0 kcal/mol, also with H2O 

intermediate. PW91 predicts an increase of 1.1-1.6 kcal/mol, and B3LYP predicts an 

increase of 0.8-2.2 kcal/mol.  

3.4. H2O-indole and H2O-methylindole 

Table 4 gives the results for the indole-water and methylindole-water systems. For 

the indole-water system, there are two different types of hydrogen bonds; one is the 

conventional nearly linear NH···O hydrogen bond, and the other one is the π facial 

hydrogen bond. Note that B3LYP erroneously gives two π bonded structures; in these 

structures the water is bonded to either the pyrrole or the phenyl ring.  Our calculations 

show that PW91 also erroneously gives two π bonded minima.  The other four DFT 

methods and MP2 give only one minimum-energy OH···π bonded structure. The binding 

energy for B3LYP and PW91 shown in Table 4 is the binding energy of the most stable 

OH···π bonded complex. van Mourik commented that “DFT’s inability to account for 

dispersion causes the water to move away from the center of the π-electron cloud. This 

effect explains the partition of the single π-bonded indole-water minimum into two 

distinct DFT minima, each having the water on opposite sides of the aromatic system.” 43  

This is a reasonable explanation, provided one keeps in mind that these system are not in 

the zero-overlap dispersion regime.  

In a recent paper,55 we have shown that MPW1B95, MPWB1K, PW6B95, and 

PWB6K give much better performance than B3LYP for interactions dominated by 

dispersion-like interactions. This is consistent with these four new methods giving correct 

geometries even with the DIDZ basis set, but again we emphasize that the energy of 

binding is not zero-overlap dispersion energy in the present cases. At a minimum-energy 

geometry, the total gradient is zero; therefore, if one can separate repulsive interactions 

from attractive ones, their gradients would be equal in magnitude. Thus, even if the 

attractive part of the interaction were entirely due to dispersion (which is not the case 
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even for the interaction of rare gas atoms), dispersion would account for at most half of 

the gradient, and usually one must also consider electrostatics, polarization, charge 

transfer, change in interatomic correlation, and so forth. The dispersion interactions occur 

in the second order of the Rayleigh-Schrödinger perturbation theory (RSPT). At the 

equilibrium geometry of He2,  the exchange energy and the first-order RSPT term are 

respectively equal to −55% and +8% of the second-order RSPT term.67 In light of these 

considerations, it is interesting to see how well various functionals can represent the net 

interaction energy.  

First we consider the results for the conventional hydrogen bonding complex, 

which is the global minimum for the indole-water system. If one considers the 

counterpoise-corrected dissociation energy obtained in the calculation with the larger 

basis and compares to the average  of the two experimental results counterpoise-corrected 

dissociation energy, B3LYP underestimates the binding energy of the conventional 

hydrogen bonding structure by only 1.5 kcal/mol, and PW91, MPW1B95, MPWB1K, 

PW6B95, and PWB6K give only slightly better results (underestimation of 0.6 − 1.2 

kcal/mol).  

Next consider the π acceptor cases. There is no experimental result for the indole-

water OH···π hydrogen bonded complex because it is not the global minimum. We 

therefore use van Mourik’s estimated MP2 complete basis set results, with a small (0.14 

kcal/mol) correction for possible changes at the CCSD(T) level,  as the reference. 

Although this is not as reliable as experiment, it is probably accurate enough to test DFT 

for this case. From Table 4, we can see that, for the counterpoise corrected DFT 

calculations, PWB6K/DIDZ gives the best binding energy, and this is also confirmed by 

the results for the methylindole-water complex, where an experimental result is available. 

For both O-H···π hydrogen bonded complexes, MPW1B95, MPWB1K, PW6B95, and 

PWB6K show much better performance than the B3LYP method. Although PW91 gives 

strong interaction for the normal hydrogen bonding (indole-H2O-NH), it is inferior to 
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PW6B95, MPWB1K, and PWB6K for the π hydrogen bonding, and it overestimates the 

intermolecular distances for the π hydrogen bonded complexes (as compared to the 

MP2/aVTZ geometries). Furthermore, tor both OH···π hydrogen bonded complexes, 

B3LYP seriously underestimates the binding energy and overestimates the intermolecular 

distance; this is consistent with the results in Tables 2 and 3. 

Table 5 summarizes the error average over the six complexes. All four of the new 

methods considered here do better than MP2, on the average, whereas B3LYP is 1.8 

times worse. Table 5 shows that independent of which basis set we consider and 

independent of whether or not we correct for BSSE, the three most reliable DFT methods 

in Table 5 are PWB6K, MPWB1K, and PW6B95. In three of the four comparisons all 

three methods perform better than MP2, and in all four cases, PWB6K performs better. 

However, the key issue is not really whether DFT does better than MP2, but rather that, 

since MP2 is universally acknowledged to provide a reasonable physical model for this 

kind of interaction, DFT with the new functionals has comparable accuracy.  Since DFT 

is much more affordable than MP2 for all but the smallest systems, since it is less 

sensitive to BSSE, and since these new functionals have previously been shown to 

provide useful accuracy for a variety of other physical quantities, 54-56 this opens up new 

possibilities for realistic modeling of molecular recognition, host-guest chemistry, protein 

folding, crystal packing, and many other condensed-phase chemical, physical and 

biological phenomena. 

4. Concluding remarks 

Although DFT does not predict true dispersion interactions in the weak 

interaction region of zero overlap, it can still be useful for predicting correlation energy 

and even dispersion-like interactions in the region of overlap near the equilibrium 

geometry of even noncovalent complexes if one has an accurate enough functional. In the 

present study, we showed that four newly developed DFT methods are all capable of 

qualitatively and even semiquantitatively describing the π hydrogen-bonded complexes, 
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for which the popular B3LYP method fails. Our calculations show that the PWB6K 

density functional gives especially accurate energetics and geometrical prediction for the 

π hydrogen bonding interactions. We recommend this method for investigating large 

hydrogen bonded systems in which the face of a π system is the hydrogen bond acceptor 

as well as for other noncovalent interactions of overlapping system in which dispersion-

like interactions play a role. 

Acknowledgment 

This work was supported in part by the U.S. Department of Energy, Office of 

Basic Energy Sciences. 

 

 



 

 

11

 (1) Oki, M.; Iwamura, H. Bull. Chem. Soc-Japan 1959, 32, 81135. 
 (2) Yoshida, Z.; Osawa, E. J. Am. Chem. Soc. 1965, 87, 1467. 
 (3) Walters, E. A.; Grover, J. R.; White, M. G.; Hui, E. T. J. Phys. Chem. 
1985, 89, 3814. 
 (4) Levitt, M.; Perutz, M. F. J. Mol. Biol. 1988, 201, 751. 
 (5) Gotch, A. J.; Zwier, T. S. J. Chem. Phys. 1990, 93, 6977. 
 (6) Atwood, H.; Hamada, F.; Robinson, D. K.; Orr, G. W.; Vincent, R. L. 
Nature 1991, 349, 603. 
 (7) Suzuki, S.; Green, P. G.; Bumgarner, R. E.; Dasgupta, S.; Goddard, W. A., 
III; Blake, G. A. Science 1992, 257, 942. 
 (8) Gotch, A. J.; Zwier, T. S. J. Chem. Phys. 1992, 96, 3388. 
 (9) Rodham, D. A.; Suzuki, S.; Suenram, R. D.; Lovas, F. J.; Dasgupta, S.; 
Goddard, W. A.; Blake, G. A. Nature 1993, 362, 735. 
 (10) Perutz, M. F. Phil. Trans. Roy. Soc. Ser. A 1993, 345, 105. 
 (11) Rosas, I.; Alkorta, I.; Elguero, J. J. Phys. Chem. A 1997, 101, 9457. 
 (12) Tsuzuki, S.; Honda, K.; Uchimaru, T.; Mikami, M.; Tanabe, K. J. Am. 
Chem. Soc. 2000, 122, 11450. 
 (13) Steiner, T.; Koellner, G. J. Mol. Biol. 2001, 305, 535. 
 (14) Mons, M.; Dimicoli, I.; Tardivel, B.; Piuzzi, F.; Brenner, V.; Millie, P. 
Phys. Chem. Chem. Phys. 2002, 4, 571. 
 (15) Lindeman, S. V.; Kosynkin, D.; kochi, J. K. J. Am. Chem. Soc. 1998, 120, 
13268. 
 (16) Barreiro, E. J.; Barreiro, G.; Guimaraes, C. R. W.; De-Alencastro, R. B. 
THEOCHEM 2000, 532, 11. 
 (17) Niu, S.; Hall, M. B. Chem. Rev. 2000, 100, 353. 
 (18) Nishio, M. CrystEngComm 2004, 6, 130. 
 (19) Sozzani, P.; Comotti, A.; Broacco, S.; Simonutti, R. Chem. Comm. 2004, 
768. 
 (20) Lee, E. C.; Hong, B. H.; Lee, J. Y.; Kim, J. C.; Kim, D.; Kim, Y.; 
Tarakeshwar, P.; Kim, K. S. J. Am. Chem. Soc. 2005, 127, 4530. 
 (21) Desiraju, G. R. Chem. Comm. 2005, 2995. 
 (22) Zhao, R.; Matsumoto, S.; Akazome, M.; Ogura, K. Tetrahedron 2002, 58, 
10233. 
 (23) Gutowski, H.; Emilsson, T.; Arunan, E. J. Chem. Phys. 1993, 99, 4883. 
 (24) Cheng, B.-M.; Grover, J. R.; Walters, E. A. Chem. Phys. Lett. 1995, 232, 
364. 
 (25) Braun, J. E.; Grebner, T. L.; Neusser, H. J. J. Phys. Chem. A 1998, 102, 
3273. 
 (26) Helm, R. M.; Clara, M.; Grebner, T. L.; Neusser, H. J. J. Phys. Chem. A 
1998, 102, 3268. 
 (27) Courty, A.; Mons, M.; Dimicoli, I.; Piuzzi, F.; Gaigeot, M.-P.; Brenner, 
V.; de Pujo, P. J. Phys. Chem. A 1998, 102, 6590. 
 (28) Carney, J. R.; Zwier, T. S. J. Phys. Chem. A 1999, 103, 9943. 
 (29) Mons, M.; Dimicoli, I.; Tardivel, B.; Piuzzi, F.; Brenner, V.; Millie, P. J. 
Phys. Chem. A 1999, 103, 9958. 



 

 

12

 (30) Carles, S.; Desfrancois, C.; Schermann, J. P.; Smith, D. M. A.; 
Adamowicz, L. J. Chem. Phys. 2000, 112, 3276. 
 (31) Mons, M.; Dimicoli, I.; Piuzzi, F. Int. Rev. Phys. Chem. 2002, 21, 101. 
 (32) Florio, G. M.; Zwier, T. S. J. Phys. Chem. A 2003, 107, 974. 
 (33) Souda, R. J. Phys. Chem. B 2004, 108, 283. 
 (34) Stollar, E. J.; Gelpi, J. L.; Velankar, S.; Golovin, A.; Orozco, M.; Luisi, B. 
F. Proteins 2004, 57, 1. 
 (35) Gregory, J. K.; Clary, D. C. Mol. Phys. 1996, 88, 33. 
 (36) Tarakeshwar, P.; Lee, S. J.; Lee, J. Y.; Kim, K. S. J. Chem. Phys. 1998, 
108, 7217. 
 (37) Feller, D. J. Phys. Chem. A 1999, 103, 7558. 
 (38) Tarakeshwar, P.; Kim, K. S.; Brutschy, B. J. Chem. Phys. 2000, 112, 
1769. 
 (39) van Mourik, T.; Price, S. L.; Clary, D. C. Chem. Phys. Lett. 2000, 331, 
253. 
 (40) Luchow, A.; Spangenberg, D.; Janzen, C.; Jansen, A.; Gerhards, M.; 
Kleinermanns, K. Phys. Chem. Chem. Phys. 2001, 3, 2771. 
 (41) Raimondi, M.; Calderoni, G.; Famulari, A.; Raimondi, L.; Cozzi, F. J. 
Phys. Chem. A 2003, 107, 772. 
 (42) Somers, K. R. F.; Kryachko, E. S.; Ceulemans, A. Chem. Phys. 2004, 301, 
61. 
 (43) van Mourik, T. Chem. Phys. 2004, 304, 317. 
 (44) Zhang, R. B.; Somers, K. R. F.; Kryachko, E. S.; Nguyen, M. T.; Zeegers-
Huyskens, T.; Ceulemans, A. J. Phys. Chem. A 2005, 109, ASAP online. 
 (45) Møller, C.; Plesset, M. S. Phys. Rev. 1934, 46, 618. 
 (46) Hehre, W. J.; Radom, L.; Schleyer, P. v. R.; Pople, J. A. Ab Initio 
Molecular Orbital Theory; Wiley: New York, 1986. 
 (47) Tarakeshwar, P.; Choi, H. S.; Kim, K. S. J. Am. Chem. Soc. 2001, 123, 
3323. 
 (48) Kollman, P. A. In Chemical Applications of Atomic and Molecular 
Electrostatic Potentials; Politzer, P. A., Truhlar, D. G., Eds.; Plenum: New York, 1981; p 
243. 
 (49) Morokuma, K.; Kitaura, K. In Chemical Applications of Atomic and 
Molecular Electrostatic Potentials; Politzer, P. A., Truhlar, D. G., Eds.; Plenum: New 
York, 1981; p 215. 
 (50) Xu, X.; Goddard, W. A. Proc. Natl. Acad. Sci. USA 2004, 101, 2673. 
 (51) Becke, A. D. J. Chem. Phys. 1993, 98, 5648. 
 (52) Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch, M. J. J. Phys. 
Chem. 1994, 98, 11623. 
 (53) Tsuzuki, S.; Luthi, H. P. J. Chem. Phys. 2001, 114, 3949. 
 (54) Zhao, Y.; Truhlar, D. G. J. Phys. Chem. A 2004, 108, 6908. 
 (55) Zhao, Y.; Truhlar, D. G. J. Comp. Theory Comput. 2005, 1, 415. 
 (56) Zhao, Y.; Truhlar, D. G. J. Phys. Chem. A 2005, 109, 5656. 
 (57) Becke, A. D. J. Chem. Phys. 1996, 104, 1040. 
 (58) Truhlar, D. G. Chem. Phys. Lett. 1998, 294, 45. 
 (59) Zhao, Y.; Truhlar, D. G. J. Phys. Chem. A 2005, 109, 6624. 



 

 

13

 (60) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. 
A.; Cheeseman, J. R.; Montgomery, J. A.; Jr., T. V.; Kudin, K. N.; Burant, J. C.; Millam, 
J. M.; Iyengar, S. S.; Tomasi, J.; Barone, V.; Mennucci, B.; Cossi, M.; Scalmani, G.; 
Rega, N.; Petersson, G. A.; Nakatsuji, H.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; 
Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.; Klene, M.; Li, 
X.; Knox, J. E.; Hratchian, H. P.; Cross, J. B.; Adamo, C.; Jaramillo, J.; Gomperts, R.; 
Stratmann, R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.; 
Ayala, P. Y.; Morokuma, K.; Voth, G. A.; Salvador, P.; Dannenberg, J. J.; Zakrzewski, 
G.; Dapprich, S.; Daniels, A. D.; Strain, M. C.; Farkas, O.; Malick, D. K.; Rabuck, A. D.; 
Raghavachari, K.; Foresman, J. B.; Ortiz, J. V.; Cui, Q.; Baboul, A. G.; Clifford, S.; 
Cioslowski, J.; Stefanov, B. B.; Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.; 
Martin, R. L.; Fox, D. J.; Keith, T.; Al-Laham, M. A.; Peng, C. Y.; Nanayakkara, A.; 
Challacombe, M.; Gill, P. M. W.; Johnson, B.; Chen, W.; Wong, M. W.; Gonzalez, C.; 
Pople, J. A. Gaussian 03, Revision C.01; Gaussian, Inc.: Pittsburgh PA, 2003. 
 (61) Becke, A. D. Phys. Rev. A 1988, 38, 3098. 
 (62) Perdew, J. P. In Electronic Structure of Solids '91; Ziesche, P., Eschig, H., 
Eds.; Akademie Verlag: Berlin, 1991; p 11. 
 (63) Adamo, C.; Barone, V. J. Chem. Phys. 1998, 108, 664. 
 (64) Frisch, M. J.; Pople, J. A.; Binkley, J. S. J. Chem. Phys. 1984, 80, 3265. 
 (65) Boys, S. F.; Bernardi, F. Mol. Phys. 1970, 19, 553. 
 (66) Schwenke, D. W.; Truhlar, D. G. J. Chem. Phys. 1985, 82, 2418. 
 (67) Kleinekathöfer, U.; Tang, K. T.; Toennies, J. P.; Yiu, C. L. J. Chem. Phys. 
1997, 107, 9502. 
 
 
 



 

 

14

Table 1. Benchmark results (in kcal/mol) for the binding energies of the H2O-C6H6, NH3-C6H6, and HCl-C6H6
 complexes a  

Complexes HF/IB ∆MP2/IB b MP2/IB ∆(CCSD(T)-MP2) CCSD(T)/CBS c  Exp. 
H2O-C6H6 0.18 3.48 3.66 -0.29 3.37 3.44 ± 0.09, d 3.25 ± 0.28 d  
NH3-C6H6 -0.82 3.56 2.73 -0.29 2.44 2.45 ± 0.1214 
HCl-C6H6 -0.35 5.46 5.11 -0.70 4.41 5.82,e 2.83≤De≤4.83 e 
 a MP2/MG3S geometries are used for the calculations in this table, and see text for description of the MG3S basis set. All calculated 
energies are BSSE corrected. 
b The extrapolated (∆EMP2-∆EHF) results. 
c This column gives De estimated using Eq. (1). 
d Experimental D0

24,27+ theoretical ZPE.37 
e Experimental D0

3,5 + theoretical ZPE.36
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Table 2. Binding energies (in kcal/mol) and intermolecular distancea (in angstroms) for 
the H2O-C6H6 complex 

Method Ref. Re De  De-cp 

MPW1B95/DIDZ This work 3.27 3.05 2.55 

MPW1B95/MG3S This work 3.24 2.85 2.40 

MPWB1K/DIDZ This work 3.23 3.21 2.70 

MPWB1K/MG3S This work 3.22 3.04 2.57 

PW6B95/DIDZ This work 3.28 3.24 2.74 

PW6B95/MG3S This work 3.26 3.03 2.59 

PWB6K/DIDZ This work 3.21 3.72 3.22 

PWB6K/MG3S This work 3.21 3.54 3.10 

PW91/DIDZ This work 3.53 3.21 2.70 

PW91/MG3S This work 3.49 2.91 2.44 

B3LYP/DIDZ This work 3.71 1.98 1.55 

B3LYP/MG3S This work 3.68 1.78 1.35 

MP2/DIDZ This work 3.28 4.08 2.16 

MP2/MG3S This work 3.21 4.12 2.96 

MP2/DZP 35  4.37 1.76 

MP2/aVDZ 37 3.24 4.84 2.89 

CCSD(T)/aVDZ 37 3.24 4.56 2.68 

MP2/aVTZ 37 3.21 4.01 3.13 

CCSD(T)/aVTZ 37  3.85  

MP2/VQZ 37 3.21 4.06 3.42 

MP2/V5Z 37  3.75 3.42 

Est. MP2 CBS  37  3.9 ± 0.2  

     
Expt. 8 3.32 b   
Expt. 7 3.35 b    
Expt. 23 3.33 b   
Expt. 24  3.25 c 3.25 c 
Expt. 27   3.40 c 3.40 c 
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a The intermolecular distance is defined as the distance between the center of mass of 
water and the center of mass of benzene in the complex. In this table, aVDZ means aug-
cc-pVDZ, and  aVTZ means aug-cc-pVTZ. 
b  These are experimental values for r0. 
c We used the the zero-point vibrational energy of Feller37 and experimental D0

24,27 to 
obtain the experimental equilibrium dissociation energy De 
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Table 3. Binding energies (in kcal/mol) and intermolecular distancea (in angstroms) for 
the NH3-C6H6 and HCl-C6H6 complexes 

NH3-C6H6  HCl-C6H6 Method 
Re De  De-cp  Re De  De-cp 

MPW1B95/DIDZ 3.67 1.66 1.38  3.63 3.58 3.08 
MPW1B95/MG3S 3.61 1.57 1.34  3.63 3.03 2.68 
MPWB1K/DIDZ 3.56 1.79 1.49  3.61 3.82 3.31 
MPWB1K/MG3S 3.58 1.72 1.46  3.59 3.26 2.91 
PW6B95/DIDZ 3.67 1.86 1.58  3.65 3.66 3.18 
PW6B95/MG3S 3.62 1.76 1.53  3.67 3.14 2.82 
PWB6K/DIDZ 3.55 2.27 1.97  3.61 4.25 3.75 
PWB6K/MG3S 3.55 2.19 1.94  3.59 3.72 3.34 
PW91/DIDZ 4.01 1.88 1.55  3.67 3.47 2.95 
PW91/MG3S 3.82 1.64 1.42  3.70 2.89 2.51 
B3LYP/DIDZ 4.33 0.95 0.69  3.81 2.13 1.70 
B3LYP/MG3S 4.22 0.71 0.58  3.86 1.68 1.41 
MP2/DIDZ 3.48 3.08 1.24  3.52 5.26 2.51 
MP2/MG3S 3.43 3.05 2.17  3.45 5.71 4.05 
MP2/aug-cc-pVDZ b  4.19 2.17   4.63 4.06 
MP2/aug-cc-pVTZ b  3.31 2.49   6.39 5.72 
CCSD(T)/CBS   2.44   4.41 
Expt. 3.59 c     2.45 d        2.8-5.8 e 
a The distance between the center of mass of the interacting molecules. 
b Evaluated at the MP2/MG3S geometries. 
c  Ref. 9 

d  Ref. 14 

e See discussion in Section 3.1. 
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Table 4. Binding energies (in kcal/mol) and intermolecular distancea (in angstroms) for the indole-water and methylindole-water 
complexes 

indole-H2O-NH   indole-H2O-πA   methylindole-H2O 
Method Ref. 

Re De De-cp   Re De De-cp   Re De De-cp 

MPW1B95/DIDZ This work 1.98 6.27 5.38  3.19 4.61 3.63  3.11 5.31 4.35 

MPW1B95/MG3S This work 2.02 5.16 4.75  3.19 4.04 3.47  3.09 4.64 4.02 

MPWB1K/DIDZ This work 1.97 6.40 5.53  3.17 4.82 3.99  3.08 5.55 4.61 

MPWB1K/MG3S This work 2.01 5.28 4.88  3.16 4.27 3.70  3.07 4.91 4.29 

PW6B95/DIDZ This work 1.99 6.37 5.46  3.21 4.78 3.81  3.12 5.48 4.53 

PW6B95/MG3S This work 2.03 5.28 4.88  3.21 4.19 3.65  3.11 4.81 4.21 

PWB6K/DIDZ This work 1.97 6.86 5.98  3.16 5.38 4.28  3.06 6.17 5.22 

PWB6K/MG3S This work 2.00 5.86 5.47  3.15 4.59 4.05  3.06 5.56 4.94 

PW91/DIDZ This work 1.93 7.07 5.96  3.30 4.69 3.85  3.21 5.14 4.11 

PW91/MG3S This work 1.96 5.97 5.43  3.30 4.19 3.60  3.25 4.54 3.89 

B3LYP/DIDZ This work 1.98 5.99 5.04  3.39 3.31 2.68  3.33 3.63 2.86 

B3LYP/MG3S This work 2.01 4.94 4.54  3.39 2.83 2.42  3.36 3.10 2.63 

MP2/DIDZ This work 1.95 7.66 5.49  3.18 6.30 3.57  3.08 7.53 4.33 

MP2/MG3S This work 1.95 6.48 5.37  3.14 5.87 4.35  3.02 6.77 5.08 

MP2/DZPi 39 1.85 8.34 5.38  3.05 7.96 3.83   9.07 4.45 

MP2/aVDZ 39 1.95 6.72 5.38  3.10 6.63 4.22   7.64 5.03 

MP2/aVTZ 39 1.95 6.36 5.64  3.13 5.78 4.73     

Est. MP2 CBS  39   5.76    4.87     
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Extrap. This work   5.94 b    5.15 b     

Average This work   5.85 c    5.01 c     

             

Expt. 29   6.15 d        5.72 d 

Expt. 25     5.98 d                 
a The intermolecular distance is defined as the O···H distance in the O···H-N hydrogen bond for the indole-H2O-NH complex. The 
intermolecular distance is defined as the distance between the oxygen of the water and the indole plane for the indole-H2O-π and 
methylindole-H2O complexes. In this table, aVDZ denotes aug-cc-pVDZ, and  aVTZ denotes aug-cc-pVTZ. 
b De(extrap.)= De[CCSD(T)/DZPi] − De[MP2/)/DZPi] +Est. MP2 CBS, where the three components are from Ref. 39 
c Average of two previous rows. 
b We used the scaled (scale factor is 0.9721)54 harmonic zero-point vibrational energies calculated by the MPW1B95 method and the 
experimental D0 to obtain the experimental equilibrium dissociation energy De. 
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Table 5. Mean unsigned errors in binding energies (kcal/mol) a 
DIDZ b  MG3S b 

Method 
nocp cp  nocp cp 

average

MPW1B95 0.48 1.10  0.95 1.39 0.98 

MPWB1K 0.34 0.89  0.75 1.19 0.80 

PW6B95 0.37 0.95  0.79 1.21 0.83 

PWB6K 0.39 0.43  0.33 0.69 0.46 

PW91 0.59 0.98  0.81 1.28 0.91 

B3LYP 1.46 2.04  1.96 2.28 1.94 

MP2 1.27 1.25  0.96 0.71 1.05 
a The accurate value from which deviations are computed is taken as the experimental 
value or average experimental values for H2O-C6H6 (3.325), NH3-C6H6 (2.45), indole-
H2O-NH (6.065), and methylindole (5.72), estimated CCSD(T) CBS value for HCl-C6H6 
(4.41), and estimated MP2 CBS value for indole-H2O-πA (4.87). 
b  DIDZ denotes the 6-31+G(d,p) basis set, and see text for the MG3S basis set. 
c Aaverage over previous four columns.
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Figure caption 

Figure 1. Structures of the complexes studied. (A) H2O-C6H6, π facial acceptor (B) NH3-C6H6 Benzene-water, π facial acceptor. (C) 

HCl-C6H6, π facial acceptor. (D) Indole-water: normal hydrogen donor structure, denoted NH. (E) Indole-water: π facial acceptor, 

denoted πA. (F) Methylindole-water: π facial acceptor.
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