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Abstract: Interest in utilizing neural networks in a variety of scientific and academic studies and in
industrial applications is increasing. In addition to the growing interest in neural networks, there is
also a rising interest in video classification. Object detection from an image is used as a tool for various
applications and is the basis for video classification. Identifying objects in videos is more difficult
than for single images, as the information in videos has a time continuity constraint. Common
neural networks such as ConvLSTM (Convolutional Long Short-Term Memory) and 3DCNN (3D
Convolutional Neural Network), as well as many others, have been used to detect objects from video.
Here, we propose a 3DCNN for the detection of human activity from video data. The experimental
results show that the optimized proposed 3DCNN provides better results than neural network
architectures for motion, static and hybrid features. The proposed 3DCNN obtains the highest
recognition precision of the methods considered, 87.4%. In contrast, the neural network architectures
for motion, static and hybrid features achieve precisions of 65.4%, 63.1% and 71.2%, respectively. We
also compare results with previous research. Previous 3DCNN architecture on database UCF Youtube
Action worked worse than the architecture we proposed in this article, where the achieved result was
29%. The experimental results on the UCF YouTube Action dataset demonstrate the effectiveness
of the proposed 3DCNN for recognition of human activity. For a more complex comparison of
the proposed neural network, the modified UCF101 dataset, full UCF50 dataset and full UCF101
dataset were compared. An overall precision of 82.7% using modified UCF101 dataset was obtained.
On the other hand, the precision using full UCF50 dataset and full UCF101 dataset was 80.6% and
78.5%, respectively.

Keywords: 3DCNN; neural network; recognition; classification; video; UCF YouTube Action dataset;
UCF101 dataset

1. Introduction

The field of computer vision is mentioned often in the modern literature because of
the success that neural networks are now achieving. In this paper, we address a neural
network architecture called a 3D convolutional neural network (3DCNN). This architecture
is often used to detect complex images as well as videos, such as medical images. Here we
use the 3DCNN architecture for video classification. Video classification has been identified
as a major challenge because of the type of information contained in video, namely, time
continuity information. We not only need to look at the simple 2D space of an image but
must also take into account the previous and following images to process information
about time. When classifying a video, researchers have to deal with challenges such as
the classification of abnormal behavior of people in public spaces, crowded scenes with a
variety of abnormalities, and the classification of various human activities. Such research
can be very helpful for applications such as improving safety or by protecting the elderly
by identifying fall accidents and subsequently calling for help. Further, these techniques
can be used to detect terrorists and to prevent a variety of dangerous events.

The problem of classification is addressed in several papers, such as [1], where they
aim to classify a person attacking an ATM from depth camera video. Weapons detection
using neural networks for video processing has been studied, as in [2]. The recognition of
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human activity for the purpose of identifying if a monitored elderly person has fallen or is
experiencing a health problem is addressed in [3]. With regard to the mentioned issues in
the relevant literature [4], they represent various techniques for detecting the activities of
people from videos designed up to 2019. Additionally, Ref. [5] studies if monitoring videos
and the content of videos can be used to detect whether a video is suitable for minors.
A novel approach for generic visual vocabulary learning is proposed. Such methods require
databases of various human activities. An equally interesting approach is presented in [6],
where a systematic framework for recognizing realistic actions from videos “in the wild“ is
used. The topic of neural networks is also of interest in a variety of industries not only in
terms of its application to video classification but also its ability to address problems related
to sound, for which time continuity is also a concern [7]. 3D convolutional neural network
(3DCNN) is a powerful and effective model utilizing spatial-temporal features, which is
why they also use it in the article [8] for gesture recognition. In paper [9], proposed a novel
deep learning architecture for efficient automatic hand sign language recognition using also
3D Convolutional Neural Network (3DCNN) from RGB input videos. The combination
of 3DCNN and ConvLSTM is proposed in [10] and used on human action recognition.
In [11] , is analysed the performance of a 3DCNN architecture for hand gesture recognition
as in the article [8], however in an unstructured scenario. The major contribution [12] is
proposed a novel 3DCNN powered model for scene classification in drone surveillance.
In paper [13] proposed deep features of mobile videos are extracted by an exponential linear
units-3D convolutional neural network for representing video. In work [14] is studied
the ability of state of the art video CNNs including 3D ResNet, 3D ResNet, and I3D for
detecting manipulated videos. In [15] presents models based on Convolutional Neural
Network (CNN) for problem of classifying videos under the classses as violence and
non-violence. Authors in paper used RLVS dataset. Authors in article [16] proposed
graph-based framework to learn high-level interaction between object and people, which
called Action Detection. In [17] proposed metods to detect violence using Mobil Neural
Architecture Authors used Convolutional Long Short-term Memory (ConvLSTM) to extract
spatiotemporal feaures in the video. They developed dataset that contains violence and
non-violence. Authors in article [18] proposed metods for anomaly detection in crowd
scenes. They proposed 3DCNN architecture but also 3D GAN for domain adaption to
reduce domain gap. In article [19] authors proposed Kinematics Posture Feature extraction
from 3D joint positions. They used for classification Support Vector Machine (SVM) and
Convolutional Reccurent Neural Network (CRNN). Authors use dataset in classification,
which contains ariel action [20]. In article [21] used 3DCNN on vehicle behavior recognition.

We have also addressed this issue in our previous research [22,23]. In the article [22] we
compared the results of ConvLSTM and 3DCNN on which architecture we then progressed
in the design of another 3DCNN architecture. In the article [23] we took a closer look at
the ConvLSTM architecture, which we tested on the UCF crime database. In this paper,
we classify video sequences containing different categories of human activities using the
proposed 3DCNN architecture.The ability to classify a diversity of normal human activities
can move us further toward the ability to classify abnormal activities. In this way, we can
increase the security of public spaces or simplify a person’s day.

This paper is divided into the following sections. In the Section 1, the 3DCNN archi-
tecture is described. The tested dataset and achieved experimental results are described in
the Section 2. Finally, in the Section 4, the conclusions and a discussion are provided.

2. Materials and Methods

Currently, there are a number of neural network approaches and architectures for
video classification. Very often, LSTM (Long Short-Term Memory) or ConvLSTM are used.
In our research, we focus on the 3DCNN architecture, which is usually used for detection
in medical images. In some next approaches, this architecture is also used for classification
or prediction from video data.
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2.1. 3DCNN Architecture

In recent years, the neural network architecture based on 3D convolution layers is
a very frequently used approach in the classification of video data. Because the 3DCNN
architecture is able to analyze the positions of objects in time, it is often used for moving
3D images, especially medical images. The 3DCNN creates a 3D activation map during
the convolution step, which is needed not only for data analysis but also for time and
volumetric context. A three-dimensional filter is used for the 3D convolution of the dataset
to calculate the representation of elements at a low level. The kernel moves in three
directions (x, y, z), as shown in Figure 1. The value at each position of the feature map in
the layer is given by the following equation:

vxyz
ij = tanh〈bij + ∑

m

Pi−1

∑
p=0

Qi−1

∑
q=0

Ri−1

∑
r=0

wpqr
ijmv〈x+p〉〈y+q〉〈z+r〉

〈i−1〉m , (1)

where wpqr
ijm is the value of the kernel connected to the feature map in the previous layer

and Ri is the size of the 3D kernel [24].
The output shape is a three-dimensional volume space. We achieve 3D convolution

by winding around the center of a cube and stacking adjacent layers on top of each other.
Functional maps are interconnected to capture motion information. However, the convo-
lution kernel can extract only one type of element. The overall network is similar to a 2D
convolutional neural network. In general, as with 2D convolution, we can achieve better
results by combining several convolution layers. When creating the 3DCNN, our results
depend on the number of layers as well as the number of filters in each layer and the size
of the filters. If pooling is used when creating the neural network, the pooling size must be
formed by three values because we are working with 3D data [25].

Figure 1. Convolution operation in the 3DCNN architecture [26].

The three-dimensional MaxPooling3D layer is a form of nonlinear downsampling of
an input tensor. This method partitions the input tensor data into 3D subtensors along three
dimensions and selects the element of each subtensor with the maximal numeric value.
Finally, it transforms the input tensor to the output tensor by replacing each subtensor
with its maximum element. MaxPooling3D is often applied to color image and is shown in
Figure 2 [26].

Figure 2. MaxPooling3D operation in the 3DCNN architecture [26].
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2.2. Proposed 3DCNN Architecture

The 3DCNN-based methods using 3D convolution layers have become very popular
in recent years for extraction of features from input video data [6]. For this reason, the three-
dimensional (3D) convolution layer in our proposed 3DCNN was used. The 3D convolution
layer is based on the principle of a sliding 3D convolution window along input data. The 3D
convolution window is above the data and identifies several filters (each filter detects a
different pattern). These 3D filters in all three directions are moved.

The architecture of the proposed 3DCNN can be seen in Figure 3. This architecture is
divided into following layers:

• 3DCNN layers, which improve the identification of 3D and moving images . Each layer
contains a three-dimensional filter that moves in three directions (x, y, z). During the
3D convolution, a convolutional map is created, which is needed for data analysis as
well as time and volumetric context.

• MaxPooling layers for 3D data (MaxPooling3D), which are used to reduce the size
of the image data. MaxPooling3D is a mathematical operation for 3D data as well as
for spatial or spatiotemporal data. The layers are defined using n × n × n regions as
corresponding filters for the max pooling operations. Additionally, a stride is defined,
which sets the number of pixels that the filter moves in each step as it slides across
the image.

• Batch normalization is structure which is used to normalize the previous layer for each
batch. Batch normalization transform standard deviation to 1 and mean activation to 0.

• A dense layer, which is usually one of the last layers and mainly fully intercon-
nected neurons.

• A flatten layer, which is located at the end of the neural network and causes the matrix
to be converted to an output vector.

The architecture consists mainly of 3D convolution layers. However, it also contains
layers that are found in every architecture as flattened and dense and are an integral part.
We have already dealt with a 3D convolutional network in previous research [22], which
led us to improve the existing network and achieve better results. The architecture in
the previous research achieved lower results, which could be due to the unnecessarily
large number of layers. Therefore, we have decided to reduce the number of layers in
this proposal. As we can see in the results, we confirmed our assumptions and we really
got better results. Hyperparameters such as the number of filters and the core size of
3D convolution layers and MaxPooling are bound by mathematical operations, where
the output from the layer must not be negative and mus be integer output. However,
in previous research [27], we proposed an optimization algorithm for ConvLSTM, which
we slightly modified and applied to this network to achieve the best possible results.

The architecture of the proposed 3DCNN implemented in this work consists of six 3D
convolutional layers and four MaxPooling3D layers. The number of filters and their size
change with each new layer. The input to the neural network are images of size 32 × 32 × 3
(width, height, number of channels). The first 3D convolution layer has 64 filters with
kernel of size 3 × 3 × 3. The input filter size and number of filters were determined by
default based on previous research [22]. Behind the first 3D convolution layer, there is
a MaxPooling3D layer of size 2 × 2 × 2 and stride 2. MaxPooling reduces the size of
the data. The second 3D convolution layer contains the same number of filters, 64, and
the same size filters 3 × 3 × 3 as the first 3D convolution layer. Behind the second 3D
convolution layer, there is a MaxPooling3D with the same size 2 × 2 × 2 as the previous
Maxpooling3D layer. Follows third and fourth 3D convolution layers have 128 filters of
size 3 × 3 × 3. After the fourth 3D convolution layer, there is a MaxPooling3D of the same
size 2 × 2 × 2 as the previous MaxPooling3D layers. Finally, the last two 3D convolution
layers are used, where one has 256 filters of size 6 × 1 × 1 and the other has 512 filters of
size 1 × 1 × 1. After the layers with 256 and 512 filters, there is a final MaxPooling3D layer
of size 2 × 2 × 2. Behind every MaxPooling3D layer is a batch normalization. At the end
of the network, there is a dense and a flattened layer. The dense layer is only one and takes
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the value 11 directly. The filter sizes were chosen to account for the output from the filters,
where it was necessary to follow the integer output. The optimization algorithm “Adam”
was chosen in the architecture and the learning rate was default value 0.1. The results for
several values of batch size and number of epochs are shown in Figure 4.

Figure 3. Proposed 3DCNN architecture.

The flowchart of the proposed 3DCNN neural network architecture is shown in
Figure 5. The input shape (pre-processing of input data) represents the length of the video
sequence, the width and height of the image, and the number of channels. The output
from one layer is then the input of the next layer and thus the information passes through
all 3DCNN layers. The 3DCNN layers are followed by the layers as dense and flatten.
Finally, we get the output of our proposed model. This output is represent by the final
accuracy, loss function and confusion matrix. A more detailed description of the layers of
the proposed 3DCNN architecture is shown in Figure 6. The choice of hyperparameters
affects the overall results. For example, in [7] authors show that the accuracy varies from
32.2% to 92.6% depending on the selected hyperparameter values. Hyperparameters such
as filter size, size of the MaxPooling filter, or the number of filters, are set default values in
the design. Hyperparameters such as the number of epochs and the batch size are selected
based on a value testing procedure. To select these values, it is necessary to test several
possible combinations on the architecture of the neural network. We performed tests to
obtain the combination of values that gives the best results. From the graph, we can see
that the best results were obtained with the number of epochs set to 8 and the batch size
(number of samples that will be propagated through the network) set to 35. The graph
suggests a possible improvement in results at higher batch sizes and numbers of epochs.



Appl. Sci. 2022, 12, 931 6 of 17

A higher number of epochs was not chosen because the neural network could be over-
trained. In general, batch size of 32 is a good values. Other values may be fine for some
data sets, but the given range is generally the best to experimenting with database of videos.
For optimize the hyperparameters the optimization algorithm was designed [27]. This
optimization algorithm in [27] is described in more detail. As you can see from the example
of proposed 3DCNN architecture, the pseudo-code is written in Python programming
language (Algorithm 1).

Figure 4. Surface graph of dependencies of the average accuracy of batch size and number of epochs.

Figure 5. The flowchart of the proposed 3DCNN.
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Figure 6. The description of the layers of the proposed 3DCNN.

Our proposed model begins initialization parameters. We continue by loading videos,
then editing and crop them. We will divide the videos into training, testing and validation
data. We set the data prepared in this way for input. We continue model training to training
data. Further validate on data validation and testing on testing data. After training, validate
and testing, we calculate the results. We calculate the resulting accuracy, loss function and
confusion matrix. At the end of the rendering training results so that we can observe the
course of accuracy and loss function during training.

The hardware architectures is very necessary for efficient model training. The deep
learning systems consists of high-level interface libraries, such as Keras or TensorFlow.
These libraries perform computationally intensive operations. From this reason, the Nvidia
CUDA libraries were used. In our case is the Nvidia of choice for deep learning models.
It’s because of greater level of software support for deep learning specific computations.
The all experimental results on an NVIDIA GeForce GTX 1660 Ti graphics card were
performed. The proposed neural network architecture in a Python environment using
Keras and TensorFlow frameworks was coded.
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Algorithm 1 Pseudo-code of the proposed 3DCNN architecture.

1: procedure 3DCNN(inputDir)
2: X = []
3: Y = []
4: classesList = os.listdirinputDir
5: i = 0
6: for c in classesList do
7: Ytemp = np.zeros(shape = (numClasses))
8: Ytemp[i] = 1;
9: print(c)

10: f ilesl ist = os.listdir(os.path.join(inputDir, c))
11: for f in filesList do
12: f rames = f ramesExtraction(os.path.join(os.path.join(inputDir, c), f ))
13: end for
14: end for
15: X = np.asarray(X)
16: Y = np.asarray(Y)
17: return X, Y
18: X, Y = createData(dataFolder)
19: xTrain, xTest, yTrain, yTest = trainTestSplit(X, Y)
20: seq.add(Conv3D( f ilters = 64, kernelSize = (3, 3, 3), activation =′ relu′)
21: seq.add(MaxPooling3D(poolSize = (2, 2, 2)))
22: seq.add(BatchNormalization())
23: seq.add(Conv3D( f ilters = 128, kernelSize = (3, 3, 3), activation =′ relu′)
24: seq.add(MaxPooling3D(poolSize = (2, 2, 2)))
25: seq.add(BatchNormalization())
26: seq.add(Conv3D( f ilters = 256, kernelSize = (6, 1, 1), activation =′ relu′)
27: seq.add(Conv3D(512, kernelSize = (1, 1, 1), activation =′ relu′)))
28: seq.add(MaxPooling3D(poolSize = (1, 1, 1)))
29: seq.add(BatchNormalization())
30: seq.add(Dense(256, activation =′ relu′)
31: seq.add(Flatten())
32: seq.add(Dense(numClasses, activation =′ so f tmax′))
33: seq.compile(′adam′, loss =′ categoricalcrossentropy′, metrics = [′accuracy′])
34: end procedure

3. Experimental Results

In this section, we will present the obtained experimental results. Firstly, we will
describe the used dataset for training and testing purposes. Next, we created a model
that generates a confusion matrix. Finally, we will provide the experimental results for
classification of human activity using proposed 3DCNN Architecture.

3.1. UCF YouTube Action Dataset

The UCF YouTube Action dataset by the Center for Research in Computer Vision
at the University of Central Florida was created. This dataset is composed of videos
categorized into 11 classes of human activities: Basketball, Biking, Diving, GolfSwing,
HorseRiding, SoccerJuggling, Swing, TennisSwing, TrampolineJumping, VolleyballSpiking,
and WalkingDog. The example of this dataset is shown in Figure 7.

The dataset contains 1160 video sequences downloaded from YouTube. Each class
consists of 25 different groups of videos containing concrete human activity. Each of
these groups contains at least four videos. The grouped video clips contain some similar
characteristics, such as the same actors, similar backgrounds, similar variations in camera
motion, etc.

All videos are in mpeg4 format. The video size is 320 × 240 and the frame rate is
29.97 fps. The complete dataset is demanding due to large differences in camera movement,
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appearance and pose of the object, angle of view, crowded backgrounds and lighting
conditions. The dataset is one of the largest datasets in the vision community [5].

Figure 7. Sample images from the UCF YouTube Action Dataset [5,6].

In [5], the authors used different architectures for motion, static and hybrid features
and achieved accuracies of 65.4%, 63.1% and 71.2%, respectively. In [6], another approach
for computer vision on this dataset was proposed and achieved an average accuracy
of 76.1%.

3.2. UCF101 Dataset

This dataset contains 101 action categories (13,320 videos), which consisting of realistic
videos from youtube. The action categories of this dataset are divided into five types
(Human-Object Interaction, Body-Motion Only, Human-Human Interaction, Playing Musi-
cal Instruments, Sports). The UCF101 dataset is an extension of UCF50 dataset which has
50 categories [28]. The example of the UCF101 dataset is shown in Figure 8. This dataset
contains 101 categories collected from youtube as Apply Eye Makeup, Apply Lipstick,
Archery, Baby Crawling, Balance Beam, Band Marching, Baseball Pitch, Basketball Shooting,
Basketball Dunk, Bench Press, Biking, Billiards Shot, Blow Dry Hair, Blowing Candles, Body
Weight Squats, Bowling, Boxing Punching Bag, Boxing Speed Bag, Breaststroke, Brushing
Teeth, Clean and Jerk, Cliff Diving, Cricket Bowling, Cricket Shot, Cutting In Kitchen,
Diving, Drumming, Fencing, Field Hockey Penalty, Floor Gymnastics, Frisbee Catch, Front
Crawl, Golf Swing, Haircut, Hammer Throw, Hammering, Handstand Pushups, Hand-
stand Walking, Head Massage, High Jump, Horse Race, Horse Riding, Hula Hoop, Ice
Dancing, Javelin Throw, Juggling Balls, Jump Rope, Jumping Jack, Kayaking, Knitting,
Long Jump and so on [28].

3.3. Results

The dataset was divided into three parts: A training set, a testing set and a validation
set (70:20:10). The training set serves to train the neural network. The training set contains
812 videos, which represents 70% of the datasets. The test set to objectively evaluate the fit
model was used. The testing set contains 232 videos, which represents 20% of the datasets.
The validation set for objective evaluation of the model and for tuning of hyperparameters
was used. The validation set contains 116 videos, which represents 10% of the datasets.
The ratio of testing, training and validation videos has been set to exact. A testing videos
were not taken into account when a training the data. In this paper, we classify the dataset
(videos) into the following 11 classes (Basketball, Biking, Diving, GolfSwing, HorseRiding,
SoccerJuggling, Swing, TennisSwing, TrampolineJumping, VolleyballSpiking, and Walking-
Dog). The data must be pre-processed before being input to the neural network. Firstly,
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the each video is cut into 320 × 240 frames. Each frame is saved to a field containing other
frames from the given category. The partial accuracy during training process increases
with the minimization of the loss function. A positive increase in accuracy with each new
epoch during training can be seen in Figure 9. In the early epochs, we see a rapid increase
in accuracy. At a value of approximately 0.8 the change in accuracy slows but continues to
increase. The highest accuracy reached during training is 95%.

Figure 8. Sample images from the UCF101 Dataset [28].

In the Figure 10 is shown the decrease of the loss function during training process.
The decrease of the loss function is directly proportional to the accuracy, which indicates
good classification results. In the first epochs of training, the rapid drop in values is
observed. Around the value of 0.5, the change in the loss function slows, but continues
to decrease to its lowest value of approximately 0.08. The decrease in the loss function
indicates error minimization, which is reflected by a directly proportional increase in the
accuracy. Most of the time we would observe that accuracy increases with the decrease in
loss (but this is not always the case). These two parameters (accuracy and loss function)
have different definitions and measure different things. They often appear to be inversely
proportional but there is no mathematical relationship between these two metrics.

Next, the model that generates a confusion matrix was created as is shown in Table 1.
In this matrix, we see how the classification of individual classes proceeded. The classes are
divided into the following categories (Table 1): 1. Basketball, 2. Biking, 3. Diving, 4. Golf-
Swing, 5. HorseRiding, 6. SoccerJuggling, 7. Swing, 8. TennisSwing, 9. TrampolineJumping,
10. VolleyallSpiking, 11. WalkingDog. The confusion matrix shows that the neural network
had the most difficulty processing videos from the HorseRiding category. Incorrection
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classifications include four videos as WalkingDog, one video as swing, 1 asTennisSwing,
two as biking and 2 as basketball. These results may indicate that the selected videos
reminded the network of the surrounding environment, the presence of an animal or the
angle of the camera. For example, the error of classifying a video from HorseRiding to
Walkingdog could be due to the high similarity of the environment and the occurrence of
an animal. In addition to the similarity in the videos, the classification results may have
been influenced by factors such as video quality or the size of the input frames, which
we input as 32 × 32 × 3 RGB (red green blue). Different sizes of input images could also
cause different results. We chose the size of the input frames specifically based on the
optimization of the memory requirements of the system with respect to the functionality of
the algorithm.

Figure 9. Accuracy during training process.

Figure 10. Loss function during training process.



Appl. Sci. 2022, 12, 931 12 of 17

Table 1. The confusion matrix for UCF YouTube Action dataset.

Predicted/Targeted 1 2 3 4 5 6 7 8 9 10 11

1 24 0 0 0 3 0 0 0 0 1 1
2 3 20 0 1 3 1 4 0 0 0 3
3 0 0 29 0 1 0 1 0 1 0 0
4 0 0 0 24 1 1 0 4 0 0 1
5 0 3 0 0 30 0 1 0 2 0 1
6 0 1 0 0 1 16 0 0 1 0 0
7 0 1 1 0 2 1 20 2 2 1 1
8 2 1 0 1 2 0 0 26 1 0 0
9 0 0 0 1 0 0 1 0 18 0 0

10 1 0 0 0 1 0 0 0 0 17 0
11 1 2 1 2 2 1 0 0 2 1 16

Next, each category was separately analyzed. The first category was Basketball. In this
category, 29 videos were randomly selected. The 24 videos were correctly categorized.
The most incorrectly classified videos were in the HorseRiding category (3 videos). In ad-
dition one video as VolleyballSpiking class and WalkingDog class was identified. Next,
the videos of second class (Biking category) were classified. In this case, the 35 videos
from this category were randomly selected. A total of 20 videos were correctly classified.
On the other hand, the fifteen videos were incorrectly classified (four videos as Swingand
class, three videos as Basketball class and HorseRiding class, one video as the GolfSwing
class and SoccerJuggling class). In the third row of the confusion matrix, the videos of
the Diving class were classified. The set contains 32 videos, of which 29 were correctly
classified. Only three videos were incorrectly classified as HorseRiding class, Swing class
and TrampolineJumping class. For the fourth category (GolfSwing class), the 31 videos
were randomly selected. Within this category we can see that the 24 videos were cor-
rectly classified. The most incorrectly classified videos were in the TennisSwing category
(4 videos). In addition, three videos were incorrectly assigned (one video as HorseRid-
ing class, one video as SoccerJuggling class, and one video as WalkingDog class). In the
next row, the classification results for the fifth category (HorseRiding class) are shown.
In this category, the 37 random videos were selected (30 videos were correctly classified
and 7 videos were incorrectly classified). The classification results of the SoccerJuggling
category on 19 randomly selected videos were based. In this category, the 16 videos were
correctly classified. Classification errors only for three videos were occurred (Biking class,
HorseRiding class and TrampolineJumping class). For the classification of videos from the
Swing category a classification errors in almost all categories were occurred. The model
randomly selected 31 videos during testing. The two errors for the HorseRiding class,
TrampolineJumping class and TennisSwing class were occurred. The one error for the
Biking class, Diving class, SoccerJuggling class, VolleyballSpiking class and WalkingDog
class was occurred. In the eighth row, the classification results of TennisSwing category
are displayed. The test model for this class randomly selected 33 videos (26 videos were
correctly classified). The two classification errors in the Basketball class and HorseRiding
class were occurred. In addition, the one error video for Biking class, GolfSwing class
and TrampolineJumping class was incorrectly assigned. The ninth category was Trampo-
lineJumping. During testing, the proposed neural network randomly selected 20 videos
(18 videos were correctly classified). On the other hand, the two videos into GolfSwing
class and Swing class were incorrectly classified. On the next row, the classification results
of the VolleyballSpiking class are displayed. From the 19 randomly selected videos were
17 videos correctly classified. Only two videos were incorrectly classified to Basketball
class and HorseRiding class. Finally, the last category was WalkingDog class. For the
classification of videos from the WalkingDog category a classification errors almost in all
categories were occurred. The 16 videos were correctly classified. However, the model
incorrectly classified two videos as Biking class, GolfSwing class, HorseRiding class and
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TrampolineJumping class. The one video as Basketball class, Diving class, SoccerJuggling
class and VolleyallSpiking class was incorrectly classified.

Overall, the test accuracy of 74.2% using UCF YouTube Action dataset was obtained.
Accuracy is the percentage of correct answers relative to the total number. In addition
to the average accuracy, we also calculated the precision, recall and F1 score. Precision
corresponds to the probability of the detected instances of the activity to its actual occur-
rence, and in our case, the precision is 77.4%. Recall is 75.6%, and the F1 score is 76.5%.
Recall describes the ability to not identify a positive example as negative. The F1 score is
defined as a measure that provides a balance between recall and precision. The accuracy
result obtained using the proposed 3DCNN network is compared with accuracy results
previously reported for other networks (different architecture for motion, static and hybrid
features) [7]. We also compared the results of the proposed architecture with previous
research [22]. In previous research, we compared CNN, ConvLSTM and 3DCNN [27,29].
However, these architectures were tested on a different database, so the steps of our re-
search led to a comparison of our proposed 3DCNN architecture in this paper with the
previous one on the same UCF Youtube Action database.

We also applied our proposed architecture on full UCF101 dataset and modified
UCF101 dataset. The modified UCF101 dataset consists of 15 classes (1. Baseball Pitch,
2. Basketball Shooting, 3. Bench Press, 4. Biking, 5. Billiards Shot, 6. Breaststroke, 7. Clean
and Jerk, 8. Diving, 9. Drumming, 10. Fencing, 11. Golf Swing, 12. High Jump, 13. Horse
Race, 14. Horse Riding, 15. Hula Hoop). These classes from the full UCF101 dataset were
randomly selected. The full UCF101 dataset is more demanding, because it is expansive.
The overall test accuracy of 84.4% using modified UCF101 dataset was achieved by the
proposed neural network. On the other hand the overall test accuracy of 79.9% using
full UCF101 dataset was achieved. Our results prove that the proposed architecture is
applicable to different datasets, which contain human activities. The confusion matrix for
modified UCF101 dataset is shown in Table 2.

Table 2. The confusion matrix for UCF15 dataset (modified UCF101 dataset).

Predicted/Targeted 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 28 0 0 0 0 0 0 2 1 0 0 0 2 0 0
2 0 13 0 2 0 0 0 4 2 0 0 4 2 3 0
3 0 0 21 0 0 0 0 0 3 0 0 0 0 0 0
4 0 0 0 20 0 0 1 1 0 0 0 0 0 0 0
5 1 0 0 0 26 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 20 0 0 1 0 0 0 0 0 0
7 0 0 0 0 0 0 18 0 3 1 0 0 0 0 0
8 0 0 0 1 0 0 0 26 4 0 0 2 0 0 1
9 0 0 0 0 0 0 0 0 27 0 0 0 0 0 0
10 0 0 0 1 0 0 1 0 2 12 0 1 0 0 0
11 0 0 0 2 0 0 0 0 0 0 23 0 1 1 0
12 0 0 0 3 0 0 0 1 4 1 1 17 1 2 0
13 0 0 0 2 0 0 0 0 1 1 0 2 14 1 0
14 0 0 0 2 0 0 0 2 4 0 0 3 3 24 1
15 0 1 2 0 0 0 1 3 1 0 0 1 1 0 16

The evaluation metrics (P, R, F1) for proposed neural network using UCF YouTube
Action dataset, modified UCF101 dataset and full UCF101 dataset were calculated (Table 3).
The resulting accuracy was obtained as the sum of correctly predicted samples to the sums
of all samples (85.2% using UCF YouTube Action dataset, 84.4% using modified UCF101
dataset, 82.2% using full UCF50 dataset and 79.9% using full UCF101 dataset).

In the Table 4, the comparison between accuracy and loss function for 35 epoches
(training and testing procedure for the proposed neural network) is shown. In our case,
the train loss is the value of the objective function that was minimized. This value (training
loss) was calculated over the entire training dataset. On the other hand, the training
accuracy means that identical images were used both for training and testing, while test
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accuracy represents that the trained model identifies independent images that were not
used in training.

Table 3. The evaluation criterion of the proposed neural network architectures using different datasets.

Evaluation UCF YouTube Modified UCF101 Full UCF50 Full UCF101
Metrics Action Dataset Dataset Dataset Dataset

Precision (P) 87.4% 82.7% 80.6% 78.5%
Recall (R) 85.6% 87.7% 84.8% 81.2%

F1 score (F1) 86.5% 85.1% 82.6% 80.3%

Table 4. Accuracy and loss function model during training and testing after 35 epochs.

Train/ UCF YouTube Modified UCF101 Full UCF50 Full UCF101
Test Parameters Action Dataset Dataset Dataset Dataset

Train loss 0.08 0.07 0.14 0.21
Train accuracy 97.6% 98.5% 91.2% 87.8%

Test loss 1.51 1.43 1.61 1.79
Test accuracy 85.2% 84.4% 82.2% 79.9%

The proposed 3DCNN architecture achieved the best experimental results compared
with other neural network architectures based on motion, static and hybrid features but also
on our previous research. All approaches (Table 5) were tested on the same dataset. Our
previous architecture was designed and tested on a reduced UCF101 dataset (10 classes),
where it achieved results of 72% [22]. However, as soon as we used the UCF Youtube
Action dataset, we got results only 29% [22]. This significant decrease in accuracy could
have occurred due to overfitting. We subsequently modified the architecture. Based on
the observation of the change in accuracy during the addition and removal of layers, we
removed two layers. We also observed a change in accuracy during the number of filters
for a given layer. In this case, too, we have reduced the number of filters for some layers by
observation. As a result, we obtained a smaller model with better results on both datasets.
Such a rapid change in the results could be caused by the complexity of the datasets used.
Quality datasets are very much needed in the research on the classification of human
abnormal behavior from video data. From this reason in our future work, we decided to
create own dataset. This dataset will contain 11 classes with various abnormal human
activities (Begging, Drunkenness, Fight, Harassment, Hijack, Knife Hazard, Normal Videos,
Pollution, Property Damage, Robbery, Terrorism). The proposed architecture of 3DCNN is
suitable for the classification of video sequences because this network considers the time
dependence of input frames.

Table 5. Comparison of accuracy obtain by different neural network architectures using UCF YouTube
Action dataset.

Algorithm for Recognition Accuracy [%]

Architecture for motion features [7] 65.4
Architecture for static features [7] 63.1

Architecture for hybrid features [7] 71.2
Proposed 3DCNN architecture previous research [22] 29

Proposed architecture 85.2

4. Conclusions and Discussion

In this paper, we designed a neural network capable of classifying human activities
from video using a 3DCNN architecture. We used the UCF YouTube Action database for
training and testing. The classification was carried out for 11 classes: Basketball, Biking,
Diving, GolfSwing, HorseRiding, SoccerJuggling, Swing, TennisSwing, TrampolineJump-
ing, VolleyballSpiking, and WalkingDog. Videos in the dataset were cropped to an input
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size of 32 × 32 × 3 RGB. This choice could influence the overall accuracy obtained. How-
ever, we were able to evaluate whether the 3DCNN architecture was able to classify the
videos with minimal errors. This statement is also confirmed by Figures 9 and 10, where
we can observe an increase in accuracy and a decrease in the loss function. Based on the
obtained results, we can state that such a neural network is able to classify video data
containing a variety of human activities. During training, the loss function decreased to
0.08 and the accuracy increased to 97.6%. We can evaluate that the 3DCNN architecture
coped well with the problem of time continuity between frames as it was able to process
time information in addition to spatial information. When evaluating the confusion matrix,
we can state that the process of classification into classes was successful and had a minimal
occurrence of errors. The neural network made the most errors when classifying videos
from the HorseRiding category. Videos from this category were most often categorized
as WalkingDog.

For the overall results using UCF YouTube Action dataset, the evaluation metrics
(average test accuracy, precision, recall and F1 score) were obtained. The overall test
accuracy was 85.2%. The precision reached value 87.4% and recall 85.6%. The F1 score
was 86.5%. The results clearly confirm that we have created a capable neural network
architecture for the classification of human activities. In addition to spatial information,
the neural network can also process time information. However, we want to continue our
work and improve our results. The more accurately the neural network can classify human
activity, the more we can use it in real life applications such as personal safety, care for the
elderly and protection of minors.

For a more complex comparison of the proposed neural network (3DCNN), the mod-
ified UCF101 dataset has been added. The full UCF50 dataset and full UCF101 dataset
have also been added. The overall test accuracy using modified UCF101 dataset was 84.4%.
The precision was 82.7% and recall 87.7%. The F1 score reached value 85.1%. On the other
hand, the overall test accuracy using full UCF50 dataset and full UCF101 dataset was 82.2%
and 79.9%.

Figure 4 shows a trend of increasing accuracy. In the future, we plan to run this
experiment with a wider range of batch sizes and numbers of epochs.

The main benefit of this contribution for the scientific community is mainly in the field
of the recognition and classification of non-standard behavior of people in public spaces.
This monitoring can be used in different real applications. For this purpose, the overall
accuracy of the proposed neural network (84.4% for modified UCF101 dataset and 85.2%
for UCF YouTube Action dataset) is sufficient. The use of this proposed solution (proposed
3DCNN architecture) is mainly in the field of medicine (exploring links between non-
standard health behaviors and various psycho-social factors) and to the monitoring and
classification of the human non-standard behavior in public places (squares, parks, railway
stations and so on). However, the monitoring and classification of the human non-standard
behavior in public places, such as city parks, sports stadiums or city squares, is a very
difficult task. The result of this work will be warnings in case of human non-standard
behavior in these areas of interest.
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