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Abstract—This paper presents a method for image based
human activity recognition, in a smart environment. We use
background subtraction and skeletisation as image processing
techniques, combined with Artificial Neural Networks for
human posture classification and Hidden Markov Models
for activity interpretation. By this approach we successfully
recognized basic human actions such as walking, rotating,
sitting and bending up/down, lying and falling. The method
can be applied in smart houses, for elderly people who live
alone.
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I. INTRODUCTION

Human activity recognition has received increasing atten-
tion in the recent years due to its applications, especially in
security industry and medical field.

In order to obtain accurate results, as many information as
possible must be retrieved from the environment, enabling
the system to locate and track the supervised person in each
moment, to detect the position of the limbs and the objects
the person interacts or has the intention to interact with.
Sometimes, details like gaze direction or hand gestures can
provide important information in the process of analyzing
the human activity. Thus, the supervised person must be
located in a smart environment, equipped with devices such
as sensors, multiple view cameras or speakers.

This paper presents an image-based activity recognition
approach, on day-time, by retrieving information from one
single camera. The scenario of providing daily assisted living
for elderly people who live alone in their house was taken
into consideration. In this respect, we assume the existence
of only one person in the room at one time and the fact that
the person is the only moving element in the image.

The rest of the paper is organized as follows: Section II
presents some existing methods for human activity recog-
nition. Section III describes the proposed approach, while
details about the experimental results and implementation
of the model can be found in Section IV. Conclusion and
future work are presented in sections V.

II. RELATED WORK

Previous research in human activity recognition revealed
multiple different approaches, depending on the information
retrieved from the smart environment. The sensor-based and
image-based approaches are mostly used. [1].

For a sensor-based approach, either wearable sensors
(that can easyly detect actions such as walking and can
also provide medical information, such as the frequency of
heartbeats) or object-attached sensors (motion or proximity
sensors, or sensors used to detect human interactions with
certain objects in the room) can be used. A recent approach
for wrist motion detection uses depth information from
Kinect [2].

Image-based approaches use single [3], [4] or multiple
cameras to reconstruct the 3D human pose, to detect the
coordinates of the joints and to extract the limbs of the
body. The image analysis is possible by isolating the hu-
man body from the background. This is achieved using a
background subtraction algorithm that adapts to the environ-
mental changes. Several techniques for adaptive background
subtraction can be found in [5].

The information retrieved from the smart environment can
be analyzed further using machine learning techniques, in or-
der to build activity models and perform pattern recognition.
The most used model is the Hidden Markov Model (HMM)
- an graphical oriented method to characterize real world
observations in terms of state models. Similar to simple
Markov chains, a HMM has the property that the probability
to be in a certain hidden state at a given time depends only on
the previous state (it is independent from the whole transition
history). In addition, HMM is based on a second assumption
of independence: each observation is independent on the oth-
ers, thus each observation depends only on the current state.
Another good alternative is the Conditional Random Field
(CRF) model, which is an undirected graphical method.
In addition to HMM, CRF allows dependencies between
observations and the use of incomplete information about the
probability distribution of a certain observation. A balanced
view on the two models can be found in [6].

Several implementations of activity recognition models
are already on the market and it is worth being mentioned.



The application developed within the CASAS project at
Washington State University [7] is sold as a smart home
in a box that can be set up in ordinary houses. The goal
of this application is to analyze the resident behavior for
a large demographic area, for statistical purpose. For real
time activity recognition, a support vector machine (SVM)
method was designed. In order to discover activity patterns,
a sequence mining technique based on greedy search among
the input sets was used.

Other applications such as those presented in [7] and [9]
provide assisted living for medical purposes and are already
used in hospitals for remote monitoring of patients health.

The approach in [7] involves simple state-change sensors
placed on objects in the environment. For activity recogni-
tion, the system implements a model-based approach using
nave Bayes classifiers. In the training phase of the mathe-
matical model, the user labels its own activities. Eventually,
activities such as eating, using the toilet, dressing, shopping
or managing medication were detected.

III. HUMAN ACTIVITY RECOGNITION MODEL

In order to design a computational model for human
activity understanding, this paper proposes a system that
takes into consideration only one person in the room, whose
activities are supervised by a single camera. Also, the system
does not consider the privacy implications of having a
supervising camera in the persons home. The system can
be used in medical purpose: to assist elders who live alone
in their house.

In order to understand and interpret one persons move-
ments, a model divide in two main levels was used:

1) Firstly, single image frames retrieved from the camera
are processed to obtain information about the persons
static posture: silhouette, skeleton and posture classi-
fication. Information about single frames is stored in
a database for further processing.

2) Secondly, a sequence of consecutive images is ana-
lyzed, considering the time evolution of certain pa-
rameters and matching the sequence with certain pre-
calculated mathematical models for certain activities
(Hidden Markov Models are used). These two steps
are itemized in this section.

These two steps are described in more details further in
this section.
Analyzing single image frames: The image processing
techniques used for single frame analysis are: background
subtraction and application of several noise reduction and
smoothing filters in order to obtain an accurate silhouette.
An Artificial Neural Network was used to classify the
silhouettes over 6 categories, corresponding to 6 human
postures.Additional information concerning angles of the
limbs, aspect ratio and image gradient were computed from
the silhouette image, to be used in the second step the
analysis of a sequence of images.

The computational level for single image frame analysis is
described in Fig. 1.

Figure 1. Single image analysis model

This level is composed of the following steps:
1) background subtraction for human detection and sil-

houette extraction;
2) image processing and skeletisation, which provide

several image parameters: height and width of the
silhouette, the coordinates of the centroid of the body,
horizontal and vertical gradient of the image, the
coordinates of the extremities of the body extracted
by skeletization;

3) Artificial Neural Network (ANN) classification of the
silhouette among 6 postures (standing up right profile/
front/ left profile, sitting down right side/ front/ left
side).

Analyzing a sequence of images from the database: The
second level for the multi-hierarchical classification model
can be seen in Fig. 2.

Figure 2. Analyzing model for a sequence of images

Single frame processing is briefly described below:



1) primary classification between activities using a de-
cision tree, which takes into considerations some pa-
rameters of the image such as aspect ratio and image
gradient;

2) simple activity recognition having as input a sequence
of postures classified with ANN, using Hidden Markov
Models;

3) high level activity recognition of a more complex
movement (a sequence of linked simple activities);

A UML (Unified Modeling Language) sequence diagram
showing the workflow for evaluating a sequence of images
representing a rotation movement can be seen in Fig. 3. The
main steps of the system can be identified in the diagram:
after selecting a sequence of processed images from the
database, the ANN classification of the posture is performed
for each image; by analyzing the parameters of the images
and matching the sequences with the corresponding HMM
model, a decision is taken. If the sequence contains multiple
basic activities, the real complex classifier is recalled and a
real time simulation is displayed.
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Figure 3. UML sequence diagram for rotation activity (using a seqence
of images)

Further, each step will be discussed in more in details.

A. Analyzing a single image frame

1) Background extraction: A non-adaptive background
subtraction method for human detection and silhouette
extraction was used, in order to process single frames
(RGB images). In the present study, this approach was
sufficient to achieve the target of the study: activity
recognition. An adaptive background subtraction [10]
should be considered for future improvement. Before
performing the background subtraction, a background
image, with no person in the frame, must be provided.
By subtracting pixel by pixel, for each color chan-
nel (RGB), the image containing the person and the
background image, a proper threshold that separates
the silhouette from the image background must be
found. This threshold is different from a set of images
to another, depending on the illumination conditions
in the environment. However, this approach alone is
not accurate enough because of the shadows that may
appear around the moving person and the change of
luminosity that may occur in the room during a longer
period of time. To remove the shadows, the parameters
of the image that remain unchanged regardless the
luminosity and the shadows were considered. In this
paper, the c1 c2 c3 color invariants model is usused, as
suggested in [11]. The c1 c2 c3 invariant color features
are defined for each channel in equations 1, 2 and 3.

c = arctan
Red

max(Green,Blue)
(1)

c2 = arctan
Green

max(Red,Blue)
(2)

c3 = arctan
Blue

max(Red,Green)
(3)

By combining the two methods (RGB pixel subtrac-
tion Fig. 4a and c1 c2 c3 model Fig. 4b) and by
choosing the proper thresholds, in most of the cases
an accurate silhouette was extracted (Fig. 4c).

2) Skeletization and silhouette analysis
a) Skeletization: in order to find the coordinates of

the extremities of the body (head, hands, legs)
the skeletization algorithm described in [12] was
applied. The skeletization process has 4 steps:
• finding the coordinates of the pixels on the

edge of the silhouette (ordered clockwise or
counterclockwise) and the centroid of the
body;

• finding the distances between all the points on
the edge and the centroid;

• smoothing the distance vector using a linear
smoothing filter;

• the local maxima of the distance vector are the
extremities of the body (Fig. 5); The precision



Figure 4. a) RGB pixel subtraction; b) c1c2c3 shadow subtraction; c)
combining the methods a) and b)

of the smoothing filter must be adjusted, in
order to obtain exactly the 5 extremes (head,
hands, legs).

b) Other parameters: apart from the coordinates of
the extremities, the following parameters were
extracted from the silhouette and recorded into
the database:
• the height and width of the silhouette;
• the coordinates of the centroid of the body;
• the horizontal and vertical gradient distribu-

tions of the picture that contain information
about the dynamics of the image on the two
axis;

c) Artificial Neural Network (ANN) silhouette clas-
sification: after performing the background sub-
traction, a resized 30x30 image of the human
silhouette was obtained. The 30x30 image was
used further as input for a pre-trained Artificial
Neural Network, in order to obtain the classifi-
cation. The following six human postures were
considered:
• upright profile
• up front
• up left profile
• sitting on the right side
• sitting on the front side
• sitting on the left side
• upright profile:

B. Analyzing a sequence of images from the database

1) Primary classification between activities: by analyz-
ing the parameters extracted from the silhouette (the
parameters described in Section III.A) and taking into
consideration the method described in [13] (based on

Figure 5. Example of skeletization

the aspect ratio and gradient distribution of the image),
the activities can be a classified as follows:

• falling (lying on the bed or falling on the floor):
the aspect ratio is smaller than 1 and the vertical
gradient becomes higher than the horizontal one
(this is explained by the fact that, when the person
is falling, the dynamics of the picture on the
vertical axis becomes higher than the horizontal
one);

• sitting or bending: the aspect ratio remains be-
tween 1 and 2;

• standing up (standing, rotating or walking): the
aspect ratio is higher than 2 and the horizontal
gradient is higher than the vertical one (the move-
ment is mainly on the OX axes);

• standing still in all the postures above. The as-
pect ratio and gradient parameters remain almost
constant;

In Fig. 6, the aspect ratio and gradient parameters for
certain movements were plotted.

2) Basic activity recognition using Hidden Markov Mod-
els (HMM) For the evaluation of a set of images, a
HMM was used - the observable states are the postures
resulted from the ANN, as shown in Fig. 7.
The parameters of the HMM (see Fig. 7) are retrieved



Figure 6. Parameters evolution (aspect ratio, gradient and 2D trajectory)
over a sequence of images representing walking (a), sitting (b) and lying
activities (c)

from the statistics made on the training sequences and
from those made on the correctness of the ANN out-
puts (for the observation probabilities). Fig. 8 shows
a HMM example: 1800 rotation for states 1 to 5 and
sitting down for states 5 to 9.
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Figure 7. Transitions between hidden states and observable states for a
sitting model HMM

Figure 8. Transitions between hidden states and observable states for a
sitting model HMM

In the observation sequence, the output of the ANN
(observable states) is wrong for frames 3, 6, 9. The
HMM network was used to solve the path decoding
problem: to find the best state sequence for a given
observation sequence. After applying the Viterbi algo-
rithm on the HMM, a hidden state sequence consistent
with the reality was obtained. The interpretation of the
transitions is: rotation 1800 for states 1 to 5 and sitting
down for states 5 to 9.

• Walking: to decide if the person is walking,
the angle between the legs was analyzed. For a
walking activity, the angle may vary periodically
among the value of 30, as shown in Fig. 9. This
angle was computed by adding together the angle
of the first extremity on the right side of the
vertical axis, below the centroid, and the one on
the left side. If the angle is higher than 700 with
the vertical axis, it is considered that one of the
legs is hidden and the angle is to 00.

Figure 9. Legs angle variation during a walking movement

• Bending: in case of bending, the head/vertical
axis angle was computed (the head is considered



the extremity above the centroid. Depending on
the posture given by the ANN, it can be decided
whether the head is on the right side of the vertical
axis or on the left side. If the angles in the vector
decrease, it means that the person is bending up.
Otherwise the person is bending down (see Fig.
10).

Figure 10. Head angles during a bending movement

• Falling on the floor or lying on the bed: for
classifying a lying action (Fig. 11), the aspect
ratio is analyzed. If the evolution of the aspect
ratio of the sequence of images decreases from
2 to 0, it means that the person is falling down.
No distinction between falling down on the floor
and lying on the bed was made, but if the person
faints, he or she will not move for a certain
period of time, and the program will raise an
alert. However, the case of abnormal reactions was
not taken into consideration (such as an epileptic
crisis, when the person falls down on the floor but
still moves). In order to adjust the possible errors
that appeared during the image analysis, the vector
of numerical values was smoothed.

Figure 11. Falling down movement

3) High level activity recognition In order to analyze
a longer set of images representing linked actions,
the basic activity recognizer was used to evaluate
sequences of a certain length, between a predefined
window value. Also, to adjust the window, the evolu-
tion of the aspect ratio of the silhouette was taken into
consideration. The output probability returned by the
classifier was scaled to the number of images in the
sequence. The activity with the highest probability was
assigned to the sequence. A graphical representation of
the parameter evolution for a more complex movement
(that involves walking, sitting and lying) is shown in
Fig. 12.

Figure 12. Aspect ratio, gradient and legs angle evolution for a sequence
of imagest

IV. EXPERIMENTAL RESULTS

In order to test the model, two standalone applications
were used: one for single image frame processing (Octave
framework was used) and other for the classification level
(analyzing a sequences of frames from the database, see
Section IIIB), implemented in Java. To simulate a continuous
movement, the train and test image sets were captured with
an ordinary camera, in continuous shooting mode. During
the shooting, the parameters of the camera (exposure time
and aperture) were kept unchanged, and the illumination
conditions did not significantly chamge from the moment
the background image was captured until the end of each
shooting session. A total number of 870 images were taken,
representing 50 moving scenarios. Information about each
image frame was stored in a database (see Section IIIA). For
each test, a sequence of consecutive images (one scenario)
was selected from the database for activity classification.
The application performs a non-real-time classification, by
evaluating the probabilities of classification between the
possible activities described in the previous section. The
result of the classification was saved in a log file. However,
a graphical interface simulating a real time evaluation was
displayed. Supposing a continuous moving video with 20
frames per second, the simulations displays an average of
1.5 frames per second which are processed in less than 0.5
seconds each. However, the image processing is executed
a priori in Octave. The source code and a demo of the
application on a more complex movement with multiple
activities can be found at [14].

A. Background subtraction

The accuracy of activity recognition depends on the
quality of background subtraction and on the correctness
of the ANN classification. Also, to obtain a good quality
background subtraction, the thresholds and the precision



of the skeletization must be properly adjusted. The result
of the background subtraction was good or satisfactory in
all images taken in good conditions. However, from low
quality images and images with multiple lightening focuses
(with a lot of shadows) the background was not successfully
extracted.

B. Artificial neural network

In order to perform the classification, an Artificial Neural
Network trained on 200 images and tested on 200 images
was use. The performance of the ANN had an efficiency of
72% in classifying the correct posture for new images (not
used in the training process). After trying a large number of
network configurations, the best results were obtained for a
neural network with 900 input nodes, 6 output nodes and
one hidden layer with 270 neurons. A result is considered
to be wrong if no one of the outputs exceeds a probability
higher than 50%, or if more than one output exceeds the 50%
probability. The error in 28% of the cases may be explained
by three factors:

• sometimes the posture of the person in the image is
intermediate between two postures that the ANN was
trained for (e.g. an intermediate posture between up-
right profile and up front, i.e. a 45 degrees orientation);

• the low quality of the background extraction;
• the ANN cannot distinguish correctly between sitting

on the front side and standing up front. This can be
adjusted by taking into consideration the aspect ratio
of the silhouette.

C. Hidden Markov Model

The parameters of the HMM were learnt from the statis-
tics on the input sets. For example, to compute the transition
probability from the hidden state up right to the observable
state up front, ,it was counted the number of times when the
output of the ANN classification was up front for an up right
image input (this is in fact the probability of having a wrong
classifications). The probabilities obtained using 200 test
images are presented in Table I. A graphical representation
of the HMM sitting model is provided in Fig. 7. For the
implementation of the Artificial Neural Network and for
the Hidden Markov Model, the Encog Java library [15] was
used.

To quantify the performance of the HMM, 50 sequences
of medium and high quality images describing simple activi-
ties were evaluated. 86% of them were correctly recognized.
A detailed statistics on the results grouped by activity can
are presented in Table II.

Evaluation errors may be expected any time, as long as
the accuracy of the background subtraction is not good (the
threshold was not properly chosen). Also, errors may appear
if the supervised person is disproportional and the aspect
ratio thresholds considered above do not correspond.

Table I
OBSERVATION PROBABILITIES: TRANSITION

PROBABILITIES BETWEEN HIDDEN STATES (LINES) AND
OBSERVABLE STATES (COLUMNS)

Hidden
states

Up
left
(0)

Up
front
(1)

Up
right
(2)

Deown
left
(3)

Down
front
(4)

Down
right
(5)

? (6)

Up left 0.85 0.02 0.02 0.04 0 0.02 0.04
Up
front 0.25 0.45 0.05 0.02 0 0.02 0.17

Up
front 0.01 0.01 0.74 0.07 0 0 0.13

Down
left 0 0 0.14 0 0 0.85 0

Down
front 0.25 0.05 0.05 0.05 0.3 0.05 0.05

Down
right 0 0 0.14 0 0 0.85 0

Table II
RESULTS OF THE CLASSIFICATION GROUPED BY ACTIVITY

Activity
Number
of
scenarios

Number of
successful
classification

0%

Standing/
Walking 10 8 80%

Sitting 10 8 80%
Rotating 10 10 100%
Bending 10 7 70%
Lying 10 10 100%

V. CONCLUSIONS AND FUTURE WORK

This paper presents a model for human activity recog-
nition using a supervised learning model, applied to data
retrieved by a single camera. Basic activities such as rotating,
walking, sitting up/down, falling up/down are detected by
the application in 86% of the tested scenarios. However, ab-
normal movements or gestures not taken into consideration
in the training process are not identified.

In the future, this model will be integrated in a multi-agent
system. Each agent will obtain its own information and the
final activity will be computed using a negotiation method as
described in [16]. Also we integrate in our solution another
image classification method based on genetic algorithms as
described in [17].

Important improvements of the current approach (using
a single camera) will be achieved by adopting an adaptive
background subtraction method. However, for a real life ap-
plication, it is necessary to provide a real time computational
system. This could be achieved by eliminating the most time
consuming part of the computation - the image processing.
A solution in this case would be to retrieve preprocessed
data from the Kinect.

For a more accurate approach, the system will be im-
proved in the future by automatically estimating the parame-
ters of the HMM and consequently discovering new patterns
in the human behavior and transforming the actual system
in a self-learning system. This can be combined with a



more large range of features extracted from one image frame
(information about interactions with objects, 3D positioning,
and sound recording). However, this approach implies a
more sophisticated and expensive smart environment.
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