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Abstract 

Human augmentation is a field of research that aims to enhance human abilities through medicine or 

technology. This has historically been achieved by consuming chemical substances that improve a 

selected ability or by installing implants which require medical operations. Both of these methods of 

augmentation can be invasive. Augmented abilities have also been achieved with external tools, such 

as eyeglasses, binoculars, microscopes or highly sensitive microphones. Lately, augmented reality 

and multimodal interaction technologies have enabled non-invasive ways to augment human.  

In this article, we first discuss the field and related terms. We provide relevant definitions based on 

the present understanding of the field. This is followed by a summary of existing work in augmented 

senses, action, and cognition. Our contribution to the future includes a model for wearable 

augmentation. In addition, we present a call for research to realize this vision. Then, we discuss future 

human abilities. Wearable technologies may act as mediators for human augmentation, in the same 

manner as eyeglasses once revolutionized human vision. Non-invasive and easy-to-use wearable 

extensions will enable lengthening the active life for aging citizens or supporting the full inclusion of 

people with special needs in society, but there are also potential problems. Therefore, we conclude 

by discussing ethical and societal issues: privacy, social manipulation, autonomy and side effects, 

accessibility, safety and balance, and unpredictable future.  
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1. Introduction 

Since the invention of direct manipulation and graphical user interfaces (Sutherland, 1963; Engelbart, 

1968; Shneiderman, 1982; Lipkie et al., 1982), the developments in mainstream human-technology 

interaction have been incremental. They enable to use the tools in more direct, efficient and robust 

ways, but the underlying model of interaction is still the same: the notion that a computing device is 

a tool. More recently, the research focus in the field has moved to mobile and pervasive interaction, 

including embodied interfaces (Fishkin et al., 1998) and intelligent user interfaces (Maybury and 

Wahlster, 1998). However, there is still a clear separation between the user and the system. 

In the past, humans had to adapt to computers. In the future, computers will adapt to humans. Here 

we use the term ‘natural’ when referring to interaction that closely resembles the innate ways humans 

act and interact with physical objects. It is important to define this term due to varied interpretations 

of the word ‘natural’ in the literature (Hansen and Dalsgaard, 2015; O’Hara et al., 2013). There are 

several technologies and user interface (UI) paradigms which have aimed to make the interaction 

more natural and efficient. Today, a user can direct a system, for example, with speech, gestures, eye 

gaze, or even through human electrophysiological signals. The system can acquire data through 

different sensors and provide the user with information through various modalities in real-time, 

including visual, auditory and haptic presentations. Increasingly, different input and output modalities 
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are being combined within the same task, such as simultaneous auditory and haptic notification of 

interesting events within the surrounding environment. 

Human-centric user interface paradigms include perceptual interfaces (Turk, 2014), augmented 

reality (AR) (Schmalstieg and Höllerer, 2016), virtual reality (VR) (van Krevelen and Poelman, 2010; 

Jerald, 2015), and ubiquitous computing (Weiser, 1993). Fig. 1 illustrates some of these paradigms. 

Human augmentation is a paradigm that builds on top of these earlier paradigms by combining the 

interaction where human action is the core. These actions are supported with augmenting technologies 

that are related to perceiving, affecting, or cognitively processing the world and information around 

the user.  

  

Fig. 1. Different user interface paradigms (Rekimoto and Nagao, 1995).  

There are a few related terms closely connected to human augmentation. Human enhancement is a 

broad field covering several disciplines from electrical or mechanical to genetic engineering. Moore 

(2008), defines it as “any attempt to temporarily or permanently overcome the current limitations of 

the human body through natural or artificial means. It is the use of technological means to select or 

alter human characteristics and capacities, whether or not the alteration results in characteristics and 

capacities that lie beyond the existing human range.” Human enhancement can cover means and 

solutions which require surgical operations (e.g., Suthana et al., 2012) or chemical stimulants that can 

be used, for example, to improve attention control (e.g., Robbins, 2005). Such methods are not 

connected to human-technology interaction and are thus omitted from this article. 
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Human augmentation (Alicea, 2018) and related concepts Augmented Human1 and Human 2.02 refer 

to technologies that enhance human productivity or capability, or that somehow add to the human 

body or mind. Modern advancements in science and technology have led to a great variety of implants 

and other technologies that could be classified as human augmentation. Augmentation is the most 

common term in the interdisciplinary research community that focuses on interactive digital 

extensions of human abilities. There is a conference series called Augmented Human1 (AH) and a 

dedicated journal, Augmented Human Research3 that advance the field. Thus, we have chosen the 

term human augmentation over human enhancement that is not commonly used in this context. 

It turns out that human augmentation as a field is still so young that there is no commonly agreed-

upon definition even though the number of articles and books on the topic is increasing. In her book 

entitled ‘Augmented Human’, Papagiannis (2017) focuses mainly on the potential of augmented 

reality and offers no definition for the field. For the purpose of this article and the whole research 

community, we present the following definition: 

Human augmentation is an interdisciplinary field that addresses methods, technologies and 

their applications for enhancing sensing, action and/or cognitive abilities of a human. This is 

achieved through sensing and actuation technologies, fusion and fission of information, and 

artificial intelligence (AI) methods. 

Human augmentation can further be divided into three main categories of augmentation: 

● Augmented senses (aka enhanced senses, extended senses) are achieved by interpreting 

available multisensory information and presenting content to the human through selected 

human senses. Sub-classes include augmented vision, hearing, haptic sensation, smell, and 

taste. 

● Augmented action is achieved by sensing human actions and mapping them to actions in 

local, remote or virtual environments. Sub-classes include motor augmentation, amplified 

force, and movement, speech input, gaze-based controls, teleoperation, remote presence, and 

others. 

● Augmented cognition (aka enhanced cognition) is achieved by detecting human cognitive 

state, using analytical tools to make a correct interpretation of it, and adapting computer’s 

response to match the current and predictive needs of the user (e.g., providing stored or 

recorded information during natural interaction).  

Wearable interactive technology is an essential component in enabling human augmentation. It offers 

a seamless integration with the physical and digital world around us. It can empower the user with 

non-invasive and easy to use extensions to interact with smart objects and augmented information of 

the hybrid physical-virtual world of the future. Human augmentation will serve the user by providing 

essential, timely information for current tasks and filtering out unnecessary information. Augmented 

humans can have a personal digital butler, but far beyond the visionary Apple Knowledge Navigator 

video (Apple, 1987). This scenario is related to human-computer integration (Farooq and Grudin, 

2016) which is most closely connected to augmented cognition, utilizing computing resources and 

artificial intelligence to support the human and to work in parallel with the human. Artificial 

intelligence assistants may act on our behalf, according to our behavioral patterns and preferences, 

carrying out a range of simple and complex tasks efficiently. 

                                                      
1 https://www.augmented-human.com/ 
2 http://human20.com/ 
3 https://www.springer.com/engineering/computational+intelligence+and+complexity/journal/41133 
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Crossmodal interaction allows the characteristics of one sensory modality to be transformed as 

stimuli for another. This can benefit people with disabilities as well as the elderly with deteriorating 

sensory abilities. According to Lacey and Sathian (2015), crossmodal interaction can be used to 

mediate and create cognitive information and to provide access to our spontaneous and social-

emotional processes. Crossmodal interaction can be a strong method to build useful and viable 

elements of human augmentation. In fact, researchers such as Demattè et al. (2006) have already been 

trying to evaluate how our brain performs crossmodal interaction and how it may be possible to 

expand the boundaries even further within spontaneous cognitive responses as well as in social-

emotional scenarios.  

Fig. 2 shows our extension to Milgram’s virtuality-reality continuum (Milgram and Kishino, 1994), 

where the additional y-axis is the level of augmentation (number of employed sensors or tools, or the 

level of augmented cognition). Augmented human uses elements from AR, VR, ubiquitous 

computing and other user interface paradigms, but merges them in novel ways.  

 

Fig. 2. An extension to Milgram’s virtuality-reality continuum (Milgram and Kishino, 1994), where 

the y-axis is the level of augmentation. Augmented human merges several technologies and UI 

paradigms to serve humans through more direct and natural interfaces. 

 

Various other concepts and models in computer science, such as ubiquitous computing, perceptual 

user interfaces, wearable computing, augmented reality, virtual agents, connected devices, robots, 

and human-computer integration may also provide blueprints for the future in human augmentation. 

All the concepts and models have a slightly different scope from each other, however, they all focus 

on different aspects and features of the same augmented-human future. 

In the following section, we discuss the state-of-the-art in different areas of human augmentation: 

augmented senses, augmented action, and augmented cognition. This is followed by our proposed 
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model for wearable augmentation, a call for research and potential benefits and applications. And 

lastly, we take a look at various aspects of ethical and societal issues. 

 

2. Past and present in human augmentation 

In this Section, we present a summary of existing human-technology interaction research relevant to 

human augmentation. We have included examples of different approaches in augmented senses, 

action, and cognition. The aim of the Section is to familiarize the reader with methods, systems, and 

experiments that show both the extensive potential and the variety of disciplines involved in this field. 

2.1. Augmented senses 

Augmented senses use methods and technologies to either compensate for sensory impairments 

(mostly visual and auditory) or to exceed the capabilities of existing senses. In the first case, the 

sensory signals for the impaired senses are amplified significantly or supplemented through other 

healthy senses. For example, haptic actuators can be used to describe surroundings to a blind person 

(Maidenbaum et al., 2014; Shull and Damian, 2015) or speech signals to a deaf person (Novich and 

Eagleman, 2015). In the second case, the human senses are augmented by using additional sensors to 

observe signals beyond normal human sensory capabilities and transforming them to a suitable format 

for human use (Evreinov et al., 2017; Farooq, 2017). Many technologies can augment human senses 

beyond their natural limits. Light sensors or tiny cameras could give “eagle eyes” or night vision to 

the user, or even go far beyond the human vision wavelengths. A classic example is using “x-ray 

vision” (Avery et al., 2009) to observe occluded objects. 

Visionaries such as Hainich (2009) have been proposing that AR systems can replace much of the 

current computing hardware and user interfaces. This vision is coming closer to reality step by step 

in AR systems such as Magic Leap One4, Nreal5, Focals by North6 and Vuzix Blade7. Although 

technological development of the smart glasses is still needed for augmented human applications, 

studies showing benefits of such systems already exist. For example, we have found that AR 

interfaces may benefit from auditory and haptic information to augment the human perception of 

reality (Sand et al., 2015). Other relevant research in this field includes developing calibration-free 

eye tracking techniques that are used with visual, auditory and haptic feedback (Kangas et al., 2016), 

and providing haptic guidance for directing one’s gaze (Rantala et al., 2017a). Recent work in 

combining gaze interaction and haptic feedback (Rantala et al., 2017b; Kangas et al., 2017) proves 

that these two modalities can be used in a seamless manner to support user’s main goals in wearable 

interaction. To push forward the technological development of wearable VR/AR glasses, we have 

recently invented several extensions for them. Our proof-of-concept prototype (Sand et al., 2015) 

enables users to touch and feel virtual 3D objects without the need for wearable devices. A super-

wide field-of-view (FOV) optical design for VR glasses (Rakkolainen et al., 2016; Rakkolainen et 

al., 2017b) can cover even the full human FOV. Recently we have also experimented with extending 

the FOV of a VR viewing device (Rakkolainen et al., 2017a) and providing visual feedback for a 

smart glass user directly to the retina – surpassing the eye and its lens (Koskinen et al., 2017). A 

combination of pan-tilt-superzoom and 360-degree cameras can provide a zoomable gigapixel 

experience for a VR viewer (Koskinen et al., 2018). 

                                                      
4 https://www.magicleap.com/magic-leap-one 
5 https://www.nreal.ai/ 
6 https://www.bynorth.com/ 
7 https://www.vuzix.com/products/blade-smart-glasses 
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Further examples of exciting augmentation technologies include, for example, “haptic eyes” that let 

the user feel what the camera sees (Tsetserukou, 2011) or “aided eyes” that enhance the users’ 

cognitive abilities by automatically identifying and matching currently viewed objects with 

previously saved information (Ishiguro et al., 2010). Spectral extensions enable humans to see beyond 

visible light spectrum (Richards, 2011) or to hear sub- or supersonic sounds. Such sensors and 

cameras can be embedded in AR glasses. Near-infrared (IR) and near-ultraviolet (UV) light cameras 

can expand the range of human senses. In addition, they are very low-cost. Modern thermal 

(longwave) IR cameras can also be low-cost and extremely small, and they open intriguing 

possibilities for various applications such as the ability to see in total darkness without any 

illumination. Security and safety applications inside and outside of vehicles, offices or homes are also 

potential mainstream applications for these sensors. 

Examples of augmented audition are smart headphones, or “hearables”, which enhance the hearing 

experience and natural abilities. These “wearables for the ear” not only mitigate hearing loss and 

improve hearing in noisy environments but may also catalyze super hearing (McGreal, 2018). They 

can help to filter out noise, discriminate sounds, or transpose the sound frequency to a level that is 

easier to perceive (Kirchberger and Russo, 2016). Smart hearing technology can enhance spatial sense 

or help in focusing on the sound coming from a specific direction (Ricketts, 2001). Furthermore, real-

world sounds can be augmented by virtual sound elements, creating a hybrid sound experience and a 

personalized sound environment (Härmä et al., 2004; Garcia-Espinosa et al., 2015). Due to the 

closeness of the blood vessels in the ear, the earpiece could incorporate additional sensors to measure 

physiological signals. This further improves its utility regarding, for example, health and sports-

related applications (Da He et al., 2015).  

Augmented sense of smell can be achieved by measuring or producing scents. State-of-the-art 

technologies can measure scents, which are undetectable by human olfaction system, thus improving 

the ability to “smell” hazardous substances (Wilson and Baietto, 2009). Combination of odor 

measurement technologies and artificial intelligence (AI) algorithms can achieve odor detection 

accuracy beyond human olfactory capacity (Müller et al., 2019). The human sense of smell can also 

be augmented by producing artificial odors (Nakamoto, 2016; Yanagida and Tomono, 2013). Odor 

augmentation can add pleasant experiences for example to VR (Salminen et al., 2018). 

Similar approaches have been developed to augment the sense of taste. Sensors that can identify any 

given taste as sweet, savory, bitter and sour are relatively easy to build (Ranasinghe et al., 2017). 

However, production of taste sensations has proven to be difficult, as it is closely related to the sense 

of smell and partly it is also a personal experience. Even though electric actuators to stimulate taste 

buds in tongue have been proposed (Nakamura and Miyashita, 2011; Ranasinghe and Do, 2017) these 

have not gained popularity. Mostly, augmented taste sensations concentrate on flavor, meaning that 

olfactory cues are used to convey an illusion of taste (Narumi et al., 2011). 

Augmented senses can also enable sensory substitution or sensory prosthesis, in which information 

from one sense can be mediated through a different sense (see examples of sensory substitution: 

Kristjánsson et al., 2016; Wright et al., 2015). This could be done by comparing haptic and audio 

modalities in order to aid movement and navigation in low-vision environments (Kerdegari et al., 

2016). A tactile helmet can be used to mediate information in addition to vision and hearing to 

improve control (Bertram et al., 2013). More importantly, in extreme environments such as in space, 

deep in the ocean or buildings that are on fire, the ability of sensors to work in harsh conditions is 

essential (Alfadhel et al., 2016). 

Further techniques for building augmented senses include sensors designed for specific uses such as 

cameras for very dim light or for non-visible spectrum, auditory or vibration sensors within mobile 
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devices or even large-scale sensor arrays, such as networks of remote sensors continuously 

broadcasting environmental information and global positioning systems for tracking movements of 

objects and individuals. Integrating these with distributed sensor networks, such as smart traffic 

systems and location-specific information sources, can increase our awareness of the surrounding 

world. No matter which type of sensors are being used or what their configuration is, augmented 

sensing has the potential to increase visual acuity, auditory reception, olfaction threshold, gustatory 

perception, and haptic sensation beyond the current natural human abilities. Yet with the addition of 

all these sensors the amount of various sensory information will increase exponentially, therefore, it 

will be critical how this information is processed and presented to the individual user with reference 

to its context, task and general need over the course of time. 

 

2.2. Augmented action  

The earliest examples of augmenting human action were related to motion augmentation. For 

instance, prosthetic limbs restored some of the capabilities of an amputated limb. Recently, new 

digital technologies have enabled augmenting action in ways that go beyond natural human motor 

and sensory limits. For example, exoskeletons enable paralyzed people to walk on robotic feet (Dollar 

and Herr, 2008; Young and Ferris, 2017). Exoskeletons and dual-arm power amplification solutions 

(Gopura et al., 2016; Perry et al., 2007) are useful in a range of tasks that are traditionally done by 

humans but cannot yet be fully automated because they require human intelligence. One potential use 

case is manual handling of goods where exoskeletons enable humans to lift heavier items and reduce 

the pressure in the lower back area (see, for example, the Cray X exoskeleton8). The concept of an 

exoskeleton can be extended to virtual exoskeletons where a robot placed in a remote location is 

operated in synchrony with the user’s movements (Tachi, 2013). The use of a virtual exoskeleton can 

be highly immersive if the user wears VR glasses and sees from the robot’s perspective. This type of 

remote presence based on human-robot interaction is especially useful if the operating environment 

is hazardous and therefore placing a human operator at the site is not safe. Examples of use cases 

include factories, atomic power plants, assembly operations in space or the sea, and search and rescue 

operations (Kim et al., 2015; Tachi, 2013). 

It is also possible to utilize other input methods such as touch, gestures, gaze and speech to augment 

human actions in VR or in machinery control. In VR, hand-held controllers, gloves and similar 

systems are often used to enable virtual limbs that can manipulate objects of any size and weight (e.g., 

Lee et al., 2017; King et al., 2009; Viau et al., 2004). Gestures can be used to augment action from 

distance. Controlling machinery over a distance by a mere wave of the hand or other gesture can 

appear to an observer as use of telekinetic powers (see Agrawal and Gupta, 2016; Bikos et al., 2015; 

Lee and Lee, 2018 as examples of gesture input). However, gesture-based augmented movement 

often triggers a phenomenon named as “Midas Touch Problem”. This means that a user accidentally 

makes selections and confirmations. One solution to solve the problem is to use a virtual interface to 

mediate gestures (Liu et al., 2016). Furthermore, progress in automated speech recognition has 

enabled more accurate use of voice commands for VR and robotic control (Ferracani et al., 2017; 

Pleva et al., 2017). In an ideal case, human-computer speech interaction is adaptive, meaning that the 

machine can correctly interpret the speech despite the user’s capabilities or limitations (Loch et al., 

2018). It is also possible to control virtual environments by using gaze or head movement (Khamis 

et al., 2018; Thies et al., 2018; Toyama et al., 2014). 

Many of the augmented action examples also require a feedback loop to transmit sensory data to the 

user. For example, tactile feedback systems can make the use of virtual limbs more accurate (e.g., 
                                                      
8 https://www.germanbionic.com/en/crayx/ 
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King et al., 2009), force sensors can mediate tactile information measured by a robot to the user (Tsuji 

et al., 2009), and artificial skin can restore a sense of touch to a prosthetic hand (Antfolk et al., 2014). 

To best support augmented action, sensory feedback should replicate the real-life functioning of 

human sensory modalities and emotions (Gavrilovska and Rakovic, 2016; Gavrilovska et al., 2017). 

In many cases, successful augmentation of action requires synthesizing multisensory information 

gathered from the environment and utilizing the human sensory system to control action in an 

adaptive manner (Burdea et al., 1996; Rubio-Tamayo, 2017). Our everyday physical living 

environment is becoming smarter when more things are connected to each other through Internet of 

Things. This allows us to sense our environment in new ways and also to interact with it by direct 

and natural means, such as gestural and spoken interaction. Potential ways to interact with the 

environment include using gaze control supported with tactile input and feedback (Kangas et al., 

2014a; Klamka et al., 2015; Hepperle and Wölfel, 2017) or combining gaze with gestures (Kangas et 

al., 2014b). 

To enable the next step in augmented action, it is necessary to understand the user’s cognitive state 

by measuring, for example, the human brain. This leads us to advanced augmented action 

technologies such as neuroprosthetics (Leuthardt et al., 2009) that can enable thought control for 

remote robots (Warwick et al., 2004) and control of prosthetic fingers with a brain-machine interface 

(Hotson et al., 2016). A possible result of this line of progress is to merge humans and computers 

with highly-developed implant technologies to create biotechnology-based hybrids (see, for example, 

Warwick, 2015). Currently, this is still a distant future reminding more of science fiction than state-

of-the-art research. However, there are also non-invasive methods for measuring the user’s cognitive 

state as discussed in the next subsection. 

2.3. Augmented cognition  

Augmented cognition is a form of human-technology interaction where a tight coupling between a 

user and a computer is achieved via physiological and neurophysiological sensing of the user’s 

cognitive state (Stanney et al., 2009a). Augmented cognition integrates information detected from the 

user to adapt computer input to match the user’s situational needs. Therefore, a closed loop between 

the user and the technological interface is formed (Young et al., 2004; Schmorrow et al., 2006; De 

Greef et al., 2007). From the beginning, augmented cognition has been a multidisciplinary field of 

research combining expertise from cognitive psychology, neuroscience, computer science, 

engineering, and HCI (e.g., Engelbart, 1962; Miller and Dorneich, 2006). 

The ultimate goal of the research is to extend user’s cognitive abilities and to seamlessly create a 

functioning augmented cognition that can easily be used to overcome and accommodate bottlenecks, 

limitations (e.g., decision making or cognitive overload), and biases in human cognition and 

information processing chain (De Greef et al., 2007; Schmorrow et al., 2005). Schmorrow et al. 

(2006) argue that augmented cognition can support human information processing related to sensory 

memory (e.g., enhancing sensory perception), working memory (e.g., supporting simultaneous 

processing of data from multiple sources), attention (e.g., directing attention), and executive function 

(e.g., directing recall of previous information so that incoming information can be interpreted 

optimally). Also, optimizing user’s cognitive load while interacting with a computer is commonly 

seen as a central task for augmented cognition (e.g., De Greef et al., 2007).  

Augmented cognitive abilities include extended memory and virtually unlimited knowledge. This can 

be achieved by using a centralized network to enable extended cognition (see, for instance, Smart, 

2017 for a recent review on extended cognition and internet). Augmented cognition has already been 

used to monitor one’s health (Reeder et al., 2017), assist patients suffering from mild brain injuries 

(Stanney et al., 2009b), and enhancing learning and memory (Palmer and Kobus, 2007; Dingler et 
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al., 2016). Tools like life-logging (i.e., storing images and pictures to support memory) can be 

beneficial for augmented cognition (e.g., Sellen et al., 2007).  

However, the seamless integration between existing human perceptual and cognitive abilities and 

mechanisms to control them is currently missing from the field (Schmidt, 2017). This is required to 

augment or extend human cognition in real use cases. Most previous studies have concentrated on 

testing a method to detect cognitive (Steveninck and Laughlin, 1996) or affective state of the user by 

using one measurement technique. In neuroscience, methods have been developed to monitor, 

facilitate, and modulate human brain functioning (Eaton and Illes, 2007; Shook and Giordano, 2016; 

White et al., 2015). For example, electrodes can be implanted into the brain to restore memory 

functions (Song et al., 2015; Serruya and Kahana, 2008).  

Due to invasiveness and ethical concerns of such methods, other solutions are more popular for 

human-technology interaction. Wearable sensors can measure, for example, electroencephalography, 

facial muscle activity or sweat gland activity. These measurements can be used to detect one aspect 

of cognitive state like workload or confusion reliably (Erdogmus et al., 2005; Lecuyer et al., 2013; 

Abbass et al., 2014; Aricò et al., 2016; Nourbakhsh et al., 2012; Nourbakhsh et al., 2017; Hardy et 

al., 2013; Durso et al., 2012). At some degree, also human emotions can be tracked down successfully 

(e.g., Mavridou et al., 2017). 

Human cognition can also be detected without any wearable sensors. Infrared, ultrasound, and 

biofeedback loops have been used to track down brain activity in order to, for example, facilitate 

learning in VR (Izzetoglu et al., 2004; Argento et al., 2017; Rey et al., 2009). Speech prosody captured 

by a voice recorder reflects the level of cognitive workload (e.g., Huttunen et al., 2011), and eye 

movement behavior measured by a gaze tracker or camera can reflect cognitive workload and the 

emotional state (Ikehara and Crosby, 2005; Marshall, 2007; DeLucia et al., 2014). 

But in order to achieve a truly symbiotic relationship between human cognition and computer, 

unimodal methods described above are not sufficient. Instead, multidimensional measurements are 

needed (e.g., Skinner et al., 2014; Schwarz and Fuchs, 2017). This means that several technologies 

are combined to track down different aspects of human cognitive and emotional functioning. For 

example, by combining measurement of autonomous nervous system activity like cardiac activity and 

respiration rate with eye tracking, it has already been possible to increase task complexity based on 

individual learning (Fortin-Côté et al., 2018) and estimate cognitive workload (Nourbakhsh et al., 

2013). Skinner et al. (2014) further suggest that in an ideal case the methods used to detect user state 

should be unobtrusive. They note that current state-of-the-art requires developing multimodal means 

to detect a human state in such a way that the devices and analyzing tools are optimized to work 

outside the laboratory (e.g., wearable devices and developing toolkits to interpret the data on the go). 

Thus, in real user cases multiple sources of data need to be integrated and interpreted so that the 

system response works in real time and is context-sensitive (Fuchs and Schwarz, 2017; Fuchs et al., 

2007; Patel et al., 2017). To make the loop between the user and the computer seamless, 

10iocybernetics adaptation (e.g., Stephens et al., 2018) and similar methods can be considered. This 

also means that it is necessary to develop mathematical models (Markowsky and Nyquist, 2017) in 

order to understand augmented cognition (e.g., Young et al., 2004). Artificial intelligence can be used 

to process vast amounts of sensor data (see, e.g., Blanchard et al., 2009 for using AI to detect user’s 

affective state crucial for learning, or Li and Ji, 2005, about using Bayesian networks to detect user’s 

affect in real time). 

Finally, one long-term goal in human-technology interaction is to use the knowledge of human 

cognition to build machines that can think like humans. Zheng et al. (2017) and Ren et al. (2017) 
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suggest that hybrid-augmented intelligence could take cognition way beyond human abilities. Unlike 

the current implementation of AI systems, hybrid-augmented intelligence does not require large data 

sample sizes or extensive data modeling and evolution. Instead, utilizing an intelligent data 

structuring model combining human cognition with machine learning or by creating software and 

hardware structures mimicking the working of the human brain itself computer’s cognitive 

capabilities could be improved. Even though this type of computing is still in its infancy, such systems 

can someday improve the safety, reliability, and predictability of complex dynamic decision-making 

systems. These systems also have the advantage of replicating human thinking, and, thereby, truly 

expanding human cognition. 

 

3. Vision for the future  

In this Section, we first introduce a summarizing model that helps to identify different parts and 

connections of a wearable augmented human system. Then, we propose a call for research needed to 

make this vision a reality. To show the potential of the paradigm, we provide examples of how 

augmented human senses, action and cognition will affect humanity.  

 

3.1. A model for wearable augmentation 

There is an extensive amount of related research, as introduced in the previous Section. However, 

human augmentation is missing architectures and models that integrate individual contributions as a 

holistic approach that could be further used as a basis for practical applications. Next, we present a 

model for wearable augmentation: augmenting human senses, action and cognition through wearable 

technology. The starting point is that the technology will enhance human abilities directly, not 

through an external tool that is manipulated through an interface. Interaction should be as close to 

actual human action as possible, which leads to a need for tracking human activities used as inputs 

for the augmentation system.  

The proposed enabling technologies for wearable augmentation (see Fig. 3) are as follows: 

● Sensing technologies detect the environment, objects, and events. These include pattern 

recognition and other computer vision methods, auditory sensors, spatial, thermal and 

movement sensors, multispectral cameras, and touch, olfactory and gustatory sensors. 

● Multisensory presentation technologies support attention, memory, and perception; it is 

achieved through light-weight multimodal mixed reality glasses, crossmodal information 

presentation, and wearable accessories. It applies different human senses: sight, hearing, 

touch, olfaction, gustation as channels to mediate augmented sensing and feedback on 

augmented actions. 

● Human activity measurement technologies are based on different wearable sensors. Human 

activities are recognized as inputs through, for example, speech recognition, motor activity 

tracking, eye tracking, and force and touch input. Based on this low-level information, human 

activities are modeled at a higher level. 

● Actuation technologies are used to affect the environment as directed by the human. These 

include different kinds of visual displays, audio equipment, haptic actuators as well as smell 

and taste generators. In immersive environments, also the sense of balance may be affected 

through the generation of forces and human pose. 
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● Ubiquitous information services and artificial intelligence technologies will provide access 

to networked information services, internet of things and artificial intelligence support. This 

will enable to develop personalized AI extensions that can assist and autonomously support a 

variety of tasks that users are unable or unwilling to perform (Bharucha et al., 2009).  

 

 

     

    

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Information flow and related technologies in wearable augmentation. 

Augmented human is a new user interface paradigm, which merges and expands many of the old 

paradigms (see Fig. 4 e). Our model for wearable augmentation alters the real world beyond 

augmented interaction (Fig. 4 d). Numerous sensors and cloud data provide information, artificial 

intelligence filters it and it is presented in easy-to-understand ways to support human cognition in a 

timely manner. Physical tools or robots enable action in and changes to the environment.  
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Fig. 4. Augmented human is a new UI paradigm, which merges many of the old paradigms. Our 

model (e) for wearable augmentation expands the real world far beyond augmented interaction (d). 

Fig. 4 is an extension to Fig. 1 (Rekimoto and Nagao, 1995).  

 

It should be noted that human augmentation does not mean focusing on individualism. Actually, 

augmented humans may be better aware of each other and have a close connection approaching to 

something that feels like a direct brain connection. At its best, other people are brought close to us, 

independent of where they are physically located. At its worst, privacy and autonomy may be 

threatened. We discuss the potential benefits in Section 3.3 and ethical and societal concerns in 

Section 4. 

 

3.2. Call for research 

Augmented Human is already being realized, step by step. It is becoming better, smaller, and cheaper 

along the way. Even so, the vision of wearable human augmentation is still largely unrealized, even 

if many needed pieces of technology already exist. It draws elements from fields such as AR, VR, 

ubiquitous computing, AI, and sensing technologies, but merges them and takes them much further. 

In practice, the research being proposed will build on established research into interaction 

technologies. Realizing the vision will require research at least in the following areas: 
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1. Paradigm: define an overall interaction paradigm and metaphors that enable to benefit from 

augmented senses, action and cognitive abilities. This paradigm shift will require open-

minded exploratory research in human-technology interaction. 

2. Technology: conduct research on sensing and actuation technologies, crossmodal 

presentation of information, artificial intelligence, context modeling, and integration of 

multimodal and multisensory information. 

3. Experimental research: conduct experimental basic research on how humans can utilize 

augmented senses, action, and cognitive mechanisms: validating the paradigm, metaphors, 

interaction techniques, and information presentation methods being used. 

4. Applied research: utilize augmented human technologies in everyday systems and 

applications. Carry out field studies making use of solutions in real life. Collect guidelines 

to allow wide utilization of the technologies in both science and practice. 

5. Theory and models: build a basis for theory on wearable human augmentation based on 

experimental research. Model different aspects of augmented senses, action and cognition. 

Model dynamics of applying these technologies in interactive systems. 

6. Ethics and societal research: study what it means that humans evolve through 

augmentation technologies. Includes ethical aspects related to the availability and use of 

such technologies, such as concerns for equality, misuse, and unfair competitive advantage. 

In summary, areas 1-5 are about establishing a technological foundation for wearable human 

augmentation in a way that utilizes knowledge and views from all stakeholders in the research 

community. However, technological development and research should not be carried out in isolation 

without considering the ethical, societal and philosophical aspects of human augmentation. Attitudes 

towards human augmentation need to be taken into account to build augmentation technology that is 

accepted both by society and individuals. 

3.3. Future human abilities 

A recent survey (Whitman, 2018) on attitudes towards human enhancement technologies positioned 

different technologies along a 5-step continuum of use: 1) therapeutic use to restore ability, 2) 

prevention when there is a known risk or relevant family history, 3) prevention when no known risk 

or family history is apparent, 4) enhancement beyond the ability one would normally have, and 5) 

enhancement greatly beyond normal. The results showed that 95% of respondents supported physical 

restorative applications. Technological aids for individuals with lower capacities due to age or illness 

would serve as a critical support mechanism ensuring that the deterioration of senses does not limit 

the ability to function in the society. The Western, Japanese and Chinese populations are aging fast. 

As disability rates increase with age, there is an urgent need to find new ways to cope with and fight 

against age-related disabilities9. The proposed human augmentation can potentially push the 

retirement age further and enable better and longer independent living. It should be noted that 

technological augmentation does not solve all problems; people still need to take care of their physical 

and psychological wellbeing by eating well, exercising and resting. 

When designing augmentation technology for restoring capabilities, user experience and social 

acceptability should be considered carefully: they affect people’s willingness to utilize the 

technology. The augmentation should genuinely feel like a part of the user’s natural abilities and not 

like technical tools. It should not require the user to wear technology or perform actions that feel 

                                                      
9 https://www.who.int/news-room/fact-sheets/detail/disability-and-health 
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uncomfortable or look weird to bystanders (Akkil et al., 2016). Even if highly beneficial, high-tech 

aids are often rejected by the elderly who do not want to highlight their disability (Yusif et al., 2016). 

The stigma of assistive aids should be kept in mind when designing discreet augmentation technology. 

Recent advances in sensing technologies make it possible to embed sensors in clothes (McCann and 

Bryson, 2009), regular eyeglass frames (Amft et al., 2015) or jewelry (Lappalainen et al., 2016) so 

that they do not draw unwanted attention.  

There are also psychological factors that may hinder the adoption or adherence to technological aids. 

For example, the confidence of operating the technology yields higher motivation to continued use, 

highlighting the importance of learnability, ease-of-use, and sense of being in control (Tuazon et al., 

2018). When successful, even traditional assistive aids such as the wheelchair can feel “part of me” 

(Barker et al., 2004). Obviously, the technology does not come without cost. The benefits need to 

exceed the costs – not only the financial costs but also the extra effort that comes with learning, using 

and maintaining the technology. Even if people are eager to try out new technology, it does not 

guarantee long-term adoption (Clawson et al., 2015). 

As we move forward in the 5-step continuum of enhancement technologies (Whitman, 2018), the 

technology is used for enabling abilities one would not normally have. For example, in the case of 

hearing loss – be it due to a medical condition or to temporarily noisy environment – visual or haptic 

feedback can be used to represent the information (Hoggan et al., 2009; Nanayakkara et al., 2013). 

Similarly, vision loss can be compensated by auditory or haptic feedback (Pietrzak et al., 2007; Csapó 

et al., 2015), making it possible to enjoy activities such as skiing (Aggravi et al., 2016). Gaze-based 

interaction makes it possible to communicate simply by moving the eyes (Majaranta et al., 2011), 

augmenting the action capabilities of people who cannot move or speak. Utilizing the same 

technology, anybody can browse a public screen – remotely, simply by looking at it (Vidal et al., 

2013). Exoskeletons can compensate for a disability or support workers for example by controlling 

their posture, or give super strength for industrial workers (Luo and Yu, 2013; Chu et al., 2014).  

Sensation augmentation can compensate for the missing sensation of numbness and help in preventing 

pressure sores (Rush, 2009), or it may enhance experiences with extraordinary feelings (Neidlinger 

et al., 2017). Augmented senses may also amplify empathy by replicating other people’s experiences 

(Werfel et al., 2016). Cognitive augmentation with lifelogging provides the much-needed memory 

support for people with dementia (Tokunaga et al., 2016), but can also be useful for any busy citizen 

who appreciates the ability to recall events and activities in their personal life (Gurrin, 2014). Also 

the environment and surrounding objects can act as interactive mediators for the augmented senses 

and action. A walking cane could “see” the environment and may thus assist to navigate a person 

with deteriorating vision (Ju et al., 2009). Sensors in a car may act like an external skin that augments 

the driver’s sense of the environment (Ochiai and Toyoshima, 2011), and augment the driving, for 

example, by haptic feedback (Nukarinen et al., 2015). 

As we move to the far end of Whitman’s 5-step continuum (2018), people perceive enhancement 

technology more and more negatively. Less than 35% of the respondents supported boosting of 

performance with interventions intended purely for upgrading a physical or cognitive ability. The 

main reason was that such technology introduces several ethical and societal problems. For example, 

as Bavelier et al. (2019) point out, augmented vision or greater cognitive capabilities could be useful 

for a warfighter in the future. But does this mean that anyone who wishes to join the army should 

undergo human enhancement? What happens when the fighters leave the army and the enhancement 

technology is no longer needed? Furthermore, enhanced memory could be beneficial for a student 

preparing for an exam, yet detrimental to the community.  
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4. Ethical and societal discussion 
Human enhancement or augmentation can be understood as an individual choice creating value for 

the user (Menuz et al., 2013). This does not exclude raised concerns related to the effects of human 

augmentation to individuals and society in general (e.g., Bavelier et al., 2019; Heimo et al., 2014). 

Already now when human augmentation is taking its first steps, users have valid practical concerns 

related to the new human augmentation technologies that can weigh more than personal experiences 

and benefits. Overall, human augmentation is a leap to the unknown, and neglecting potential negative 

effects of such technologies to daily life and society can create undesirable scenarios for the future. 

There will surely be many unintended consequences. In the following section, we investigate practical 

concerns related to individual rights and concerns as well as scenarios related to potential threats to 

society. Finally, some solutions are offered to solve these complex problems.  

4.1. Problems related to individual users 

4.1.1. Privacy  

The novel human augmentation technologies are often being developed by large organizations. This 

means that collecting enormous amounts of data from the users, advertising, promoting interest of the 

organization, and getting profit from them has effects on the ethics in this field. As the interaction 

technologies become more and more pervasive and at some point even invasive, the ownership of the 

collected data, access by third parties to the data, and regulation of the content creation becomes a 

significant issue. For example, augmented cognition enables the collection of information from the 

brain which violates privacy in unimaginable way compared to the current technologies (Wahlstrom 

et al., 2011). Further, memory assistance such as life-logs can create a situation in which information 

is never forgotten (Dodge and Kitchin, 2007). It is easy to envision how systems that log and analyze 

events, people, and places using text, audio and visual material create a situation in which access to 

such sensitive data and controlling it can be harmful to individuals. This is especially true if there is 

no possibility to erase the logged data. As large amounts of very personal and detailed data are 

collected by different sensors and data sources, data handling procedures and privacy are important 

(e.g., Glenn and Monteith, 2014). 

4.1.2. Social manipulation 

As augmented technologies are by nature very pervasive, it can be extremely difficult to distinguish 

between real and unreal events, and thus subtle manipulation can be impossible to detect and suppress. 

The augmented sensing technologies may easily be programmed to contain erroneous information. 

Even more invasive brain-computer interfaces and other neurotechnology applications can overcome 

sensory stimulation and thus create a potential for manipulation. Already the contemporary artificial 

intelligence techniques can be used to create fabricated visual and auditory information (Maras and 

Alexandrou, 2018), which endangers information credibility. Since augmented sensory experiences 

can be created, for example, by a large company, the creator of the technology has the power to 

control what the user sees or hears (e.g., Brinkman, 2014). Even though this may seem like an 

irrelevant concern, it offers the potential for manipulating the user through life-like augmented and 

pervasive sensory experiences.  

4.1.3. Autonomy and side effects 

In respect to autonomy, a common threat is a situation related to sensory overload, in which 

information is no longer efficiently processed (Kristjánsson et al., 2016). There are also concerns 

related to patient autonomy and responsibility in case of an accident when technologies are utilized, 

for instance, by patients suffering from neurodegenerative diseases (Clausen, 2011). Wolf et al. 
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(2016) note that the ability to share a sensory experience like one’s visual field is a valid threat to 

autonomy. The most complex ethical concerns arise from augmented cognition. Especially 

neurotechnological implants and chemical stimulants can be extremely harmful to the user through 

side effects, or to the society in terms of creating a potential for terrorism (e.g., Cakic, 2009; 

Kotchetkov et al., 2010; Tennison and Moreno, 2012; Forlini et al., 2013). 

4.1.4. Accessibility 

Universal access is a serious problem when technologies capable of exceeding the natural abilities of 

humans are being developed. Most often, the reason behind the inclusion of the novel technologies is 

simply the cost. However, technologies can be inaccessible for special user groups like hearing 

impaired or elderly (Obrenovic et al., 2007). Augmented senses, in general, can be seen mostly as 

creating positive impacts for the people in need of sensory assistance. However, the group benefitting 

the most from the augmented senses is very diverse. While in the other end of the continuum are 

young millennials who can suffer from, for example, hearing problems but use technological devices 

and assistance seamlessly, other groups like hearing impaired elderly can suffer from problems even 

while using simple smartphone applications. For the elderly, the potential of novel technologies easily 

creates a conflict between an actual need and the combination of independence, dignity and privacy 

(Fugger et al., 2007). Augmented action can bring out somewhat similar concerns as augmented 

senses. Again, the diversity of people benefitting the most from the technologies can create 

unbearable challenges for the designers. Universal access is the most studied societal issue in the field 

of augmented technologies. For example, using enhancement technologies to increase one’s abilities 

while excluding some groups outside similar benefits can threaten equality in society (Bostrom and 

Roach, 2008; Eaton and Illes, 2007).  

4.2 Societal concerns 

4.2.1 Safety and balance 

As with any other technology, human augmentation can also be used against certain sections of 

society. Although technology can be used to combat segregation, inequality and oppression of 

minorities, human history is also filled with examples of the opposite. Already mechanical data 

processing with punch cards enabled to conduct a genocide very efficiently (Black, 2001). With 

current supercomputers, sensors, connected devices at home and offices, big data, artificial 

intelligence and augmentation technologies, only sky is the limit. Surveillance systems with face 

recognition and other technologies can extend the control of citizens to unprecedented levels and the 

dictators of rogue states are using them to secure their power. Orwell’s novel “1984” is becoming 

frighteningly true. An augmented human with its many personal and intimate sensors may enable to 

go even beyond that. 

As already mentioned, augmented technologies can be used for social manipulation. It is clear that 

such usage of the novel technologies can have significant negative effects on the society which go far 

beyond the current social manipulation of advertising and social media. As Rosling et al. (2018) have 

noted, the information and the worldview that the mainstream media feeds to us is often very outdated 

and simply wrong in many essential aspects of the state of the world. Also, social media is feeding us 

with filtered news and information which are suitable for our own specific bubbles. We expect the 

same to happen in various ways with augmented information. 

The new technologies used for social control are not a big problem under benevolent government, as 

they are also beneficial (to root out terrorism, to immediately call an ambulance when needed, etc.), 

but they may become a Pandora’s box. Perhaps also the good societies will degenerate to right-wing, 

left-wing or green fascism after the next major recession or war. It is not necessarily only the 
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governments which try to control their subservient. A similarly grim vision would be that social media 

and ICT giants could try to influence elections, laws, policies, buying habits or worldviews, or by 

grabbing selected fields of power from governments. However, the big tech companies and 

governments are not competitors but rather collaborators, because they have many vested interests.  

4.2.2 Unpredictable future 

Some of the effects of novel technologies are related to economics (Hughes, 2014; Nica, 2016). 

Augmented action, sensing and artificial intelligence are known to be able to reduce the need for 

human labor force meaning that a large amount of population could face unemployment. The effect 

will be the largest with people working with routine tasks (Peng et al., 2018), and not so surprisingly, 

uneducated workers are already worried about their future (McClure, 2018). Overall, it seems that 

technology can increase the disparity in working life (e.g., Nica, 2016). On the other hand, mankind 

has gone through quite many disruptive technologies such as steam engines, electricity, industrialization, 

tractors, cars, atomic power and automation, and as a result, we are now better off than ever (Rosling et al. 

2018). The digital divide in population and other related issues are rather complex (e.g., Van Dijk and 

Hacker, 2003). The potential effects are quite serious issues and should not be overlooked when 

adapting novel technologies in workplaces or in our personal lives.  

In augmented action, ethical concerns are closely related to interaction design (Verbeek, 2006). The 

rules how to act in shared, virtual, or augmented realities by using augmented motoric movement and 

action are in the hotspot of successful ethical implementation of this field of research. What can the 

users, avatars and robots do? How can they manipulate their surroundings? Are they capable, for 

example, to violence?  

Augmented cognition is creating a situation in which mankind is taking a giant leap forward (Saniotis 

et al., 2014). In the scope of this article, it needs to be understood that human cognition, as well as 

brain functions or artificial neural networks mimicking and helping cognition, are not fully 

understood. The following example can be used to illustrate the point. EEG measures brain activity 

and an AI algorithm analyses the data to make interpretations of the user’s state. However, EEG 

activity can be a result of various cognitive processes. In addition, AI methods have their limitations, 

and when large amounts of data are being processed, it can be impossible to understand why the AI 

method makes a particular prediction. Without taking these restrictions seriously, we lose the ability 

to plan the potential effects augmented cognition can have on individuals and society. Overall, it 

seems that in this field, public policies and regulation will be needed (see, for example, Bostrom and 

Sandberg, 2009, for suggestions). 

Finally, in the field of bioenhancement and genetic manipulation the effects of human augmentation 

to the future generations are unknown (Giubilini and Sanyal, 2015). Firmino and Duarte (2010) 

further note, that urban life as such will be revolutionized by digitalization as control of space and 

movement are fundamentally changed. 

4.3. Solutions to mitigate ethical problems 

All the ethical issues raised in the field of human-technology interaction can mostly be overcome by 

creating international guidelines, standards and laws for ensuring privacy, safety, equality and better 

design for user interfaces. Inclusive HCI design approach can also offer some solutions to the problem 

(Abascal and Azevedo, 2007). For example, the need to control personal data privacy is already 

acknowledged in the European Union’s General Data Protection Regulation (GDPR). Similarly, it 

can be noted that social inequality issues were a concern when smartphones were introduced, but 

nowadays also the poor use them and benefit from the technology.  
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By stretching human abilities beyond their natural limits, it is possible to fundamentally change 

society for better or worse. History shows that any technology can and will be used for both good and 

bad. By considering ethical questions before implementing new technical solutions to augment 

humans, one can envision how to use them to create a better and more equal future for us all.  

 

5. Conclusions 

Human beings have always been striving to improve their natural abilities. This need to evolve has 

shaped human development and what it means to be human. However, gradual natural evolution may 

soon take a backseat as human beings take control of their own future. We as a species are now more 

capable of altering and enhancing ourselves than ever before. The need to be stronger, faster, and 

smarter has contributed to a vast number of scientific developments. A large number of technologies 

from gene therapy to exoskeleton attachments and from brain-computer interfaces to having the entire 

global repository of information at one’s fingertips can soon enhance and alter our abilities. Some of 

these technologies are still in their infancy and need to mature over time. However, many technologies 

can already be integrated to augment core human abilities.  

At the moment, most of these technologies are used independently with little to no fusion. As 

demonstrated in this paper, creating an integrated, intelligent wearable system is the next essential 

step in the progression of augmenting human abilities. The once diversified technologies with 

variable use cases are now coalescing into a robust framework that lays the foundation for the 

Augmented Human of the future. This advancement will revolutionize the meaning of being human. 

However, due to ethical issues related to such augmentation, regulation as well as international 

standards and guidelines are essential for ensuring privacy, universal access, etc. to such technologies. 

Augmentation technology should not only enhance the well-being and quality of life of an individual 

but also have positive effects on the community and society. 

Sir Arthur C. Clarke, a science fiction author and futurist once stated: “any sufficiently advanced 

technology is indistinguishable from magic10”. Human augmentation is one of the fields where recent 

advancements have a clear potential for making this a reality. Wearable augmentation technologies 

and related interaction methods provide an excellent opportunity to realize the possibilities enabled 

by modern science and technology, benefiting humanity in unprecedented ways. 
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