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Abstract

The ability to learn and recognize human activities of
daily living (ADLs) is important in building pervasive and
smart environments. In this paper, we tackle this problem
using the hidden semi-Markov model. We discuss the state-
of-the-art duration modeling choices and then address a
large class of exponential family distributions to model state
durations. Inference and learning are efficiently addressed
by providing a graphical representation for the model in
terms of a dynamic Bayesian network (DBN). We inves-
tigate both discrete and continuous distributions from the
exponential family (Poisson and Inverse Gaussian respec-
tively) for the problem of learning and recognizing ADLs.
A full comparison between the exponential family duration
models and other existing models including the traditional
multinomial and the new Coxian are also presented. Our
work thus completes a thorough investigation into the as-
pect of duration modeling and its application to human ac-
tivities recognition in a real-world smart home surveillance
scenario.

1 Introduction

Activity recognition has become an increasingly impor-
tant research problem in building smart environments. Our
current application is the construction of a safe and smart
house for the aged that facilitates automatic monitoring and
support of its occupants. Essential to this end is a system
that can learn and automatically build a model of the oc-
cupant’s activities of daily living (ADLs) through observ-
ing what the occupant usually does during the day and use
it in the future to monitor and predict an unseen activity.
Most of existing work on activity recognition has focused
on representing and learning sequential and temporal char-
acteristics in activity sequences using the well-known hid-
den Markov model (HMM). While suitable and efficient for

learning simple sequential data, the HMM is unable to ad-
dress complex behaviors, which exhibit long-term tempo-
ral correlation that is difficult to deal with under the strong
Markov assumption. ADLs, on the other hand, possess in-
herent duration knowledge (e.g., it is unrealistic to have the
same durations spent at stove for cooking a hearty dinner
and for making a quick snack), and thus the importance of
duration modeling has been proven valuable in a number of
recent research attempts [6, 2]. In these work, the duration
information, which implies long-range correlation, is added
to the standard HMM to result in what commonly known
as the hidden semi-Markov model (HSMM). In brief, the
HSMM generalizes the HMM by allowing its state duration
to have any arbitrary distribution rather than geometric as in
the HMM.

Central to the use of the HSMM is the choice of distri-
bution family for the state duration. Most commonly, the
multinomial is used (e.g., [6]) or recently the Coxian [2].
In [5, 7], the authors investigated the HSMM for the prob-
lem of speech recognition. The exponential family was also
discussed in their work, in which the gamma was used as
a representative. The work of [7] can be seen as closest to
ours, but we claim the following points that are different
from this work: (1) to our knowledge, none of recent pa-
pers have addressed the problem of human activity recogni-
tion using the generic exponential family duration modeling
and compared them with other modeling choices, (2) we ad-
dress the problem of inference and learning in the HSMM
through a graphical representation for the model and thus
provide intuition and enjoy available tools and techniques
in graphical models; e.g., EM (Expectation-Maximization)
learning in the presence of latent variables becomes a sub-
learning problem in a generic Bayesian network.

With respect to ADLs domain, our experimental setting
is a real-world home monitoring scenario in which we at-
tempt to learn and recognize a set of complex behaviors
using their tracked trajectories from vision modules. We
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investigate both the discrete and continuous densities1 in
our experiment and provide theoretical comparative anal-
ysis and empirical comparison to other existing duration
modeling choices.

The remainder of this paper is organized as follows.
Section 2 discusses the exponential family state duration
HSMM and presents its generic DBN structure. Section 3
focuses on modeling and learning of the exponential family
duration parameters. Section 4 details the application in the
ADLs domain. Finally, conclusions follow in section 5.

2 The hidden semi-Markov model (HSMM)

Figure 1 shows the state transition diagrams of the famil-
iar HMM and the HSMM. While the HMM’s state durations
are strictly geometric (parameterized by the diagonal en-
tries in the transition matrix), a state in the HSMM can have
any arbitrary duration distribution. Formally, an HSMM is
fully defined by a state space Q, an observation set V , and
a parameter set θ = {π, A, D, B}. We number the state se-
quentially and thus the state space is Q = {1, . . . , |Q|}. The
initial probability πi specifies the probability of state i ∈ Q
being activated when the HSMM is initialized. The tran-
sition probability Aij is the probability of reaching state j
given the previous state i has completed its activation. Self-
transition is not allowed, thus, Aii = 0, ∀i ∈ Q. For each
state i, a duration distribution Di is specified, which gov-
erns the number of times it remains unchanged. At each
time point, an observation v ∈ V is generated with prob-
ability Bv|i where i is the current state. Finally, stochas-
tic constraints require:

∑
i πi = 1,

∑
j Aij = 1, and∑

v Bv|i = 1.

1 2

3

HMM

duration model

HSMM

1 2

3

geometric

1 2

3

HMM

1 2

3

HMM

duration model

HSMM

1 2

3

geometric

Figure 1. From HMM to HSMM.

Figure 2 shows a generic DBN representation unrolled T
times for the HSMM whose state durations can be modeled
by any distribution in the exponential family. At each time
slice, we maintain a set of three variables Vt = {xt, mt, yt}
where xt is the current state, mt is the duration variable of
the current state, and yt is the current observation. In most
of the cases (and also the most useful case) is when only yt

is observed and the rest is hidden. To keep the tradition, we

1For convenience, we will refer both ‘probability density’ in continuous
case and ‘probability mass’ in discrete case as ‘density’.

use clear nodes for hidden variables and shaded nodes for
observed variables.

It is noteworthy to mention that the duration node mt

is a counting-down variable, which specifies not only how
long the current state will last, but also acts like the context
defining how the next time slice is evolved from the current.
When mt > 1, the state xt = i is still in its execution and
thus remains unchanged to the next time slice (i.e., xt+1 =
i); at the same time the duration is counted down by 1 (i.e.,
mt+1 = mt − 1). When mt is counted down to 1, it signals
the completion of the current state and therefore the next
state xt+1 = j is set with a transition probability Aij . The
duration variable mt+1 is then set to some value m with a
probability of Dj

m where Dj is the duration model defined
for state xt+1 = j.

x1 x2 xT−1 xT

y1 y2 yT−1 yT

m1 m2 mT−1 mT

Figure 2. DBN representation of the HSMM.

3 Learning the duration parameters

We use the well-known EM algorith[1] to learn the pa-
rameters for the HSMM. EM algorithm is an iterative op-
timization method that returns the maximum likelihood es-
timation by optimizing the likelihood lower bound. It hill-
climbs in the parameter space and guarantees to converge
to a local maximum. EM consists of two main steps: the
E-step closes the gap between the (log) likelihood and its
lower bound (equivalently to expressing the complete log-
likelihood and computing the expected sufficient statistics
(ESS) for the parameters), followed by the M-step, which
returns the estimated parameters that maximize the lower
bound. We focus on learning duration parameters modeled
by exponential family in this paper2.

In the expression of the complete log-likelihood L =
P (x1:T , m1:T , y1:T | θ) the terms associated with the dura-
tion parameters are given by:

LD = log
T

t=1

Pr(mt | xt, mt−1)

=

T

t=1 m,i

δ(m)
mt

δ(i)
xt

δ(1)
mt−1

log Di
m (1)

2Learning the rest of parameters has been addressed in several existing
papers, e.g.,[9, 6, 2].
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where δ
(b)
a is an identity function, i.e., returns 1 if a = b and

= 0 otherwise. Given (1), it can be shown that in the expres-
sion of the expectation of L over Pr(hidden | observed) =
Pr(x1:T , m1:T | y1:T ) in the E-step, the term associated the
duration parameters are:

〈LD〉 =
∑

m,i

Ess
(
Di

m

)
log Di

m (2)

where Ess
(
Di

m

)
=

∑T
t=1 Pr(xi

t, m
m
t , m1

t−1 | y1:T ) is the
ESS for the parameter Di

m, and we write 〈·〉 to mean the
expectation operator.

In the M-step, we need to maximize the expected log-
likelihood 〈LD〉 in equation (2) with respect to Di

m and the
method depends on the choice of duration distributions. We
note that the method is identical to every state i ∈ Q, and
thus i is henceforth dropped out in equation (2) for brevity:

〈LD〉 =
m

Ess (Dm) log Dm (3)

In the following section, we will address the M-step when
the duration is modeled as a multinomial, a Poisson, or an
Inverse Gaussian.

3.1 Multinomial Duration

In non-parametric modeling3, the duration is modeled
as multinomial, i.e., D ∼ Mult (D1, D2, . . . , DM ). La-
grange multiplier method is used in the M-step:

〈LD〉 =
m

Ess (Dm) log Dm + λ 1 −
m′

Dm′ (4)

Setting the derivative δ〈LD〉
δDm

= 0, and with some manipu-
lation, we obtain the re-estimated formula:

D̂m =
Ess (Dm)∑
m′ Ess (Dm′)

(5)

3.2 Modeling state durations by the Ex-
ponential Family

The duration D is now modeled by a distribution in the
exponential family, which includes a rich set of distribu-
tions such as binomial, Poisson, Gaussian, Inverse Gaus-
sian, gamma, and many more. The probability of a state
having a duration m takes the following form:

Dm � Pr(m | w) � h(m) exp
(
wT S(m) − A(w)

)
(6)

where the function h(m) is not of fundamental importance
as it plays no role in the M-step. Of rather more im-
portance are the natural parameter w, the sufficient statis-
tics S(m), and the log partition function A(w). The log

3The multinomial in fact belongs to the exponential family distribu-
tion, however, in duration modeling we tend to view it as a non-parametric
model.

partition function is a log normalization factor: A(w) =
log

∑
m exp

(
wT S(m)

)
for discrete m. From equations (3)

and (6), it follows:

〈LD〉 =
m

Ess (Dm)wT S(m) −
m

Ess (Dm) A(w) (7)

In maximizing 〈LD〉, we consider two popular and useful
distributions from the exponential family: the Poisson (dis-
crete) and Inverse Gaussian (continuous).

3.2.1 The Poisson duration distribution

The Poisson duration distribution was used to model du-
rations in speech recognition [10] and reported with good
results. We thus employ it in our work for the problem of
human activity recognition. Its density is given as:

Dm � Pr(m | λ) =
λm exp(−λ)

m!
∝ exp (m log λ − λ) (8)

Thus, it belongs to exponential family with the natural pa-
rameter w = log(λ), the sufficient statistics S(m) = m,
and the log partition function A(w) = exp (w). Therefore,
it follows from equation (7) that:

δ〈LD〉
δw

=
m

Ess (Dm) m −
m

Ess (Dm) exp(w) (9)

Setting δ〈LD〉
δw = 0 leads to the estimation of λ:

λ̂ = exp (ŵ) = m Ess (Dm)m

m Ess (Dm)
(10)

The above expression is intuitive as the Poisson parameter
λ has the meaning of the duration mean.

3.2.2 The Inverse Gaussian duration distribution

We choose the Inverse Gaussian (IG) as a representative of
continuous distribution in the exponential family because
it is restricted to the positive domain, and has been used to
model patients’ staying time in hospital [11] with successful
results reported. The IG distribution can be expressed in
exponential form as:

IG(m, w1, w2) =
m− 3

2√
2π

exp
w1

m
+ w2m − A(w1, w2)

(11)
where the log partition function A(w1, w2) = −2

√
w1w2 −

1
2 log(−2w1), and clearly, the sufficient statistics is S(m) =
[1/m, m]. When applying the IG into discrete domain,
we have to introduce an additional normalization term
N(w1, w2) =

∑
m exp

(
wT S(m) − A(w1, w2)

)
.

Dm � Pr(m | w1, w2) =
IG(m,w1, w2)

N(w1, w2)
(12)

Compared to the standard result in equation
(7), we have an extra (and problematic!) term
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∑
m Ess (Dm) log (N(w1, w2)) to optimize, which

will require an approximation solution. Theoretically
we can choose any black-box optimization method (e.g.,
steepest descent, conjugate gradient, etc.) here. In this
work, to avoid the costly computation of Jacobian or
Hessian, we choose to optimize it by the Nelder-Mead
method [4], which requires neither the first nor the second
derivative, but only function evaluations.

As a final note, the above analyses show that the com-
plexity of re-estimating the duration parameters in both the
Poisson and Inverse Gaussian is in order O(M) with M be-
ing the maximum allowed state duration length, which is the
same as the multinomial case, and different from the Cox-
ian case where the complexity depends on the Coxian size
[2, 3]4.

4 Experimental Results

Our interest is the construction of a smart home for
the aged, that can learn and recognize occupant’s activities
performed daily. There are several common categories of
ADLs in the house such as cooking-meal, washing-dishes,
ironing-clothes, reading-newspaper, etc. Activities of the
same category generally follow the same standard proce-
dures. For example, cooking-meal would include: taking-
food-from-fridge - washing-vegies/cutting-meat - seasoning-food
- cooking. However, the sub-activities within a given cate-
gory may have different durations. For example, time spent
at stove for cooking-breakfast would be less than that for
cooking-dinner. The problem of learning and distinguishing
ADLs of the same category (such as cooking-breakfast vs.
cooking-dinner) is more challenging as the discriminative
power lies mainly in the differences in the duration patterns
of their sub-activities.

In this paper, we experiment with the exponential family
duration HSMMs including the (Poisson) Ps-HSMM and
the (Inverse Gaussian) Ig-HSMM, in learning and recog-
nizing three different routines of the meal-preparation-&-
consumption category, and compare their performance with
other existing duration models including the (Multinomial)
Mu-HSMM, the (Coxian) Cx-HSMM (presented in [3]),
and also the standard HMM.

4.1 Environment and Data Descriptions

The smart environment used in this experiment is a lab-
oratory kitchen set up as shown in figure 3. The scene
is captured by two cameras mounted at two opposite ceil-
ing corners, and a multiple-camera tracking module is used
to detect movements, returning the list of positions in x-y
coordinates visited by the occupant. For modeling conve-
nience, the kitchen is quantized into 28 square cells of 1m2,

4For full description of the Coxian duration model, please refer to [3].

and the returned x-y readings are then converted into cell
numbers. The low-level vision tracking module employed
in this work is the same as that of [8]. This tracking module,
however, sometimes returns a neighboring position instead
of the actual position occupied by the person, so an ob-
servation model is estimated offline with manually labeled
ground truth [8]. This corresponds to estimating the obser-
vation model B separately.

Door

Fridge

Stove

D
i
n
in

g
 
c
h
a
ir

(a) camera 1

Sink Cupboard

(b) camera 2

Figure 3. The environment viewed from two cameras.

Figure 4. Sequential flow chart for landmarks being vis-
ited in three experimenting activities.

We collect a total of 48 sequences for the three fol-
lowing activities in the meal preparation and consump-
tion category: (a.1) a-tea-cake-newspaper-breakfast, (a.2)
a-scrambled-egg-on-toast-lunch, and (a.3) a-lasagna-salad-
lunch. We consider the extreme case, in which the three
activities have exactly the same sequential order of sub-
activities, but differ in the durations of these tasks. This
is also the hardest scenario since the differences in duration
patterns, and not in trajectories makes our task of activity
classification more challenging. Figure 4 shows the twelve
fixed sequential steps: 1. take-food-from-fridge → 2. bring-
food-to-stove → 3. wash-vegetable/fill-water-at-sink → 4. come-
back-to-stove-for-cooking → 5. take-plates/cup-from-cupboard
→ 6. return-to-stove-for-food → 7. bring-food-to-table → 8.
take-drink-from-fridge → 9. have-meal-at-table → 10. clean-
stove → 11. wash-dishes-at-sink → 12. leave-the-kitchen. Table
1 shows the ground truth of typical durations spent at special
landmarks including fridge, stove, sink, cupboard, and table
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of the three activities. For example, duration spent at stove
for cooking scrambled eggs on toast, 15−17(s), is generally
longer than for reheating the lasagna, 8 − 10(s), or making
a cup of tea, 7− 9(s); or having breakfast while reading the
morning newspaper, 28− 32(s), usually requires more time
at the table than simply having lunch alone, 14 − 16(s) or
19 − 21(s). In addition, table 1 shows that each landmark
may have multiple durations (the first column shows the du-
ration of the first visit, the second column is the duration of
the second visit, etc.5). In this experiment, we have covered
the possibility that an occupant may visit some landmarks
several times within an activity, and different activities may
sometimes share the same durations at the same places.

Table 1. Typical durations spent (seconds) at landmarks.
FRIDGE STOVE SINK CUPB TABLE

(a.1) 1–2 4–6 1–2 1–2 7–9 1–2 2–4 8–10 8–10 1–2 28–32
(a.2) 6–8 1–2 8–10 15–17 4–6 8–10 6–8 18–20 1–2 3–4 14–16
(a.3) 10–12 1–2 4–6 8–10 2–4 3–5 12–14 12–14 1–2 3–4 19–21

4.2 Training

To ensure an objective result, we employ a leave-one-out
strategy for training and testing. We sequentially pick out
one sequence Y from the data set D for testing, and use the
remainder {D \ Y } for training. In the trained models (Ps-
HSMM, Ig-HSMM, Mu-HSMM, 5-phase Cx-HSMM and
HMM), we let the number of states |Q| = 28, equal to the
number of square cells quantized in the kitchen environ-
ment (figure 3), and the observation model B is obtained
offline [8]. In the Ps-HSMM, Ig-HSMM, and Mu-HSMM,
we equate the maximum duration M to the maximum activ-
ity length, approximately in the range [100, 120]. Except for
the constraints mentioned here, all other parameters are ran-
domly initialized. Figure 5 shows the log likelihood learned
from the full data set of activities (a.3) by the Ps-HSMM and
the Ig-HSMM. The Ps-HSMM quickly converges after the
first three iterations since its duration model has only one
parameter, and is re-estimated by a closed-form solution.
On the contrary, the Ig-HSMM, whose duration models are
parameterized by two parameters and learned by an approx-
imation method, needs about twenty iterations to stabilize.
However, the learning time for the Ig-HSMM is well paid
off as its log likelihood converges to a much higher value
than that of the Ps-HSMM.6

5For example, for activity (a.1), the occupant first stops at the fridge for
1-2(s) to check out milk and cake, then later returns to the fridge for 4-6(s)
(after steeping tea) to take out milk and cake; whereas in activity (a.2), the
occupant stops at the fridge the first time for 6-8(s) to take out food and
then re-visits the fridge afterwards for 1-2(s) to get a drink.

6As it is well known, a more complex model (i.e. having more pa-
rameters) will result in a higher log likelihood. However, the significant
discrepancy between the two log likelihood curves suggests that the sub-
stantial increase in the Ig-HSMM’s log likelihood is mainly due to the
model’s better capability in learning the data.
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Figure 5. The log likelihood learned from activity (a.3)
by: (a) the Ps-HSMM, and (b) the Ig-HSMM.
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Figure 6. The pmf of the durations spent at table in activ-
ity (a.3) learned by: (a) the Ps-HSMM, (b) the Ig-HSMM,
(c) the Mu-HSMM, and (d) the Cx-HSMM.

4.3 Activity Recognition Results

First, we look at how the different models have learned
the state durations. Figure 6 shows the duration spent at
table in activity (a.3) learned by the Ps-HSMM, the Ig-
HSMM, the Mu-HSMM, and the Cx-HSMM. Except the
Ps-HSMM, the rest has relatively captured well the mixture
of two typical durations: 3 − 4(s), and 19 − 21(s). Like
the Cx-HSMM, the Ig-HSMM has not fully separated the
two peaks, but successfully smoothed out the spikes in the
durations in comparison with the Mu-HSMM.

Next, the exponential family duration HSMMs are com-
pared against other models on their performance at activity
classification accuracy and early detection rate. For each se-
quence y1:T left out in the leave-one-out training selection,
the likelihood Pr(y1:t | θi), for i = 1, 2, 3, where θi is the
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model trained with the set of activity (a.i), is computed at
each time t and used to label the most likely activity. Clas-
sification accuracy is the ratio of activities correctly labeled
at time t = T to the total activities tested, while early detec-
tion rate is the ratio t0/T where t0 is the earliest time from
which the activity label remains accurate.

HMM (avg.68.02%) Cx-HSMM (avg.91.39%)
(a) (a.1) (a.2) (a.3) (a.1) (a.2) (a.3)

(a.1) 88.24 0 11.76 100 0 0
(a.2) 0 62.50 37.50 0 87.50 12.50
(a.3) 13.33 33.33 53.33 0 13.33 86.67

Ps-HSMM (avg.69.05%) Ig-HSMM (avg.76.53%) Mu-HSMM (avg.95.56%)
(b) (a.1) (a.2) (a.3) (a.1) (a.2) (a.3) (a.1) (a.2) (a.3)

(a.1) 58.82 17.65 23.53 100 0 0 100 0 0
(a.2) 0 75.00 25.00 0 56.25 43.75 0 100 0
(a.3) 0 26.67 73.33 0 26.67 73.33 0 13.33 86.67

Table 2. Classification Accuracy (%).

HMM Cx-HSMM Ps-HSMM Ig-HSMM Mu-HSMM
(a.1) 9.12 7.26 31.54 7.99 8.97
(a.2) 37.28 20.31 13.89 47.72 11.77
(a.3) 42.57 27.56 43.96 31.96 26.03
Avg. 29.66 18.38 29.80 29.22 15.59

Table 3. Early Detection Rates (%).

Tables 2(a-b) demonstrate that the HSMM with Poisson
or Inverse Gaussian duration model has outperformed the
standard HMM. The improvement, however, is slightly in-
significant for the Poisson case (i.e. increase only 1% from
68.02% to 69.05%). This is possibly because the Poisson
is not flexible enough as its shape is controlled by only one
free parameter λ. With respect to the Inverse Gaussian, al-
though it has significantly increased the accuracy level to
76.53%, its performance is still worse than the multinomial
and the Coxian. This possibly dues to its approximation
step to discrete domain and the approximate optimization
step during EM learning.

5 Conclusion
This paper has presented an investigation into the use

of exponential family distribution in modeling state occu-
pancy in the HSMM and its application to human behavior
recognition. A generic DBN structure for the HSMM is
presented which consequentially allows us to efficiently ad-
dress the problem of inference and parameter learning. We
then apply the HSMM for the problem of learning and rec-
ognizing a set of complex behaviors in a smart-home envi-
ronment. Different member of exponential family including
both discrete and continuous densities are used in our ex-
periment and compared to other duration modeling choices
and the standard HMM. The results have shown that the in-
troduction of exponential family duration in the HSMM re-
sults in significant recognition improvements as compared
to the HMM. They have also indicated that for our ADLs

setting, among experimenting members of the exponential
family, the multinomial performs best. The Ps-HSMM has
been shown to be too simplistic while Ig-HSMM requires
a number of approximation steps when applied to discrete
domain, and thus despite its significant improvement over
the HMM, it is still worse than the multinomial. Finally,
this paper has completed a full investigation into a rich set
of duration modeling methods for the HSMM in the ADLs
domain.
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