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Human Hand Motion Analysis with Multisensory

Information
Zhaojie Ju Member, IEEE, and Honghai Liu Senior Member, IEEE

Abstract—In order to study and analyse human hand motions
which contain multimodal information, a generalised framework
integrating multiple sensors is proposed and consists of modules
of sensor integration, signal preprocessing, correlation study of
sensory information and motion identification. Three types of
sensors are integrated to simultaneously capture the finger angle
trajectories, the hand contact forces and the forearm electromyo-
graphy (EMG) signals. To facilitate the rapid acquisition of
human hand tasks, methods to automatically synchronise and
segment manipulation primitives are developed in the signal
preprocessing module. Correlations of the sensory information
are studied by using Empirical Copula and demonstrate there
exist significant relationships between muscle signals and finger
trajectories and between muscle signals and contact forces. In
addition, recognising different hand grasps and manipulations
based on the EMG signals is investigated by using Fuzzy
Gaussian Mixture Models (FGMMs) and results of comparative
experiments show FGMMs outperform Gaussian Mixture Models
(GMMs) and Support Vector Machine (SVM) with a higher
recognition rate. The proposed framework integrating the state-
of-the-art sensor technology with the developed algorithms pro-
vides researchers a versatile and adaptable platform for human
hand motion analysis and has potential applications especially in
robotic hand or prosthetic hand control and Human Computer
Interaction (HCI).

Index Terms—Multisensory Information, Hand Motion Anal-
ysis, Data Glove, Contact Force, EMG

I. INTRODUCTION

THE human hand contains 27 bones with roughly 25

degrees of freedom, which are driven by 17 intrinsic

muscles in the hand itself and 18 extrinsic muscles in the

forearm. Such a highly articulated and complex system is

capable of performing more complicated and dexterous tasks

than any other existing systems, and it has been regarded as a

rich source of inspiration for the engineers and scientists to de-

sign human-like robotic and prosthetic hands and to learn and

model human hand motion skills. Human hand motion analysis

is attracting engagement of more and more researchers in

the areas of neuroscience, biomedical engineering, robotics,

human-computer interaction (HCI) and Artificial Intelligence

(AI).
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Different properties involved in the human hand motions

provide people with rich sensory information such as hand

position, velocity, force and their changes with the time

to build up computational models of these motions. Hand

motion capturing systems can be mainly categorized into

different ways: data glove based capturing, markers based

capturing, vision based capturing, haptics based capturing and

Electromyography (EMG) based capturing. Data glove and

markers are preferred and have been widely adopted [1],

[2], [3] because they use highly precise sensors to achieve

hand dynamic gestures including positions, velocities and

accelerations. Vision based capturing is becoming more and

more popular mainly due to advances in computer vision

algorithms to solve the ill-posed problem of 3D construction

out of 2D images [4], [5], [6]. Compared to data gloves, using

cameras to capture the hand motions is a more natural and

non-contact way, which does not cling to hands and does

not limit movements and volumes of the finger activities.

However, the vision sensor requires quality image processing

techniques and suffers from limitations of the low accuracy

and high computational cost. Recently, commercially available

depth cameras such as Kinect have recently been successfully

employed to extract robust human body skeleton especially

for games. They have also been applied to the sign language

and hand gesture recognition [7], [8]. However, it is still

challenging to extract the skeleton of the hand, since the hand

has a small shape and high degrees of freedom compared to the

main body. Haptics/tactile/force information is an important

property of the human hand motions, especially for the object

manipulations [9], [10], [11], [12], e.g., Park et al. [13]

designed a haptic interaction system for transferring expertise

in teleoperation-based manipulation between two human users

and demonstrated that the haptic knowledge is transferable

both through the haptic force guidance as well as through the

robotic demonstration. EMG signal is the electrical potential

generated by muscle contractions and is very useful to study

human movements. Different from all above sensory informa-

tion capturing techniques, EMG signals for analysing human

hand motions are usually taken from the human forearm

instead of the hand itself, since the majority of the finger

movements are driven by the extrinsic muscles in the forearm

and it can be used to indirect estimate manipulation force

a human hand applies [14], [15]. It is the most natural and

promising way to control the prosthetic hands and attracting

more and more researchers to use such signals to analyses

human hand motions for prosthetic hands control [16], [17],

[18], HCI [19], [20] and health recovery [21], [22].

Integration of the above multiple sensory information is
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essential for the human hand motion analysis. Ceruti et al. [23]

integrated data glove with haptics sensors to capture both the

finger angles and the finger tip forces and Norman et al. [24]

employed the data glove with both finger position and contact

force information to analyse human in-hand manipulation.

Romano et al. [25] introduced the SlipGlove providing tactile

cues associated with slip between the glove and a contact

surface. Such gloves with haptic-IO capability provide the

vital information of human hand motion and greatly enhance

the capturing of human hand skills. Yang et al. [26] pro-

posed an on-line estimation method for the hand grasp force

based on the surface EMG extracted from human forearm

synchronously. More examples could be found in [27], which

presents a comprehensive review of recent scientific findings

and technologies including human hand analysis and synthesis,

hand motion capture, recognition algorithms and applications.

However, to the best of our knowledge, there are few studies,

which have integrated the muscle signals with the contact

forces and hand finger trajectories for human hand motion

analysis.
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Fig. 1. Framework of Multiple-sensor Integration for Human Hand Motion
Analysis

In this paper, we propose a framework of multiple-sensor

integration of the data glove, force sensors and EMG sensors

for human hand motion analysis, as shown in Fig. 1 based

on our previous study [28]. The framework consists of four

main components, i.e. motion capturing module, preprocessing

module, knowledge base module, and motion identification

module. The motion capturing module is to use different types

of sensors to transfer the sensory information into digital

signal recognisable to computers. In this paper, three types

of sensors are used, including CyberGlove joint angle sensors,

FingerTPS pressure sensors and Trigno wireless EMG sensors,

which capture the hand gestures, contact forces and muscle

contraction signals from various hand motions respectively.

The preprocessing module is to synchronise and filter the

original digital data and segment them into individual tasks.

Automatic synchronisation and segmentation are investigated

to improve the efficiency of the acquisition of human hand

tasks. The knowledge base module stores the human hand

motion primitives, manipulation scenarios and correlations

among the different sensory information. In the knowledge

base module, we investigate the correlations of the finger

trajectories, contact forces and EMG signals. The identification

module is to use the clustering and machine learning methods

to train the motion models using the preprocessed datasets and

to recognise new or testing data from one or more types of

sensors. Different recognition methods including Fuzzy Gaus-

sian Mixture Models (FGMMs), Gaussian Mixture Models

(GMMs) and Support Vector Machine (SVM) are investigated

for the EMG based manipulation identification and comparison

results are analysed. In addition, the desired trajectory gener-

ation module can be regarded as the link between the motion

analysis framework and specific applications. It generates the

desired trajectory based on the results of the human motion

analysis framework for applications such as controlling robotic

hand and prosthetic hand, planning animation hand motion

and HCI, e.g. adapting motion trajectories into artificial hands

[29]. The desired trajectory module is not the main focus of

this paper and will be one part of the future work. This paper

is structured as follows: The multiple sensor capture system

and the preprocessing are described in Section II. The studies

of the correlations of EMG, forces and finger trajectories in

the human hand motion knowledge based module have been

given in Section III. The motion training and recognition based

on EMG signals have been investigated in Section IV. Finally,

Section V concludes the paper with remarks.

II. MULTIPLE-SENSOR HAND MOTION CAPTURE SYSTEM

In order to capture the finger trajectories, the contact force

signals and the muscle signals, the multiple-sensor hand mo-

tion capture system consists of a high-accuracy finger joint-

angle measurement system which is CyberGlove, a wireless

tactile force measurement system from FingerTPS and a high-

frequency EMG capture system with Trigno Wireless Sensors.

In this section, the system configuration and the preprocessing

module including the hardware based synchronisation and

segmentation will be described, followed by the data capturing

at the end.

A. System Configuration

As a fully instrumented glove, the CyberGlove shown in

Fig 2.(a) uses proprietary resistive bend-sensing technology to

accurately transform hand and finger motions into real-time

digital joint-angle data and provides up to 22 high-accuracy

joint-angle measurements, where three flexion sensors per

finger, four abduction sensors, a palm-arch sensor, and sensors

to measure flexion and abduction. Tracking sensors are also

included in the CyberGlove system to measure the position

and orientation of the forearm in space. The sensor resolution
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Fig. 2. Sensors: (a) CyberGlove; (b) FingerTPS Force Sensor; (c) Trigno
Wireless EMG Sensor; (d) Multiple Sensors for One Hand

is 0.5 degrees, the repeatability is one degree, and the sampling

rate is 150 Hz. Highly sensitive capacitive-based pressure

sensors of FingerTPS shown in Fig 2.(b) have also been

utilised to reliably quantify forces applied by the human hand.

Calibration is achieved by using a reference force sensor.

The system has 6 comfortable capacitive sensors per hand,

wirelessly connected to the computer. The sensors have a

data rate of 40 Hz. The full scale range is 10-50 lbs and

the sensitivity is 0.01 lbs. Video images can be captured

and displayed in real-time, synchronised with tactile data. In

addition, the EMG capture system employs Trigno Wireless

Sensors shown in Fig 2.(c) and has 16 EMG channels and

48 accelerometer channels. The resolution is 16 bits and the

sampling rate is 4000 Hz. Its size is 37mm × 26mm ×
15mm and the range of its guaranteed performance is 40

meters. It has 64 channels of real-time analog output for

motion capture integration. Trixial accelerometers can be used

to resolve orientation with respect to the normal force, as well

as capture dynamic movements and impacts. These data are

captured simultaneously with the EMG data.

B. Synchronization

The integration of the data glove, the force sensors and the

EMG sensors requires a high-speed digital signal processor

(DSP) to acquire, process and send raw synchronised infor-

mation digitally to a PC for analysis shown in Fig. 3. The

CPU speed of the DSP is greater than 10MHz for a faster and

efficient data acquisition. The force signals from FingerTPS

and the EMG signals from the Trigno system are sampled

simultaneously at 4K samples per second by the onboard

Analog to Digital Converter (ADC). The data captured from

the CyberGlove can be gathered via a universal asynchronous

receiver/transmitter (UART) and transmit back to a computer

along with other data. The interface connection between the

DSP and the computer is USB whose maximum data transfer

rate is 10 megabits per second. The three devices are sampled

simultaneously and the resolution is 16 bits.

C. Segmentation

To separate each motion with the next motion in the

same type, before moving the hand, the hand should be in

Fig. 3. Hardware based synchronization of the data glove, the force sensor
and the EMG capture system.

intermediate state that is a flat hand with no strength. It is

assumed that the motion begins when the finger angles change

from the intermediate state, and ends when the finger angles

change to the intermediate state. In this way, the computer

can identify both the start point and end point of each motion

using threshold based methods, shown in Fig 4. Five-quick-
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Fig. 4. Start and end point for the motion separation

grasp is to do five power grasps quickly and it enables

the muscle to quickly continuously contract five times, and

enables the sensory signals with five prominent maximum

in their trajectories, simultaneously, shown in Fig. 5. These

five contractions and maximum are very easy to be identified

using peak-detection algorithms. To automatically segment

the motions, five-quick-grasp is utilised in the experiments

when one type of the motions is finished and the participants

are performing the next type of the motions. During the

experiment, even trained participants may have difficulties

in fulfilling all the tasks at one go. Usually, the motions

required in the experiment cannot be finished properly; for

example, the cup is dropped by accident. In this case, the data

recorded previously is invalid and the experiment needs to be

repeated. To solve this problem, we design a protocol that if

the motion fails, the participants need to do a four-quick-grasp

that indicates the motion recorded before is invalid. In the

separation process, the motion before the ‘four-quick-grasp’

will be deleted automatically.

Fig. 5. Intermediate State, Five-quick-grasp and Four-quick-grasp
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D. Data Capturing

The sEMG of 5 forearm muscles shown in Figure 6, i.e.

flexor carpi radialis, flexor carpi ulnaris, flexor pollicis longus,

flexor digitorum profundus and extensor digitorum, were mea-

sured. To obtain clearer signals, subjects were scrubbed with

alcohol and shaved if necessary and then electrodes were

applied over the body using the die cut medical grade double-

sided adhesive tape. Electrodes locations were selected accord-

ing to the musculoskelet of these five muscles and confirmed

by muscle specific contractions, which include manually re-

sisted finger flexion, extension and abduction. The real time

sEMG signals were visualised on a computer screen giving

participants feedback to choose the positions of electrodes

with stronger sEMG signals. During the experiments, the

accelerometers of the EMG systems and the position tracking

of the CyberGlove have not been used.

1


2


3


4


5


Fig. 6. Muscle positions

Eight healthy right-handed subjects including 2 females and

6 males volunteered for the study. Their ages range from 23 to

40 and average is 32.5 years; body height average is 175.5 cm;

body mass average is 70 kg. All participants gave informed

consent prior to the experiments and the ethical approval

for the study was obtained from University of Portsmouth

CCI Faculty Ethics Committee. All subjects were trained to

manipulate different objects. Participants had to perform ten
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Fig. 7. Hand motions including grasps and in-hand manipulations

grasps or in-hand manipulations which are shown in figure 7

and the motions are listed as following

1) Grasp and lift a book using five fingers with the thumb

abduction.

2) Grasp and lift a can full of rice using thumb, index finger

and middle finger only.

3) Grasp and lift a can full of rice using five fingers with

the thumb abduction.

4) Grasp and lift a big ball using five fingers.

5) Grasp and lift a disc container using thumb and index

finger only.

6) Uncap and cap a marker pen using thumb, index finger

and middle finger.

7) Open and close a pen box using five fingers.

8) Pick up a pencil using five fingers, flip it and place it

on the table.

9) Hold and lift a dumbbell.

10) Grasp and lift a cup using thumb, index finger and

middle finger.

The way to grasp or manipulate objects had been shown to the

participants in the demonstration before they performed and

every motion lasted about 2 to 4 seconds. Each motion was

repeated 10 times. Between every two repetitions, participants

had to relax the hands for 2 seconds in the intermediate state

that is opening hand naturally without any muscle contraction.

These intermediate states were used to segment the motions.

Once one motion with ten repetitions was finished, participants

had to relax the hand for 2 minutes before the next motion

started. This was designed to overcome the effects of muscle

fatigue.

III. CORRELATIONS OF FINGER TRAJECTORIES, CONTACT

FORCES AND THE EMG SIGNALS

The hand motion capture system integrating multiple sen-

sors provides us with the ability to study the correlations

among the finger force, the finger trajectory and the muscle

signal. Spearman’s rank correlation coefficient or Spearman’s

rho is a non-parametric measure of statistical dependence

between two variables, and it assesses how well the rela-

tionship between two variables can be described using a

monotonic function [30]. In this section, we will concentrate

on Spearman’s rho which is best-known in economic and

social statistics. Copula is a popular statistical tool to model

and estimate the distribution of random vectors by estimating

marginals and to describe the dependence between random

variables. The copula of a random vector can capture the

properties of the joint distribution which are invariant under

transformations of the univariate margins [31], so it is natural

to consider the dependence measure, Spearman’s rho, which

is based on the distribution’s copula [32]. Sklar’s theorem

is fundamental to the theory of copula and underlies most

applications of the copula. It elucidates the role that copula

plays in the relationship between multivariate distribution

functions and their univariate margins. More details of the

copula definition and Sklar’s theorem can be found in [33],

[34]. In this section, we will investigate correlations of the

sensory information using the Spearman’s rho based on the

empirical copula.

A. Empirical Copula and Dependence Estimation

The empirical copula is a characterisation of the dependence

function between variables based on observational data using

order statistics theory and it can reproduce any pattern found in
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the observed data. If the marginal distributions are normalised,

the empirical copula is the empirical distribution function for

the joint distribution.

Definition III-A.1. Let {(xk, yk)}nk=1 denote a sample of

size n from a continuous bivariate distribution. The empirical

copula [33] is the function Cn given by

Cn(
i
n
, j
n
) =

Num((x,y)|x≤x(i),y≤y(j) )

n
(1)

where i, j are variables in the copula function, 1 ≤ i, j ≤
n; Num((x, y)

∣
∣x ≤ x(i), y ≤ y(j) ) returns the number of the

pairs of (x, y) which satisfy the condition x ≤ x(i) and y ≤
y(i); x(i) and y(j), denote order statistics from the sample.

The empirical copula frequency cn is given by

cn(
i
n
, j
n
) =

{
1/n, if(x(i), y(j)) ⊂ (x, y)

0, otherwise
(2)

Note that Cn and cn are related via

Cn(
i

n
,
j

n
) =

i∑

p=1

j
∑

q=1

cn(
p

n
,
q

n
) (3)

Theorem III-A.1. Let Cn denotes the empirical copula for

the sample {(xk, yk)
n
k=1}. If ρ denotes the sample versions of

Spearman’s rho [35], [36], then

ρ = 12
n2−1

n∑

i=1

n∑

j=1

[Cn(
i
n
· j
n
)− i

n
· j
n
] (4)

As a non-parametric measure of statistical dependence be-

tween two variables, Spearman’s rho can be used to assess how

well the relationship between two variables can be described

using a monotonic function. According to the definition and

theorem, we can estimate correlations between variables using

empirical copula and Spearman’s rho.

B. Experimental Results

Fig. 8. Sensor positions in CyberGlove

In this section, correlations among Mean Absolute Value

(MAV) of sEMG signal, finger force and finger angle trajectory

have accessed by the Spearman’s rho calculated based on the

copula. A sliding window with size of 300ms and increment

of 50ms has been used to compute MAV. Fig. 6 and Fig. 8

TABLE II
RELATION BETWEEN THE MUSCLE CONTRACTION AND THE FINGER TIP

FORCE OF THE MOTION EIGHT; THE ROW INDEXES 1-5 REPRESENT THE

DIFFERENT EMG SENSORS SHOWN IN FIG. 6; THE COLUMN INDEXES 1-5
REPRESENT THE DIFFERENT FORCE SENSORS; THE RELATIVE STRONG

RELATIONS FOR EACH EMG SENSOR ARE HIGHLIGHTED

thumb index middle ring little palm

1 .32
(.08)

.26
(.09)

.28
(.10)

.56

(.07)

.62

(.09)

-.14
(.06)

2 .34
(.09)

.41

(.08)

.56

(.06)

.16
(.07)

.17
(.07)

.16
(.08)

3 .73

(.09)

.45
(.10)

.32
(.09)

.22
(.06)

.33
(.11)

-.12
(.06)

4 .33
(.09)

.45

(.07)

.42

(.06)

.21
(.05)

.32
(.07)

.02
(.11)

5 .15
(.10)

-.42

(.08)

-.46

(.08)

-.16
(.07)

-.25
(.10)

.09
(.09)

present position indexes of the EMG sensors and CyberGlove

sensors respectively. The index of the force sensors are one to

six for thumb, index finger, middle finger, ring finger, small

finger and palm respectively, shown in Fig. 2 (b). Table I

shows the average correlation coefficients (Spearman’s rho)

and their variances in the bracket for the relations between

the muscle contractions and the finger angle trajectories of the

motion eight, which is picking up a pencil and flipping it by

eight different subjects. From the table, it is clear that there

are significant relationships between the muscle signals and

the finger angle trajectories: the first muscle signal captured

from the flexor carpi ulnaris has strong positive relationships

with the little finger and ring finger movements; for the

second muscle signal, the contraction from the flexor carpi

radialis has the strongest positive relationship with the index

finger movements and the second strongest the middle finger

movements; the third muscle signal from the flexor pollicis

longus has the strongest positive relationship with the thumb

movement; similar to the second muscle signal, the fourth

muscle signal from the flexor digtorum profundus has the

strongest relationship with the index finger and the middle

finger; the fifth muscle signal from extensor digitorum has

strong inverse relationship with the index finger and the middle

finger. For each muscle signal, the strongest correlations are

highlighted in the table. In addition, from the correlation

coefficients for the sensor number 4, 8, 12 16, 20 and 22

which are measuring the finger adduction, abduction and the

angles on the palm and wrist, it is hard to see their obvious

relationships with the muscle signals compared to the flexion

and extension angles such as thumb fingers in the table.

Though the third muscle signal has ‘large’ relationship with

the sensor number 4, 12 and 16, their spearman’s rho values

are much smaller than those between the thumb finger and the

third muscle signal.

On the other hand, the relationships between the muscle

signals and the finger tip forces have also been studied and

the results are shown in the Table II. From the table, the results

are consistent with the results in the Table I except that all the

correlation coefficient averages and variances are smaller than

those in the Table I.
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TABLE I
RELATION BETWEEN THE MUSCLE CONTRACTION AND THE FINGER ANGLE TRAJECTORIES OF THE MOTION EIGHT; THE ROW INDEXES 1-5 REPRESENT

THE DIFFERENT EMG SENSORS SHOWN IN FIG. 6; THE COLUMN INDEXES 1-22 REPRESENT THE DIFFERENT CYBERGLOVE SENSORS SHOWN IN FIG. 8;
THE RELATIVE STRONG RELATIONS FOR EACH EMG SENSOR ARE HIGHLIGHTED

Thumb Finger Index Finger Middle Finger

1 2 3 4 5 6 7 8 9 10 11

1 .14 (.06) .23 (.07) -.31 (.06) -.25 (.04) .11 (.06) -.10 (.06) .17 (.04) .24 (.04) .25 (.06) .39 (.06) .29 (.07)

2 .42 (.09) -.34 (.07) .04 (.06) -.32 (.07) .55 (.10) .41 (.05) .49 (.05) .21 (.04) .81 (.09) .48 (.07) .47 (.08)

3 .73 (.04) .68 (.12) .71 (.07) -.52 (.04) .33 (.03) .55 (.10) .48 (.09) .05 (.03) .43 (.07) .39 (.08) .31 (.04)

4 .00 (.05) .17 (.07) .28 (.08) .11 (.06) .68 (.05) .45 (.06) .36 (.08) .44 (.05) .52 (.09) .44 (.05) .31 (.04)

5 -.19 (.11) .13 (.07) -.10 (.08) -.12 (.09) -.42 (.11) -.31 (.05) -.25 (.06) -.13 (.07) -.43 (.09) -.21 (.10) -.14 (.12)

Ring Finger Little Finger

12 13 14 15 16 17 18 19 20 21 22

1 -.18 (.06) .63 (.06) .51 (.06) .40 (.06) .23 (.05) .83 (.06) .49 (.06) .48 (.07) .22 (.04) -.06 (.08) -.37 (.08)

2 .32 (.08) -.07 (.06) -.37 (.09) -.38 (.05) .26 (.06) -.21 (.08) -.36 (.09) -.25 (.07) -.17 (.05) -.11 (.08) -.43 (.07)

3 .53 (.05) .18 (.08) .43 (.03) .51 (.05) .51 (.05) .21 (.06) .48 (.03) .52 (.08) .31 (.07) .19 (.10) .10 (.10)

4 .21 (.06) .30 (.08) .01 (.05) .19 (.05) -.06 (.06) .32 (.09) .16 (.05) .25 (.07) .24 (.08) .28 (.08) -.16 (.06)

5 -.08 (.10) .25 (.06) -.02 (.13) .04 (.09) -.21 (.09) .22 (.10) -.14 (.11) -.13 (.09) -.24 (.06) -.11 (.08) .16 (.08)

IV. MOTION RECOGNITION VIA EMG INTENTION

As one of the most active research areas, hand motion recog-

nition, in general, consists of neural network approaches [37],

support vector machines (SVM) methods [38], [39], rule-based

reasoning approaches [40] and probabilistic graphical models

[41], [3]. Neural networks are more efficient and achieve better

results for complex applications with a huge amount of data.

SVMs are very popular because the optimisation problem has

a unique solution, but the choice of the kernel function has

a significant effect on its performance and the best choice is

application dependent. The rule-based reasoning approaches

are easy to implement but their performance highly depends

on the applications. Probabilistic graphical models such as

hidden Markov models (HMM) and Gaussian Mixture Mod-

els (GMMs) have demonstrated their high potential in hand

gesture recognition, since they are very rich in mathematical

structure and hence their theoretical basis can be adopted

for a wide range of applications. Gaussian Mixture Models

(GMMs) are one of the most statistically mature methods in

pattern recognition and machine learning [41], [42], and has

been successfully implemented to identify the high frequency

signals such as in speech and EMG recognition [43], [44].

In our previous work [45], Fuzzy Gaussian Mixture Models

(FGMMs) are proposed with a better fitting performance and

a faster convergence speed than conventional GMMs. In this

paper, we will employ FGMMs to recognise hand motions

including different hand grasps and in-hand manipulations

via the EMG based signals. In this section, we will firstly

revisit the Expectation-Maximization (EM) algorithm for the

FGMMs and then propose the novel training and recognising

methods. The comparative experimental results and discus-

sions are given in the end.

A. Fuzzy Gaussian Mixture Models

The distance based FGMMs are chosen and referred as

FGMMs in this paper, since its performance is better than the

probability based FGMMs [45]. The processing of training

with FGMMs is summarised as follows.

Let X = {x1, x2, ..., xn} be the d dimensional observed

dataset with n samples; k ≥ 2 be the number of the com-

ponents; n be the number of the sampling points; m > 1 be

the degree of fuzziness; ε > 0 be a small preset real positive

number. The initialisation of FGMMs is achieved by Fuzzy C-

Means (FCM). The iteration of EM algorithm for the FGMMs

shows:

• E-Step: Compute ‘expected’ classes of all data points for

each class.

uit =

[
k∑

j=1

( dit

djt
)

2
m−1

]−1

(5)

where uit is the degree of membership of xt in the ith
cluster; dit is the dissimilarity between point xt and ith
cluster, which can be archived by

d2it=





exp

(

(xt−µi)
T Σ

−1
i

(xt−µi)

2

)

(αi(2π)
−

d
2 |Σi|

−

1
2 )

m−1
m

(|ai| < ε)

1

α
m−1
m

i pi(xt|θi)

(|ai| ≥ ε)

(6)

where µi is the mean and Σi is the covariance matrix

of the ith Gaussian component; αi is the weight of ith
component; a is first parameter of the standard y = ax2+
b which is used to shape the principle component axis;

pi(xt|θi) is the probability density function of point xt

to the ith component and it has:

p(xt|θ) =



Jt∑

j=1

2∏

s=1

exp

(

−l2j (vst)m

2Σs(m−1)

)

√
2π|Σs|

d∏

s=3

exp

(

−v2
stm

2Σs(m−1)

)

√
2π|Σs|





m−1
m

(7)

where lj(v1t) is the arc length of the jth projected

coordinate z = [z1j , z2j ], which is transferred from point

xt, on the standard curve principle axis; lj(v2t) is the

distance between the transferred point [v1t, v2t] and its

projected point z. More details about how to get these

projected points or transferred points can ben found in

the appendix of this paper.

• M-Step: Compute Maximum likelihood given the data’s

class membership distributions.

If |ai| < ε
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µnew
i =

n
∑

t=1
um
itxt

n
∑

t=1
um
it

(8)

Σnew
i =

n
∑

t=1
um
it (xt−µ̄i)(xt−µ̄i)

T

n
∑

t=1
um
it

(9)

If |a| ≥ ε

(Cnew
i , Tnew

i , Qnew
i ) = LSFM(PCA(X · Ui))

(10)

Ui = [ui1, . . . , uin]; PCA() is the principal component

analysis function for estimating the translation matrix

Tnew
i and rotation matrix Unew

i . LSFM() is least-

squares fitting method for estimating control parameters

Cnew
i = (a, c) which shapes the curve axis with standard

curve y = ax2 + b; and the new estimated mean and

covariance are:

µnew
i =
n
∑

t=1
um
itxt

n
∑

t=1
um
it

+ (Qnew
i )−1 [0, b, 0, · · · , 0]T

︸ ︷︷ ︸

d

+Tnew
i

(11)

Σnew
ie =

n
∑

t=1
um
it L̄

(i)
te

n
∑

t=1
um
it

(e = 1, 2) (12)

Σnew
i(3−d) =

n
∑

t=1
um
it (xt−µnew

i )(3−d)(xt−µnew
i )T(3−d)

n
∑

t=1
um
it

(13)

Details of the EM algorithm for FGMM can be found in the

appendix B.

B. Training Models via FGMMs

Root Mean Square(RMS), modelled as amplitude modulated

Gaussian random process, relates to the constant force and

non-fatiguing contraction. Suppose the EMG signal is f(t),
where 1 ≤ t ≤ N , N is the number of the sample points, then

the RMS is given by

frms(t) =

√

1
2w+1

t+w∑

i=t−w

f2(i) (14)

where 2w + 1 denotes the length of the signal window, and

1 ≤ i ≤ N . In this paper, we use RMS as the EMG feature,

since RMS shows powerful performance in robust noise toler-

ance than other time domain features such as integrated EMG,

simple square integral, mean absolute value, mean absolute

value slop, and variance [46]. The RMS feature is used both

for the FGMMs learning and recognising.

The inputs of the FGMMs include the RMS feature which

in our case is a five dimensional time series, number of

components k, degree of fuzziness m and threshold ε, which

have been discussed in Section IV-A. Then EM algorithm for

FGMMs has been utilised to find the optimised centres of the

components µ, their covariances Σ and the control parameters

C, T,Q, which are the outputs of the FGMMs and will be used

in the recognition process. For the details to implement the EM

algorithm of FGMMs, please refer to the algorithm appendix

in [45]. An example of the model trained by the introduced

FGMMs with six components on the extracted RMS is shown

in Fig. 9.

0 10 20 30 40 50 60 70 80 90 100
0

200

400

600

800

1000

1200

Time

R
M

S

Centres

Training RMS

Ti
Testing RMS

Fig. 9. An example of the FGMMs trained result with six components (blue)
on the RMS feature(greed dots); The black line is the RMS from the testing
motion; black dots are the re-sampled points for the testing RMS at Ti time
instance

C. Recognition

Supposing there are k components in the FGMMs trained

result. To recognise the testing motion, similarity function is

proposed in Equ. 15. The similarity of the testing motion and

the trained model of FGMMs is defined by the normalised

log-likelihood between the re-sampled testing points and the

FGMMs components as:

Si = 1
5k

5k∑

j=1

log

(
k∑

i=1

αipi(xTj
|θi)

)

(15)

where αi is the mixing coefcient of the ith component, if the

component’s curvature parameter ai < ε, the p(x|θ) will be

calculated by:

p(x|θ) = 1

(2π)
d
2
√

|Σ|
exp

(

− (x−µ)TΣ−1(x−µ)
2

)

(16)

if its curvature parameter ai ≥ ε, p(x|θ) is achieved by Equ.

7. xTj
is the selected points from the testing data x at the time

instance of Tj , which can be achieved by Equ. 17.

Tj = µf − ηj(µf−µf−1)
3 +

γj(µf+1−µf )
3 ; (17)

where Tj is the time sampling points for the testing data;

j ∈ (1, ..., 5 · k) ;µf is the time label of the f th component

centre; f = ⌊(j − 1)/5⌋; the parameters, η and γ, are achieved

by Equ. 18 and 19:

ηj =

{
2− [(j − 1)mod 5] if [(j − 1)mod 5] < 2
0 else

(18)

γj =

{
[(j − 1)mod 5]− 2 if [(j − 1)mod 5] > 2
0 else

(19)

where mod is the modulo operation to find the remainder of

division of one number by another.
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An example of the re-sampling process can be seen in Fig

9 where the re-sampled points are marked by the black star

points from the testing data in the black line. The idea of

resampling testing points is to reduce the computation cost and

at the same time to maintain the accuracy of the likelihood.

If the number of the points in the testing data n >> k, the

re-sampling process can manage to reduce the number of the

testing points to 5k, which can alleviate the computational

burden for the recognition. Additionally, the re-sampling pro-

cess selects the points according to the distribution of the

components, which guarantees the re-sampled points cover the

major distribution for the testing process.

D. Experimental Results

To evaluate the performance of FGMMs for classifying the

EMG signals, FGMMs are compared with both traditional

Gaussian Mixture Models (GMMs) and Support Vector Ma-

chine (SVM). To have a fare comparison, the recognition

process for GMMs is the same as FGMMs which have

been proposed in Sec. IV-C. The parameter for GMMs and

FGMMs is the number of the component ranging from 2 to 20

with increments of one. As another popular machine learning

method for classification [47], SVM use a kernel function

to implicitly map the input vector into a high-dimensional

space, and to maximise the margin between classes based

on computational statistical theory. In this paper, radial basis

function for the SVM classifier has been employed, which has

been demonstrated with satisfactory performance in pattern

recognition tasks [48], [39]. We used the one-against-all multi-

class method for the multi-label classification, where for each

label it builds a binary-class problem so instances associated

with that label are in one class and the rest are in another class.

The parameters for SVM are the kernel parameter ranging

from 1 to 10 with increments of one and penalty cost whose

range is from 1 to 501 with increments of 50 achieved by

using LIBSVM [49] package. These parameters are selected

with their best performance.
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Fig. 10. Confusion Matrix for the ten hand motions using FGMMs, where
the total accuracy is 92.75 percent

The performances of these three algorithms are evaluated

by leave-one-subject-out cross-validation. Fig. 10 presents the

confusion matrix for the ten hand motions in Sec. II-D using

FGMMs. Among the 800 testing motions, FGMMs obtain 58
errors, and the total recognition rate is 92.75%. Among the

10 motions, motion 9 has the full correct rate, and motions

1, 6, 8 and 10 also receive high recognition rate of above 95

percent. However, the worst recognition rates are due to the

misclassification of motions 2 and 4 with 20 and 19 percent

error rates respectively.
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Fig. 11. Confusion Matrix for the ten hand motions using GMM, where the
total accuracy is 87.25 percent
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Fig. 12. Confusion Matrix for the ten hand motions using SVM, where the
total accuracy is 88.13 percent

Fig. 11 and 12 show the recognition rates of GMMs and

SVM respectively. The overall accuracy for GMMs is 87.25%
and the one for SVM is 88.13%. Motion 9 achieves high

recognition rates with both GMMs and SVM methods, while

motions 4 and 7 have high error rates with both GMMs and

SVM methods. Compared with GMMs and SVM, FGMMs

have the best overall performance, which reduces the error

rate from 12.75% to 7.25%, corresponding to a more than 40
percent error reduction. Motions 1, 3, 4, 5, 6, 7, 8 and 10 all

have higher accuracies with FGMMs than with GMMs and

SVM. Only motion 2 has the lowest accuracy with FGMMs

than with GMMs and SVM. For all the methods, the motion
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9 always has a high accuracy rate, since this motion, lifting a

cambelt, needs much more force and requires much stronger

muscle contraction than others, which makes the EMG signals

more identifiable than others.
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Fig. 13. Recognition results with means and variances of different subjects
using different methods

On the other hand, Fig. 13 shows the average recognition

rates and their variances of the eight subjects using different

methods. For different subjects performing all motions, the

recognition rates range from 80% to 97%. The 2nd subjects

has the highest average accuracy rate of 94%, while the

subject eight has the lowest average rate of 84.33%. From

both the average accuracies and variances shown in Fig. 13, it

concludes that FGMMs can reduce the error rates for all the

subjects except the 5th subject, for whom the SVM has the

highest accuracy while FGMMs have the second one. When

achieving relatively high accuracy, e.g. subjects 1, 2 and 3,

FGMMs have very small variances which are smaller than

0.02. For the 6th subject, FGMMs have only five motions

misclassified and it manages to improve the recognition rates

of GMMs and SVM from around 87% to 95%. Fig. 14 presents

the box plot of different classifiers for the different subjects.

Generally, FGMMs outperform GMMs and SVM for all the

eight subjects in terms of the performance and the latter two

have similar performances with each other.

V. CONCLUDING REMARKS

In this paper, an integrated framework with multiple sensory

information for analysing human hand motions has been

proposed, providing effective solutions for motion capturing,

data synchronisation and segmentation, correlation study of the

sensory information and motion recognition. Three devices,

i.e. CyberGlove, FingerTPS and Trigno wireless EMG sensors,

have been integrated to simultaneously capture the finger angle

trajectories, the contact forces and the forearm EMG signals

at a fast sampling rate. An effective solution to automatically

segment the manipulation primitives of different motions has

been proposed using five-quick-grasp and four-quick-grasp

protocols. Ten different grasps and in-hand manipulations from
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Fig. 14. Box plot results for the different classifiers for all subjects

eight different subjects have been analysed. In the knowledge

base module, empirical copula has been employed to study

the correlations of the different sensory information and the

experimental results demonstrate there exist significant rela-

tionships between muscle signals and finger trajectories and

between muscle signals and contact forces. In the motion

recognition module, FGMMs have been used to recognise

these ten motions from eight different subjects based on RMS

features of the EMG signals and it achieved an overall 92.75

percent recognition rate, which is much higher than those of

GMMs and SVM due to its nonlinear fitting capability. In

terms of different subjects, FGMMs still outperformed the

other two with improved accuracies.

The proposed framework integrates the state-of-the-art sen-

sor technology, mature machine learning methods and signal

processing algorithms. It provides a versatile and adaptable

platform for researchers in robotics, biomedical engineering,

AI, and HCI to analyse human hand motions. The strong

correlations among the signals indicate that the muscle signals

can be potentially used to estimate the gesture or force of

the hand motions. The main application of this framework

is to control prosthetic hand via EMG signals. The proposed

classification algorithms can effectively identify the amputees

intended movements. The next step for controlling the pros-

thetic hand is to generate corresponding finger movements

including the gestures and forces. The studied correlations

in our framework provide a good reference for the further

study to generate the desired trajectories. The future work

is targeted to extend the knowledge base with human hand

motion regressed primitives from the training motions and

manipulation scenarios e.g object shape and contact points

[50], and further to apply the framework into automatically

controlling prosthetic hands such as the i-LIMB hand from

Touch Bionics.
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APPENDIX

A. Projected points

As shown in Fig. 15, supposing z = [z1j , z2j ]
T is the jth

projective point of the sample [v1t, v2t], the arc length of z is

formulated as

lj(v1t) =

∫ (z1j ,z2j)

(0,b)

√

(dz1j)2 + (dz2j)2

z is on the standard curve, so it satisfies z2 = az21 + b. So we

have

lj(v1t) =
1
2z1j

√

1 + 4a2z21j

+ 1
4|a| ln

(

2|a|z1j +
√

1 + 4a2z21j

) (20)

The distance between the sample [v1t, v2t]
T and its projective

point z is

lj(v2t) =
√

(v1t − z1j)2 + (v2t − z2j)2 (21)

Fig. 15. Projective points. The point (z1t, z2t) has three projected points,
which are marked in red star. The red curve illustrates the arc length of the
projected point (z11, z21 and the black line gives the distance between the
point (z1t, z2t) and projected point (z11, z21)

B. EM Algorithm

The EM algorithm of FGMMs is shown in Algorithm 1.
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Algorithm 1 EM algorithm of FGMMs.

Require: Fix k, m and ε {k is the number of components

2 < k < n; m is the degree of fuzziness m > 1; ε is a

small preset real positive number}.
1: U ← fcm(data, k) {Use FCM to generate matrix of the

degree of membership}
2: repeat

3: for all i such that 1 ≤ i ≤ k do

4: αnew
i =

n
∑

t=1
um
it

k
∑

i=1

n
∑

t=1
um
it

{Compute the k fuzzy mixture

weights αnew
i }

5: ai ← equation10
6: if ai < ε then

7: µnew
i ← equation8 {Compute the k fuzzy mean

vectors using equation 8 }
8: Σnew

i ← equation9 {Compute the k fuzzy covari-

ance matrices using equation 9 }
9: else

10: {Cnew
i , Tnew

i , Qnew
i } ← equation10 {Compute

the k fuzzy control parameters of standard curve,

translation and rotation matrices using equation 10

}
11: µnew

i ← equation11 {Compute the k fuzzy cen-

ters using equation 11}
12: Σnew

i ← equations12−13 {Compute the k fuzzy

covariance matrices using equations 12-13 }
13: end if

14: end for

15: Unew ← equation5 {Upgrade the fuzzy membership

using equation 5 }
16: log(L(Θ|X ))new =

n∑

t=1
log

(
k∑

i=1

αipi(xt|θi)
)

{get the

log-likelihood}
17: until

log(L(Θ|X ))new

log(L(Θ|X ))old
−1 ≤ threshold {Stop if the relative

difference of the log-likelihood between two adjacent

iterations is blow the preset threshold}
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