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Abstract

Disaster areas have been figured out as a typi-
cal usage scenario for mobile wireless ad-hoc net-
works (MANETs). In contrast to this, there are no
specific mobility or traffic models for MANETs. In
this paper we present a realistic approach to re-
alize the mobility in disaster areas based on tacti-
cal issues of civil protection. The new model is an-
alyzed and compared to Gauss-Markov and Ran-
dom Waypoint mobility models. Furthermore, we
present first simulation results. The mobility model
analysis as well as the simulation are based on two
real disasters that occurred in Germany in 1999
and 2001. We show that disaster area scenarios
have specific characteristics. Thus, they should be
considered in MANET performance evaluation.

1. Introduction

Mobile wireless ad hoc networks (MANETs)
are an area of intensive research. In many cases,
simulation is used for performance studies of al-
gorithms and protocols (e.g. routing protocols in
[1], [2], and [3]). As figured out in [4], the results
of such evaluations strongly depend on the mobil-
ity and traffic models used. Often, random based
models (e.g. Random Waypoint or Gauss-Markov)
which distribute the nodes equally over the whole
simulation area are used. These models are easy to
implement and sufficient to obtain first results, but
the movement they generate is not really human-
like. Some newer approaches take care of these as-
pects by realizing attraction points in these models
(e.g. [5]).

One usage scenario for MANETs is the disas-
ter area scenario (cf. [6]). In case of a disaster, the

whole infrastructure may be destroyed. Especially
in this situation the civil protection needs a reliable
communication not depending on any infrastruc-
ture. For this need of reliable communication, we
study whether a realistic mobility model for disas-
ter area scenarios has an impact on the results of
simulations.

In section 2 of this paper we show that in dis-
aster area scenarios the movement of the single
nodes is not randomly distributed over the com-
plete simulation area. For further motivation and
to be as close as possible to reality we deal with
two real-life scenarios in section 3. Next, we de-
scribe our mobility model in detail (section 4). Af-
ter that, we analyze this model and compare it to
some standard mobility models (section 5). Sec-
tion 6 describes some results simulating voice traf-
fic using our new mobility model. Finally, conclu-
sions and future work are discussed in section 7.

2. Civil Protection

Catastrophes, be it natural ones (like hurricanes
or tornados) or human made ones (like explosions
or fires) cause an area of destruction. In this disas-
ter area the infrastructure of the private and pub-
lic systems for mobile communication may have
been destroyed as well. Furthermore, in the major-
ity of cases there are injured people who need help.
Thus, there will be the civil protection service, in-
cluding rescue teams and fire brigades. Civil pro-
tection forces are strictly structured and their ac-
tions are strictly organized. The units do not walk
around randomly. There is one leader or a group
of leaders (technical operational command) which
tells everybody where and how to move or in
which area to work. In general, the movements are
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Figure 1. Separation of the room

driven by tactical reasons. These tactics are based
on a method called separation of the room.

The disaster area and its surrounding is (accord-
ing to [7] and [8]) divided into different areas:
incident site, casualties treatment area, transport
zone, and hospital zone. These areas are depicted
in figure 1. The incident site is the place where the
disaster actually happened. In this area there are
found affected and injured people as well as fatali-
ties, and the disaster (e.g. fire) has to be minimized.
The grey arrows show the way of the patients. The
affected and injured people are brought to the ca-
sualties treatment area. The casualties treatment
area consists of two places: the patients waiting for
treatment area and the casualties clearing station.
The patients waiting for treatment area is usually
close to the incident site. The people are rescued
from danger and wait there for their treatment.
Then they are transported to the casualties clearing
station, which is still within the disaster area. After
an extended first aid they are transported to hospi-
tal. The transport zone is an area where transport
units (ambulance coaches and rescue helicopters)
wait in stand-by areas to take these people to hos-
pitals. The technical operational command is usu-
ally located in the casualties treatment area as well.

The units belong to one of these areas. For ex-
ample, a firefighter belongs to the incident site and
an paramedic will work in the casualties treatment
area. The units sent to such an area once will typ-
ically stay there and do not leave these areas. For
the transport, even between the patients waiting for
treatment area and the casualties clearing station,
there are special transport units.

Thus, the area within which one unit moves, de-

pends on tactical issues, but is restricted to a spe-
cific area. These observations result in the mobil-
ity model described in section 4. For our mobility
model we restrict the modeled spaces to incident
site and casualties treatment area.

We are aware of one paper that has done some
simulation of a disaster area [3]. This paper is not
based on any disaster area concepts mentioned in
this section. The model is divided into parts, but
these parts can not be mapped to the described
areas. Furthermore, there is no specific mobility
model developed in [3].

Another aspect (in addition to the movement)
to be mentioned is the kind of traffic that is used
in disaster area scenarios. Today (in Germany) we
use almost only broadcast voice traffic. This voice
traffic is hierarchically organized. These facts are
also interesting for choosing the kind of traffic
used in the simulation of disaster areas. However,
as mentioned above, the main focus of this paper
is put on the area of movement patterns. There-
fore, the facts regarding a new traffic model are
not taken into account.

In this section we have figured out that the
movement of nodes depends on the different areas.
The question is how many nodes belong to one of
these areas and how large these areas are. This de-
pends on the dimension of the disaster and on the
specific scenario. Thus, the next section shortly de-
scribes two real-world scenarios.

3. Realistic Scenarios

In this section we study two real-life disasters
that happened in Germany during the past five
years. These two scenarios were selected because
they are characteristic for the separation of room
in disaster areas. Below (c.f. section 6) these two
models are used for simulation.

3.1. Wuppertal Railway Crash

The first scenario studied is the suspension rail-
way crash, that happened in Wuppertal in 1999.
The suspension railway crash was caused by a for-
gotten tool. One train hit the tool, was derailed and
crashed into the river Wupper. There were 47 peo-
ple injured and five fatalities. In this disaster there
were about 150 units (firefighters, paramedics etc.)
in action (according to [9]).

The different areas in this disaster are depicted
in figure 2. The whole area is approximately 200m
x 200m. There is one incident site, the place where
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Figure 2. Szenario: suspension rail-
way crash, Wuppertal 1999

the train crashed into the river. There are two pa-
tient waiting for treatment areas, one on each side
of the river. The patients are brought to three casu-
alties clearing stations nearby. Furthermore, there
is a technical operational command. The place of
this is not described in [9]. Anyway, we decide
to place it in the north between the two casualties
clearing stations.

3.2. Bruehl Roller-Coaster Fire

The second disaster regarded here is a fire in an
amusement park near Cologne in 2001. One attrac-
tion, the roller-coaster, caught fire. There were 70
people injured. According to [10] about 200 units
were in action.

Figure 3 shows the different areas in this dis-
aster. The whole park has a size of about 550m x
500m. There is one incident site, the place where
the roller-coaster caught fire. Nearby there is one
patient waiting for treatment area. The casualties
clearing station is on the other side of the park in
the north-east. The technical operational command
also operated from the north-east of the amuse-
ment park.

4. Disaster Area Mobility Models

In section 3 we described the disasters in Wup-
pertal and Bruehl. Now, we present assumptions
we made and the way we modeled these scenar-
ios for our analysis.

At first we made some general assumptions to
reduce the complexity of the models.

• Each unit (one person) modeled as a node
takes part in the mobile communication. This
is not obvious, because nowadays several per-
sons that belong to one unit sometimes share
one mobile terminal. Anyway, in the future

Figure 3. Szenario: fire in roller-
coaster, Bruehl 2001

each person will own a separate mobile ter-
minal.

• There are no vehicles simulated. It could have
been interesting because the speed of vehicles
would be higher. On the other hand, the sce-
narios are quite small, so that walking units
are realistic. According to [11]: “Below a
speed of about 2m/s, it is more efficient to
walk than to run.” Persons working in the civil
protection in Germany are not allowed to run,
because of the higher risk of injury when run-
ning. Thus, the maximum speed of a node
was modeled with two meters per second.

• In contrast to [3], we do not model or sim-
ulate any obstacles. Apart from the question
where to put them, the obstacles affect the
mobility of the nodes by hindering straight
line movement. However, concerning the ar-
eas of the separation of room (c.f. section 2),
obstacles only appear in the incident location.
The other areas are chosen by humans and it
is not possible e.g. to build up several tents
amidst an area containing a lot of obstacles.
At the incident location the units (e.g. fire-
fighters) will destroy larger hindering obsta-
cles. Smaller ones can be ignored, because
they only have little impact on the movement.
Furthermore, obstacles hinder a straight line
communication between two nodes. On the
one hand this aspect is quite interesting and
realistic. On the other hand we think the as-
pect of radio propagation is very complex.
Radio propagation is not totally suppressed
by obstacles. Thus, a complex radio propaga-
tion model including obstacles may be added
in future.

The different tactical areas described in section
2 are modeled as squares. The size of these ar-
eas depends on the number of units working there.
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Wuppertal Bruehl

technical operational command 15 10
casualties clearing station(s) 30 50

patients waiting for treatment area(s) 15 20
patient transport(s) 30 40

incident site 60 80

all units 150 200

Table 1. Distribution of nodes in the
different areas

The number of units depends on the scenario and
general tactical considerations [12]. Thus, the dis-
tribution of the units in the areas can be seen for
each scenario in table 1. Inside the areas the move-
ment of the nodes was modeled with the Random
Waypoint mobility model, using the modeling tool
Bonnmotion [13].

There is also movement between the different
areas. The incident site and patients waiting for
treatment area have been modeled as overlapping,
because in reality the nodes working in the in-
cident site will carry the patients to the entrance
of the patients waiting for treatment area. Thus,
the movement between incident site and casual-
ties treatment area is implicit. The movement be-
tween patient waiting for treatment area and ther-
apy place has been modeled as a direct line (route).
The route is shown in figures 2 and 3 as a grey
line. The nodes move along this route from one
end to the other. When having reached one end,
they stop there and wait for a constant time (5 sec-
onds) before setting of again. This behavior mod-
els nodes that transport patients on a barrow be-
tween the two areas. The speed of the nodes mov-
ing on this line was simulated randomly varying,
similar to the Gauss-Markov model. The minimum
speed was set to one, the maximum as already de-
scribed above up to two meters per second.

5. Mobility Model Analysis

In this section, the mobility model described in
the previous section is analyzed and the results are
compared to results of the standard Random Way-
point and Gauss-Markov model. The comparative
movements were simulated with Bonnmotion [13].
For each scenario ten movement files (30 min-
utes simulation time each) were generated and an-
alyzed for a transmission range of 50m and 100m.
Thus, the sample size of the mean and confidence
interval calculation is ten.

The metrics that are used are:
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Figure 4. Relative mobility rate ac-
cording to [3]

• the relative mobility calculated according to
[3] (“a single value M which is a function of
the relative motion of the nodes”)

• the average node degree: to how many nodes
is one node connected in average (for all
nodes throughout the whole simulation time)

• the average link duration

• the mincut: the minimum number of links be-
tween one node and its neighbors. It may be
zero in case of network partition. The results
were calculated every 10 seconds of the sim-
ulation time.

As expected, the analysis of the relative mobil-
ity shows that the degree of mobility in the disas-
ter area is at least 0.2 less than in ordinary Random
Waypoint or Gauss-Markov. This is reasonable be-
cause the movement of the nodes is restricted to
dedicated areas and routes. In figure 4, the mean
and confidence interval for movements according
to our model in the two real-life scenarios (DA)
are shown compared to Gauss-Markov (GM) and
Random Waypoint (RWP) movements over areas
of the same size. In both scenarios the relative mo-
bility in DA is less than in GM and RWP. The rate
of the “Wuppertal”-scenario is much lower than
the one in the “Bruehl”-scenario. This results from
the smaller simulation area and the long way be-
tween patients waiting for treatment area and ca-
sualties clearing station in the “Bruehl”-scenario.

By the way, in [3] higher mobility in disaster
area scenarios was analyzed. The reason for this is
probably the different scenario modeling and the
modeled vehicles that move much faster.

The second metric that was used is the aver-
age node degree. The mean average node degree
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Figure 5. Average node degree
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Figure 6. Average absolute delta of
mincut (δabs)

(figure 5) in our scenario (DA) is at least 50%
higher than in Gauss-Markov (GM) or Random
Waypoint (RWP). A higher average node degree
in combination with high load may result in prob-
lems concerning the medium access. When using
CSMA/CA (Carrier Sense Multiple Access with
Collision Avoidance) all these nodes compete for
the same medium. This may result in delays at the
packet transmission.

The higher average node degree reflects the
higher density that is an impact of assigning nodes
to dedicated areas. Another impact is higher aver-
age link duration.

A higher density should also result in larger
mincut, which was experienced as expected. How-
ever, a striking fact is that the mincut is strongly al-
ternating. Often there is a small mincut followed
by a higher one. Concentrating on this behavior
we calculated the absolute delta of the mincuts δabs

and the maximum mincut between two following
values δdif:
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Figure 7. Delta of mincut between two
values (δdif)

δabs = |min
∀i

(mincuti) − max
∀i

(mincuti)|

δdif = max
∀i

(|mincuti − mincuti+1|)
Results containing high values mean a strongly

varying mincut, zero means a partitioned network.
For all calculations the mean and confidence in-
tervals of the results are shown in figures 6 and
7. The figures show that there are at least 30%
higher values in the mincut deltas of the disaster
areas. This can be seen at the absolute (δabs) cal-
culations as well as at the ones of δdif, when fo-
cusing on the “Bruehl”-scenario. The calculation
with 100m transmission range of the “Wuppertal”-
scenario show equal values (overlapping confi-
dence intervals). This is caused by the small over-
all scenario size of 200m x 200m relative to the
transmission range of 100m. The partitions of Ran-
dom Waypoint and Gauss-Markov in the “Bruehl”-
scenario calculations with 50m transmission range
is caused by the large scenario size of 550m x
500m.

When doing simulation, the strongly alternat-
ing mincut may be observed as varying bandwidth
(or connectivity) between different areas of the ad
hoc network. Bandwidth fluctuations may result in
overload. The results of this analysis show that our
disaster area model has characteristics compared
to Gauss-Markov and Random Waypoint.

Furthermore, this is a scenario where power
control is definitely needed. If power control is
used, the average node degree could be adjusted
to optimal values and the mincut problem would
also be solved.

In the next section, we evaluate the impact on
the results of simulations.

Proceedings of the 29th Annual IEEE International Conference on Local Computer Networks (LCN’04) 
0742-1303/04 $ 20.00 IEEE 



 0

 0.2

 0.4

 0.6

 0.8

 1

1005010050

pa
ck

et
 d

el
iv

er
y 

fra
ct

io
n

Transmission Range (m)

Packet delivery fraction - mean and 0.95 confidence interval

Bruehl Wuppertal

D
A

G
M

R
W

P

D
A

G
M

R
W

P

D
A

G
M

R
W

P

D
A

G
M

R
W

P

Figure 8. Packet delivery fraction
(mean and 0.95 confidence interval)

6. Simulation

In this section the impact on simulation of the
examined observations is shown. The simulations
were done with the network simulator ns-2 [14].
Simulation was done using implementations of
the MANET routing protocol AODV [15] over an
implementation of IEEE802.11b (Wireless LAN).
Simulations were done with a transmission range
of 50m and 100m. Simulation time was set to five
minutes. The load was modeled as realtime point
to point voice traffic. There are no results available
describing a value for realistic inter-arrival time of
voice traffic calls in disaster areas. However, it can
be assumed that the amount of traffic will proba-
bly be higher than in other scenarios. In other sce-
narios, 7.5 seconds is used as a mean when sim-
ulating a high amount of traffic (cf. [16]). Thus,
the inter-arrival time of the calls was exponentially
distributed with a mean of 7.5 seconds. The length
of a call was modeled according to lognormal dis-
tribution with µ = 3.287 and σ = 0.891. This
results in an average call length of about 40 sec-
onds. These values are based on a field study [17].
The voice traffic was simulated using Voice over
IP (VoIP) (codec G.729) with a data rate of 8Kbps.

The metrics that were used to analyze the re-
sults are:

• packet delivery fraction:

data packets received
data packets sent

• normalized routing load:

number of routing packets sent
number of data packets received
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Figure 9. Normalized routing load
(mean and 0.95 confidence interval)

• transmission delay: time a packet needs for
being transmitted

The packet delivery fraction average value (fig-
ure 8) when simulating with the disaster area sce-
nario is equal (regarding confidence intervals) to
Gauss-Markov and Random Waypoint. The aver-
age value of the “Wuppertal”-scenario is about 0.1
better than the others. One reason for this is the
higher average link duration and within this the
higher density.

The normalized routing load (figure 9) of the
disaster area model is similar to the others. A
reason for the lower values in the “Wuppertal”-
scenario is again the higher density and within this
the shorter links. In the “Bruehl”-scenario the load
is higher because of the long route that may crash
quite often.

Obviously, altogether the average packet deliv-
ery fraction is quite low, because only about one
third of all packets is delivered. Furthermore, the
routing load is quite high. At least more than 10
routing packets for each data packet received. A
reason for both may be overload. In order to exam-
ine these observations in detail, attention should
be drawn to one concrete simulation. The results
shown in figures 10 to 13 are from a simulation
with a transmission range of 50m. Anyway, sim-
ulations using 100m transmission range were also
done and the results were basically the same.

A close look at the packet delivery fraction and
normalized routing load of the concrete simulation
(in intervals of 20 seconds) yields to figures 10 and
11. In the beginning of the simulation, the packet
delivery fraction is high. It is close to 100%. With
ongoing simulation time, the amount of data traffic
increases, resulting in overload. All three mobil-
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(Wuppertal, transmission range 50m)

ity models show basically the same performance.
The packet delivery fraction decreases to approx-
imately 0.1 and the normalized routing load in-
creases up to approximately 75. However, simu-
lating with the disaster area model is different. At
first it is possible to endure the higher load about
50s longer, probably because of the shorter links
(higher density). But finally the performance de-
grades and then it is even worse than the others.
It shows a lower packet delivery fraction and a
higher routing load. The reason for this is proba-
bly the poor behavior of CSMA/CA in situations
of overload in combination with the higher den-
sity, as pointed out in section 5.

Taking into consideration the application that
was simulated (VoIP), the transmission delay is
important. A packet that is too late will not be
of any use for the voice data communication. Ac-
cording to [18] a time of 150ms is advised as a
threshold. Figure 12 shows the transmission delay
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Figure 13. Packet delivery fraction
(threshold) (Wuppertal, transmission
range 50m)

in the scenario. As expected, the transmission de-
lay strongly increases in case of overload. When
calculating the packet delivery fraction only with
packets that arrive in time (below the threshold
of 150ms) the results are even worse. Figure 13
shows that there is a packet delivery fraction of
zero in case of overload, which would lead to a
total breakdown of voice. This is not supposed
to happen in disaster areas, so further research is
needed.

7. Conclusion and Future Work

Disaster area scenarios have the advantage of
structured movement based on civil protection tac-
tics. Therefore, it is possible to create a realistic
mobility model for disaster areas. According to
this model, two real-life disasters were modeled.
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The models were analyzed regarding relative mo-
bility, average node degree, average link duration,
and mincut. The analysis shows that the disaster
area model, compared to Gauss-Markov and Ran-
dom Waypoint, offers specific behavior. There is
less mobility, the average node degree and link du-
ration are higher, caused by the higher density of
the nodes. On the other hand, there is a higher
variance of the mincuts and within this also more
variance concerning bandwidth and connectivity
of the network. First simulations were also per-
formed yielding packet delivery fraction, normal-
ized routing load, and transmission delay. The sim-
ulations confirm the results of the mobility model
analysis. There is high risk of overload caused by
the higher density and strongly alternating mincut.
Concluding, we have shown that the disaster area
scenario is an interesting structured scenario with
lots of room for further studies.

One interesting aspect for further studies is the
impact of power control in disaster area scenario
simulation. Another aspect is an extension of the
mobility model to group mobility models. The
nodes that transport patients will probably do it
as a group. In this context, the reference point
group mobility model [19] may be included. Fur-
thermore, it could be interesting to model obsta-
cles that hinder communication. Further locations
like stand-by areas with cars that move faster will
increase the mobility rate and may unveil further
characteristics. It may also be interesting to model
larger scenarios and do performance evaluation of
ad hoc routing protocols in order to figure out
which one is most suitable for disaster area sce-
narios.
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07 2003. (in German).

[13] C. de Waal, “Bonnmotion - a mobility sce-
nario generation and analysis tool,” www.cs.uni-
bonn.de/IV/BonnMotion/.

[14] “The network simulator - ns-2,”
http://www.isi.edu/nsnam/ns/.

[15] C. E. Perkins, E. M. B. Royer, and D. Chakeres,
“Ad hoc on demand distance vector (aodv) rout-
ing,” INTERNET DRAFT, 10 2003. draft perkins
manet aodvbis 00.txt.

[16] M. Gerharz, C. de Waal, M. Frank, and P. James,
“A practical view on quality-of-service support in
wireless ad hoc networks,” Proc. of the 3rd IEEE
Workshop on Applications and Services in Wire-
less Networks (ASWN), Berne, Switzerland, 07
2003.
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