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Abstract

All adaptive organisms face the fundamental tradeoff between pursuing a known reward 

(exploitation) and sampling lesser-known options in search of something better (exploration). 

Theory suggests at least two strategies for solving this dilemma: a directed strategy in which 

choices are explicitly biased toward information seeking, and a random strategy in which decision 

noise leads to exploration by chance. In this work we investigated the extent to which humans use 

these two strategies. In our “Horizon task,” participants made explore– exploit decisions in two 

contexts that differed in the number of choices that they would make in the future (the time 

horizon). Participants were allowed to make either a single choice in each game (horizon 1), or 6 

sequential choices (horizon 6), giving them more opportunity to explore. By modeling the 

behavior in these two conditions, we were able to measure exploration-related changes in decision 

making and quantify the contributions of the two strategies to behavior. We found that participants 

were more information seeking and had higher decision noise with the longer horizon, suggesting 

that humans use both strategies to solve the exploration– exploitation dilemma. We thus conclude 

that both information seeking and choice variability can be controlled and put to use in the service 

of exploration.
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When you go to your favorite restaurant, do you always order the same thing, or do you try 

something new? Sticking with an old favorite ensures a good meal, but if you are willing to 

explore you might discover something better. This simple conundrum, deciding between 

something you know and something you do not, is commonly referred to as the exploration– 

exploitation dilemma (Kaelbling, Littman, & Moore, 1996; Sutton & Barto, 1998). Whether 

deciding on a meal, a vacation destination, or a life partner, this problem is an important one 

to solve.

Theoretical accounts suggest two distinct strategies for resolving this dilemma. One is 

directed exploration (Gittins & Jones, 1974; Gittins, 1979; Auer, Cesa-Bianchi, & Fischer, 

2002), in which the sampling of informative options is encouraged by an “information 

bonus.” The other strategy is random exploration (Thompson, 1933; Watkins, 1989; Bridle, 

1990), in which “decision noise” encourages exploration by chance.

Directed strategies derive from theories of optimal decision making that ensure the greatest 

amount of reward in the long run. Random strategies on the other hand, reflect simpler 

heuristics that are not generally optimal, but can perform “well enough” at a fraction of the 

computational cost. Thus in our hypothetical restaurant scenario, a directed explorer would 

weigh the benefits of a known meal against the information available for sampling 

something new, whereas a purely random explorer would simply toss a coin to decide.

Despite these differences in implementation, both strategies are driven by the same goal: 

increasing reward in the long run. Both strategies try to achieve this goal by encouraging the 

exploration of informative options. Thus a key question in understanding how humans solve 

the explore– exploit dilemma is to understand whether and how they use these two 

strategies.

Previous work looking for directed exploration in humans has led to mixed results. Some 

authors have found evidence for this strategy (Meyer & Shi, 1995; Banks, Olson, & Porter, 

1997; Frank, Doll, Oas-Terpstra, & Moreno 2009; Steyvers, Lee, & Wagenmakers, 2009; 

Lee, Zhang, Munro, & Steyvers, 2011; Payzan-LeNestour & Bossaerts, 2012; Zhang & Yu, 

2013), and others have not (Daw, O’Doherty, Dayan, Seymour, & Dolan, 2006; Payzan-

LeNestour & Bossaerts, 2011). We believe that this discrepancy occurs for two reasons: The 

first is a subtle confound between reward and information that makes directed exploration 

difficult to identify, and the second is an interaction with ambiguity preference.

The reward–information confound arises because most exploration tasks involve sequential 

decisions with partial feedback (Hertwig & Erev, 2009). This means that participants only 

receive information about the options they select, and thus the information available for a 

current decision depends crucially on choices made in the past. Because participants make 

choices to maximize their rewards, these past choices tend to favor options that have already 

proven to be rewarding, which is not surprising. As a result of this sampling bias, the more 

immediately rewarding options become better known to the participants. Thus the 

information available for playing a particular option becomes confounded with its reward, 

making directed exploration (favoring information over immediate reward) difficult to 

detect.
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This informativeness–ambiguity interaction—the fact that more informative options are also 

more ambiguous—means that directed exploration may be masked in participants who are 

ambiguity-averse (Ellsberg, 1961; Camerer & Weber, 1992), or incorrectly identified when 

participants are ambiguity-seeking (Kahn & Sarin, 1988; Bier & Connell, 1994). Thus, to 

measure directed exploration, it is important to take account of baseline attitudes to 

ambiguity.

Random exploration in human behavior has been studied in less detail than directed 

exploration. Although a certain amount of choice variability is often assumed in many 

cognitive models (Luce, 1959), including many models of exploratory behavior (Aston-

Jones & Cohen, 2005; Daw et al., 2006; Frank et al., 2009; Steyvers et al., 2009; Payzan-

LeNestour & Bossaerts, 2011; Lee et al., 2011; Payzan-LeNestour & Bossaerts, 2012; 

Zhang & Yu, 2013), relatively little experimental work has explicitly tied this variability to 

exploration. One notable exception is (Lee et al., 2011), who used a model in which random 

exploration decreased over time, although this model did not provide the best fit to their 

data. Outside of the field of decision making, Wu et al. (2014) recently showed that humans 

use and adapt motor noise to aid motor learning. Likewise, there is a growing body of 

evidence that motor noise is used by song birds as a means of exploration in song learning 

and that this noise is generated by specific neural structures (Doya & Sejnowski, 1995; 

Ölveczky, Andalman, & Fee, 2005; Kao, Doupe, & Brainard, 2005; Tumer & Brainard, 

2007).

In this study we designed a task to remove the problems associated with measuring directed 

exploration and to explicitly evaluate the contribution of choice variability to random 

exploration. In this Horizon task, participants played a series of games in which they made 

choices between two options that paid out probabilistic rewards. To remove the reward–

information confound, we carefully controlled the amount of information subjects had about 

each option before they made their choices, thus “decorrelating” information and reward. To 

account for ambiguity preference and to assess the role of choice variability in exploration, 

we varied the number of trials in each game, the horizon. This horizon manipulation took 

advantage of the fact that, whereas ambiguity preference and intrinsic sources of choice 

variability should be fixed, endogenous factors, the amount of exploration should increase 

when subjects have more trials in which to explore. Thus, we were able to identify directed 

and random exploration as changes in information seeking and decision noise with horizon. 

Using this approach we found that humans do indeed use both strategies of exploration, and 

that they adapt these strategies based on the opportunity to explore.

Method

Participants

Thirty-one participants (20 women; mean age 19.7 years; range 18–24 years) were recruited 

from the Princeton student population. Participants were not paid for their performance or 

time, but received course credit for taking part in the experiment (a follow up experiment in 

which participants were paid based on their performance is reported in the Supplementary 

Material). All participants gave informed consent, and the study was approved by the 

Princeton University Institutional Review Board.
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Horizon Task

Participants played 320 games (in four blocks of 80 games) of our Horizon task (see Figure 

1A). Each game lasted either five or 10 trials and the two game lengths were interleaved and 

counter-balanced such that there were 160 games of each length.

In each game, participants made repeated decisions between two options. Each option paid 

out between 1 and 100 points that was sampled (rounded to the nearest integer) from a 

Gaussian distribution with a fixed standard deviation of 8 points. The generative means of 

the underlying Gaussians were different for the two options and remained stable within a 

game. In each game, the mean of one option was set to either 40 or 60 points and the mean 

of the other was set relative to the mean of the first, such that the difference between the two 

was sampled from 4, 8, 12, 20, and 30. Both the identity and the difference in means were 

counterbalanced over the entire experiment.

Participants were instructed in the task with the use of a set of illustrated onscreen 

instructions. These explicitly conveyed that the means of the two options were constant over 

a game and that the variability in the options was constant over the entire experiment. 

Participants were told to maximize the points they earned and that one option was always 

better on average. The full text of the instructions is provided in the Supplementary Material.

Choice and outcome history in each game remained onscreen inside each of the slot 

machines (Figure 1A). After a particular option was played, the reward on that trial was 

added to the slot machine, whereas the corresponding space for the unplayed option was 

filled with an “XX.”

The first four trials of each game were forced-choice trials, in which only one of the options 

(cued by a green square inside the next available space) was available for participants to 

choose. We used these forced-choice trials to manipulate the information participants had 

about the two options from experience (Hertwig, Barron, Weber, & Erev, 2004) before their 

first free choice, while maintaining their active engagement in the task. The four forced-

choice trials set up two information conditions: “unequal information” (or [1 3]), in which 

one option was forced to be played once and the other three times, and “equal information” 

(or [2 2]), in which each option was forced to be played twice.

Crucially, this manipulation ensured that participants were exposed to a specified amount of 

information about each option, regardless of how rewarding it was. Furthermore, the relative 

amount of information provided about each option was independent of the relative difference 

in their means. Thus on the first free choice (the fifth trial in each game), the difference in 

the number of times each option had been sampled (and hence the difference in available 

information) had no effect on the difference in mean payout of that option (repeated-

measures ANOVA, F(2, 89) = 0.09, p = .91) thus removing the reward–information 

confound on this trial.

After the forced-choice trials, participants made either one or six free choices (Figure 1B). 

At the beginning of each game, the number of upcoming free-choice trials (i.e., the horizon) 
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was indicated by the length of the slot machines (Figure 1A), which contained an empty 

space awaiting the outcome from each of the subsequent trials.

Finally, to test whether participants were performing the task, we assessed their performance 

over the entire experiment. Any participant whose performance was not significantly 

different from chance at a threshold of p = .01 was deemed not to have performed the task 

and was excluded from the analysis. One participant was excluded in this way, leaving 30 

participants for the main analysis.

Model Fitting

We fit the behavior on the first free-choice trial using a simple logistic model. This model 

computes a value, Qa, for each option, a, and makes probabilistic choices based on these 

values. In particular, Qa is the weighted sum of the expected reward Ra, information Ia, and 

spatial location sa,

where α denotes the information bonus and B the spatial bias.

If we assume the values for each option are perturbed by logistic noise with variance σd and 

the model chooses the option with highest perturbed value, then the probability of choosing 

option a over option b is

The expected rewards Ra and Rb were set as the observed mean of the outcomes of the 

example plays for options a and b respectively, which assumes that participants have a linear 

utility function and weigh each outcome equally in the decision. Relaxing these assumptions 

did not change the main results (see Supplementary Material).

The information Ia was defined such that when option b was more informative than a in the 

unequal condition, Ib − Ia = +1, and Ib − Ia = −1, when b is less informative than a. In the 

equal condition, Ib − Ia = 0. This choice of Ia allows us to interpret the information bonus as 

the indifference point of the choice curves in Figure 2A. Similarly, the location variable sa 

was defined such that sb − sa = +1 when b is on the right and a is on the left sb − sa = −1 

when b is on the left, and a is on the right.

By fitting this choice function to participants’ data we were able to estimate the information 

bonus α the bias B, and the magnitude of decision noise σd, separately for each participant 

in each information and horizon condition.

Results

Performance was above chance (50%) in all horizon conditions (Figure 1C) and improved 

throughout each game for the longer horizon condition, indicating that participants 
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understood and were engaged in the task, and continued to learn during the free-choice 

trials. Also, as expected, after the first free-choice trial, significant correlations appeared 

between mean reward and information (Figure 1D). This result demonstrates how rapidly the 

confound between reward and information arises in a free-choice setting. Because of these 

strong correlations on later trials, our initial analysis focuses solely on the first free-choice 

trial when reward and information are independent.

Directed and Random Exploration on the First Free Choice

We computed the probability of choosing one of the options, Option A, on the first free-

choice trial as a function of the difference in means of the samples observed on the forced 

plays. By convention, we defined Option A differently in the two information conditions. In 

the unequal condition, it was the more informative option (i.e., the option played only once 

in the [1 3] forced-choice trials). In the equal condition, because both options were equally 

informative, Option A was the option on the right hand side of the screen. The resulting 

empirical choice curves along with the average fits from the model are plotted in Figure 2A 

and B for the unequal and equal conditions, respectively.

In all conditions, the probability of choosing Option A on the first free choice increased as a 

function of the difference in mean between the two options. Furthermore, for that choice, 

increasing the horizon from 1 to 6 increased the probability of choosing the more 

informative option in the unequal condition. For example, in the Horizon 6 condition, even 

when the mean of the more informative option was 8 points lower than the alternative (−8 on 

the x axis), it was still chosen 50% of the time. This change in the indifference point—the 

point at which participants were equally likely to choose either option—is indicative of 

directed exploration driven by an information bonus. That is, on the first free-choice trial in 

the Horizon 6 condition, participants behaved as though the more informative option had 

greater value.

In addition to the shift in the indifference point, there was also a change in the slope of the 

choice curves with the horizon (see Figure 2A and B). Curves in Horizon 1 were steeper 

than those in Horizon 6 for both information conditions. This change in slope is consistent 

with random exploration induced by an increase in decision noise. That is, participants’ 

choices on the first free-choice trial became more random, and hence less correlated with the 

difference in means as the horizon increased.

The model fit confirmed these informal observations, as shown in Figure 2C–E. Consistent 

with the choice curves, there was a highly significant increase in information bonus between 

horizons 1 and 6, t(29) = 5.05, p < 10−4. Likewise a repeated measures ANOVA found a 

significant increase in decision noise with horizon, F(1, 119) = 65.97, p < 10−8 in addition to 

a small main effect of information condition, F(1, 119) = 5.06, p < .05 but no interaction 

between the horizon and information conditions, F(1, 119) = 0, p = .96. Furthermore, the 

effect of the horizon held for almost all subjects (see Figure 2F–H), with 25 out of 30 

showing an increase in information bonus in the long-horizon condition, and 28 showing a 

similar increase in decision noise (observed in both of the information conditions).
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To test whether the change in information bonus with horizon was consistent with theories 

of optimal exploration, we computed the optimal information bonus for each horizon 

condition in the task by running the same fitting procedure on simulated-choice data from 

the optimal model (see Supplementary Material). The optimal information bonus, plotted as 

the green stars in Figures 2C and 2F, bears a qualitative resemblance to the estimates of the 

information bonus for the human participants, although quantitatively, participants appear to 

exhibit a greater information bonus than the optimal value. It is worth noting that, in this 

task, optimal performance is associated with zero decision noise, which is clearly quite 

different from the behavior shown by humans (Figure 2D, E).

Random Exploration Decreases Over the Course of Horizon 6 Games

The change in decision noise between horizons 1 and 6 suggests that it reflects random 

exploration, rather than intrinsic variability in performance, because there should be less 

exploration with fewer opportunities to learn. Accordingly, this adaptive process should also 

occur over the course of the horizon 6 games: On early trials, decision noise should be high, 

and on later trials, decision noise should be low.

To test this hypothesis, we looked at choice behavior on the first, third and fifth free-choice 

trials, when both options had been chosen an equal number of times, that is, in the [2 2], [3 

3], and [4 4] information conditions. By focusing on these equal information conditions, we 

removed any complications due to changes in directed exploration, as well as the deleterious 

effects of the reward–information confound (because there was no information difference to 

be confounded with reward).

The results in Figure 3 show a clear change in decision noise over the course of the game, 

with the slopes of the choice curves increasing (Figure 3A) and the fit decision-noise 

parameter decreasing (Figure 3B). A repeated-measures ANOVA on decision noise 

corroborated this observation, with a strong main effect of trial number, F(1, 119) = 35.38, p 

< 10−10. The decrease in noise between the [2 2] and other conditions was large, [2 2] vs. [3 

3], t(29) = 5.73, p < 10−5; [2 2] vs. [4 4], t(29) = 6.67, p < 10−6 and held for almost all 

subjects (see Figure 3C and D), whereas the decrease in noise between the [3 3] and [4 4] 

conditions was smaller, though still statistically significant, t(29) = 2.22, p < .05.

Discussion

In this study, we investigated the extent to which humans use directed and random 

exploration to solve the exploration–exploitation dilemma. The results indicate that humans 

use both strategies, with both information bonus and decision noise increasing between 

horizons 1 and 6.

For directed exploration, we showed that, when the horizon is longer, humans exhibit an 

information bonus that effectively increases the value of the more informative option, 

making sampling that option more likely. From a theoretical perspective this result is not 

surprising. It is well-known that information has real value for long horizons (Gittins & 

Jones, 1974; Gittins, 1979), and a carefully calibrated information bonus insures optimal or 

near-optimal exploration in many settings (Bubeck & Cesa-Bianchi, 2012).

Wilson et al. Page 7

J Exp Psychol Gen. Author manuscript; available in PMC 2017 October 11.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Experimentally, however, previous results on directed exploration have been mixed, with 

some studies finding evidence for this strategy (Meyer & Shi, 1995; Banks et al.,1997; Frank 

et al., 2009; Steyvers et al., 2009; Lee et al., 2011; Payzan-LeNestour & Bossaerts, 2012; 

Zhang & Yu, 2013) and others failing to do so (Daw et al., 2006; Payzan-LeNestour & 

Bossaerts, 2011). We believe that one reason for these mixed results is the subtle confound 

between reward and information that arises in sequential choice tasks and makes directed 

exploration both hard to observe and difficult to confirm. In the horizon task, we removed 

this confound on the first free-choice trial by manipulating reward and information before 

subjects made a free choice. This allowed us to unambiguously identify directed exploration 

on that trial. On later trials, however, the correlation between information and reward grew 

quickly making the behavior on later trials more difficult to interpret.

Although our results demonstrate the qualitative existence of directed exploration, they are 

limited in what they can tell us about its quantitative properties. In particular, because we 

had only two horizon and information conditions, it is impossible to measure how directed 

exploration changes parametrically with horizon and information. In a parallel experiment 

(Figure S6) with three horizon conditions (1, 6, and 11), we found no differences between 

horizon 6 and 11, consistent with a categorical effect of horizon (i.e., no information bonus 

for horizon 1, fixed bonus for horizon > 1). In contrast, however, analysis of later trials in the 

horizon 6 games (Figure S3) suggests a parametric decrease in information bonus over the 

game, although interpretation of this result is complicated by the reward–information 

confound discussed above, and because horizon decreases as information increases on these 

later trials.

For random exploration, our findings showed both an increase in decision noise between 

horizons 1 and 6 and a decrease in decision noise over the course of the horizon 6 games. 

Taken together, these findings provide compelling evidence that choice variability is 

adaptively modulated in the service of exploration.

Such noise-driven exploration has a long history in statistics (Thompson, 1933) and machine 

learning (Watkins, 1989; Bridle, 1990; Sutton & Barto, 1998) in terms of its simplicity, 

which allows the strategy to be applied to situations in which the optimal information bonus 

is hard to compute. Thus, random exploration driven by decision noise may represent a 

reasonable adjunct to the theoretically optimal, but costly computations required to quantify 

the information bonus and may, furthermore, even meliorate any losses when the 

information bonus is wrong. In this light, the use of random exploration by our participants 

may reflect an effort (either conscious or unconscious) to compensate for their incorrect 

setting of the information bonus. More generally, investigating this potential interaction 

between the two exploration strategies is an important direction for future research.

An important question concerns the nature of the decision noise: Is it truly random noise, 

perhaps driven by internal neural variability (Faisal, Selen & Wolpert, 2008), or is it a 

deterministic process driven by external factors (Osborne, Lisberger & Bialek, 2005), or 

suboptimal inference by the brain (Beck et al., 2012)? All of these factors would be 

interpreted as noise by our model but their sources are very different. Because arbitrary 

deterministic strategies—such as going left on every fifth trial—are impossible to exclude, 
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we used model fitting to rule out some of the better known cognitive factors (such as order 

effects, choice kernel, variance, trend bias, peak bias, and a nonlinear utility) as alternate 

explanations for the noise (see Supplementary Material). Future experiments with more 

carefully controlled stimuli—as has been used to great effect to measure the components of 

perceptual decision noise (e.g., Osborne et al., 2005)—will be needed to address this 

question more fully.

A related question asks, “How is the decision noise adapted?” Are existing sources of neural 

variability amplified, is noise explicitly injected into the system, or are the changes due to 

the adaptation of a deterministic process?” One possibility has been suggested by the 

adaptive gain theory of exploratory decision making (Aston-Jones & Cohen, 2005; McClure, 

Gilzenrat & Cohen, 2006), which proposes that decision noise is controlled by tonic levels 

of norepinephrine.

More generally, the question of the psychology and neuroscience of explore– exploit 

decisions is one that remains in need of further adaptive exploration.
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Figure 1. 
Task design (A). Example screen shots from a horizon 6 game showing the first free-choice 

trial, the result of the choice (after it is made), and the start of the second free-choice trial 

(B). Schematic showing the different trial types in the two horizon conditions. Each game 

began with four forced-choice trials before one or a sequence of six free-choice trials. In all 

conditions, the first free-choice trial (orange) was the main focus of subsequent analyses (C). 

Learning curves showing the fraction of times the correct option (i.e., the option with the 

higher generative mean) was chosen as a function of free-choice trial number for the 
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different horizon conditions. This demonstrates that participants performed at above-chance 

levels and improved as the game progressed (D). Correlation between the difference in 

observed means of each option and the difference in the number of times each option has 

been played as a function of free-choice trial number. Only the very first trial showed an 

absence of correlation; thereafter, there was a strong correlation as participants received 

more information about the more rewarding options that they selected. See the online article 

for the color version of this figure.
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Figure 2. 
Behavior on the first free-choice trial. Choice curves for the unequal (A) and equal (B) 

information conditions. Filled circles = experimental data; solid lines = average over 

participants of model-derived choice curves (A). These curves show the fraction of times the 

more informative option was chosen on the first free-choice trial as a function of the 

difference in mean between the more informative option and the less informative option. As 

the horizon increased, the more informative option was chosen more often, indicating an 

information bonus. In addition, the slope of the curves decreased, indicating a change in 
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decision noise (B). In the equal condition, as the horizon increased there was no change in 

indifference point because both options were equally informative. The slope of the curves, 

however, decreased again, consistent with an increase in decision noise with horizon. Mean 

parameter fits for the information bonus (C) and decision noise in the [1 3] condition (D) 

and decision noise in the [2 2] condition (E) showing an increase in information bonus and 

decision noise between horizons 1 and 6. Error bars are s.e.m. across participants. Scatter 

plots comparing parameter fits for individual subjects in horizon 1 and horizon 6. The 

dashed lines denote equality. This shows that the increase in information bonus (F) and 

decision noise (G and H) with horizon holds for almost all of the subjects. See the online 

article for the color version of this figure.
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Figure 3. 
Change in decision noise across the horizon 6 game (A). Choice curves for the equal 

information conditions on the first [2 2], third [3 3] and fifth [4 4] free-choice trials in 

horizon 6 games. This shows an increase in slope on the later trials relative to the first trial 

consistent with a decrease in random exploration (B). Participants’ mean decision noise 

extracted from the model fits showing a decrease in decision noise in the equal conditions 

over the horizon 6 games (C, D, E). Comparison between the individual participants’ 

decision noise in the three information conditions shows that the decrease in decision noise 

between the first and later trials holds for most subjects (C) and (D), whereas there is no 

difference between the decision noise in the [3 3] and [4 4] conditions (E). See the online 

article for the color version of this figure.
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