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ABSTRACT   

For long haul coherent optical fiber communication systems, it is significant to precisely monitor the quality 

of transmission links and optical signals. The channel capacity beyond Shannon limit of Single-mode optical 

fiber (SMOF) is achieved with the help of Multi-mode optical fiber (MMOF), where the signal is multiplexed 

in different spatial modes. To increase single-mode transmission capacity and to avoid a foreseen “capacity 

crunch”, researchers have been motivated to employ MMOF as an alternative. Furthermore, different 

multiplexing techniques could be applied in MMOF to improve the communication system. One of these 

techniques is the Optical Code Division Multiple Access (Optical-CDMA), which simplifies and 

decentralizes network controls to improve spectral efficiency and information security increasing flexibility 

in bandwidth granularity. This technique also allows synchronous and simultaneous transmission medium to 

be shared by many users. However, during the propagation of the data over the MMOF based on Optical-

CDMA, an inevitable encountered issue is pulse dispersion, nonlinearity and MAI due to mode coupling. 

Moreover, pulse dispersion, nonlinearity and MAI are significant aspects for the evaluation of the 

performance of high-speed MMOF communication systems based on Optical-CDMA. This work suggests a 

hybrid algorithm based on nonlinear algorithm (Dynamic evolving neural fuzzy inference (Dy-NFIS)) and 

linear algorithm (Recursive least squares (RLS)) equalization for ZCC code in Optical-CDMA over MMOF. 

Root mean squared error (RMSE), mean squared error (MSE) and Structural Similarity index (SSIM) are 

used to measure performance results. 
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1. Introduction  

The Internet based telecommunication infrastructure uses optical fiber for backbones [1], with the tremendous 

growth in the Internet traffic. Its bandwidth increasing demand for numerous applications is the hard reality of 

today [2, 3]. Therefore, enhancing the capacity for fiber optic is a necessary requirement to transfer larger 

amount of data. The techniques used to raise the data transmission capacity for fiber optic communication are 
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Time Division Multiple Access (TDMA), Orthogonal Frequency-Division Multiple Access (OFDMA) and 

Wavelength Division Multiple Access (WDMA). However, a large data remained to be transmitted by these 

techniques to fulfill the future needs of the end users, due to the high capacity of data projected and the existing 

optical transmission channel that operates over Single Mode Fiber (SMF) reaching their fundamental capacity 

limits [4, 5]. However, a channel capacity beyond the Shannon limit of SMF can be achieved with the help of 

Multi-Mode Optical Fiber (MMOF), where the signal is multiplexed in different spatial modes [5, 6]. Optical-

CDMA simplifies and decentralizes network control to improve spectral efficiency and information 

security, which increase flexibility in bandwidth granularity and allows synchronous and simultaneous 

transmission medium to be shared by many users. This topic has received more attention in recent 

years. However, during propagation of data over the MMOF based on Optical-CDMA, an inevitable issue 

encountered is pulse dispersion, nonlinearity and MAI due to mode coupling [7-11]. The most important 

impairment of Optical-CDMA is dispersion of pulse which causes MAI [9]. This dispersion is a time-varying 

phenomenon caused by the variation in the propagation constants of a fiber which is called mode dispersion 

with a time-varying phenomenon [8, 11-15]. It is the most critical impairment of Optical-CDMA and must be 

compensated to avoid data MAI [9]. Optical-CDMA system is common because of the excess in bandwidth 

allowing users to send data on optic cable using various techniques in the fiber optic. At high data rates, the 

pulse dispersion and MAI [16] are created by the effect of optical signal dispersion [14]. In case of optical 

communication, the focus is on negating the dispersion, which is chromatic, polarization and electrical [11, 13, 

17-19]. To improve pulse dispersion, different approaches are used to recover signal [20, 21] in optical 

communication system such as space diversity, equalization and coding for  reducing the effects of fading and 

MAI [22]. One of those methods is known as equalization used to eliminate or reduce the effects of MAI [23]. 

Minimum Mean Square Error (MMSE) filters [21, 24], Fast Fourier Transform (FFT) [25, 26], Finite Impulse 

Response (FIR) [3], Constant Modulus Algorithm (CMA) and (RLS) [13] are tapped filters some equalization 

for Optical-CDMA. They are intended for linear equalization. However, the existing equalization schemes 

suffer from undesirable excess MSE during training due to channel non-linearity, distortion and additive noise 

that affect the performance of linear equalizer. At the receiver, there is no sufficient linear equalizer for 

performances because there is a chromatic dispersion and VCSEL nonlinearities [27]. In the previous studies, 

equalization is the method utilized to compensate and reduce the transmission introduced distortion in fiber 

communications systems. This could be any process of operation of the signal minimization of distortion and 

ISI. Equalization aims to provide communications without errors through ensuring that transmitted signals over 

the link recovered by the side of the receiver as an original signal. Moreover, there are different equalizations 

implemented for Optical-CDMA. As Table 1 below reviews, there is an equal Optical-CDMA. Optical fiber 

strives as a robust technique in communication system because optical communication can handle huge data 

with high speed for a long haul and local area network. Optical-CDMA transmissions are attractive because it 

can transmit different users in a secure way that can be used in a single optical. However, in the data propagation 

over the optical communication based on Optical-CDMA, an inevitable issue encountered is ISI and MAI which 

stems from the mode coupling [21, 25]. Equalization can be used to eliminate or reduce the effects of ISI [23, 

28]. According to Table 1, which shows different equalization schemes that have developed for Optical-CDMA, 

it is mostly dependent on tapped filters intended for linear equalization.  The tuneable dispersion of the signal 

data ultra-short carrier pulses spread by the fibre optic cable is a valid method for solving this problem, [19]. 

The use of inbound pulses by the chirp control based on clock power can improve the transmission system 

performance. However, the drawbacks of this technique based on SMF and for short range are first order mode 

dispersion that is possible in overcoming the nonlinear dispersion. Two signal processing methods for 

decreasing ISI are proposed. The first method is the use of an adaptive M-ary pulse-amplitude modulation (M-

PAM) scheme[21]. This scheme has a high bandwidth efficiency allowing a high data through sending low-rate 

information. The second is diminishing ISI and MAI simultaneously while optimizing the SINR by transmitting 

waveforms and MMSE filters is designed known as joint optimal pulse shaping. The results show that both of 
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the schemes can support multiuser VLC systems with high-speed data transmission. However, this system uses 

optimization based on linear filter, which is used, for short range in Optical-CDMA over VLC. 

Table 1. Existing equalization techniques in OPTICAL-CDMA 

No Op-Link  Challenges Cite 

1 17 Km SMF Chromatic dispersion [19] 

2 VLC MAI, ISI [21] 

3 VLP MAI [25] 

4 150 KM SMF pulse dispersion [13] 

5 VLC MAI [24] 

6 VLC MAI  [29] 

7 20 KM SMF MAI [29] 

8 OPTICAL-CDMA –PON fiber MAI [16] 

9 24 users SMF MAI [18] 

10 indoor ISI [30] 

 

Moreover, the use of a central unit helps to avoid signal interferences from various transmitters in the system 

of visible light positioning (VLP). In this paper, the author [25] suggests an uncoordinated multiple access 

scheme for systems the VLP without requiring a central unit. Each transmitter is equipped with a light-emitting 

diode (LED) assigned a unique code. The code words are sent at different times by each trainmaster. By the use 

of Fast Fourier Transform (FFT), a receiver can reduce the interference among the LEDs to estimate the average 

power received from each LED, which is also used for position estimation.  However, the enhancement of the 

system based on the filter FFT to avoid the interference among the signal for a short-range channel. The first-

order modal dispersion can be compensated successfully by linear signal processing. Higher-order modal 

dispersion that occurs over long distances and high capacity can contribute to the nonlinear signal distortion and 

ISI that cannot be compensated successfully by linear signal processing [31-33]. The literature on 

telecommunication providers is forced to increase the performance of fiber networks through the improvement 

of the channel multiplexing techniques and the increase of spectral efficiency in a channel because of the 

growing bandwidth demands [13]. The most serious fiber network impairment is pulse dispersion, which could 

happen because of the chromatic dispersion. This dispersion is different wavelength travel speeds because of 

the polarization and mode dispersion (PMD)-the difference in the fiber propagation constants compensated to 

avoid ISI. For the reduction of the impact of CD PMD, the study applies Constant Modulus Algorithm (CMA) 

and RLS. However, a linear equalization used in this study based on linear dispersion occurs in simple signal 

mode fiber (SMF) which is first-order modal dispersion. Furthermore, according to, [24] a partially joint 

optimized power allocation is compared with a weighted distributed power. These two compared elements are 

two algorithms with the various distribution. CDMA plus optical on-off keying (OOK) and MMSE receiver are 

used for reducing the MAI effect in the domestic VLC system. However, the MMSE filter has been used as 

equalizer for indoor VIC network, which has less noise, which is called linear dispersion than can be 

compensated by MMSE filter. However, outdoor long communication incurs nonlinear dispersion. Based on 

[29], the author investigates offline DSP at the receiver side by down-converting the received signal to baseband. 

When CP is removed and serial to parallel (S/P), Fast Fourier Transmission (FFT) is utilized for transforming 

the baseband time-domain MC-CDMA signal to the domain of frequency.  In addition, to estimate the channel 

and recover the data, post-equalization algorithms are utilized. Because of the system, an OFDM-based 

transceiver is used. Each receiver FFT output is a narrow-band signal. This signal is equalized through the 

multiplication of a simple complex constant. However, the pre-and post-equalization have been implemented 

based on simple noise that can be recovered using simple filter. The authors [16] have used different detections 

based on PPIC, DEC, EM, and the MMSE detectors for the improvement of the limitation in Optical-CDMA 

which is MAI. However, different detections based on complexity are compared. Therefore, the system 

performance is reduced quickly as the users and bandwidth increase for long-distance. This increase raises 

complexity. One of the major limitations of an optical fiber is its effects on data-carrying capacity and the 
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reduction of the overall performance in addition to dispersion. To compensate for the chromatic dispersion in a 

multiuser Optical-CDMA, Electronic Equalization Technique (EET) is proposed. However, the filter that has 

been proposed based on a simple filter is the liner. The selection of pre-and post-equalization-based subcarrier 

to transmit power reduction in the downlink transmissions is analyzed to solve the average transmit optical 

power reduction issue in the MC-CDMA domestic optical wireless communications by the use of intensity 

modulation. Also, the direct detection shows that pre-equalization performance is usually better than post-

equalization concerning BER for the same optical transmit power [30]. Higher-order modal dispersion can 

contribute to the nonlinear signal distortion and ISI cannot be compensated successfully by linear signal 

processing [31, 32, 34]. Additionally, the transmission grows over longer distances; the nonlinear intersymbol 

interference caused by the dispersion phenomena influences the data. Nonlinear distortion in optical 

communication systems and other communication systems can be solved with the help of equalization [23, 28]. 

According to Table 1, the different equalization schemes that have been developed for Optical-CDMA are 

mostly based on tapped filters such as RLS, CMA, MMSE, and FFT classified under linear equalization. The 

previous equalization can tackle the linear problem, but unfortunately, it cannot compensate for the nonlinear 

problem [31]. The nonlinear influence of the optical fiber happens for two reasons: (1) the medium refractive 

index intensity dependence and (2) the inelastic-scattering phenomenon as in any other physical systems [35]. 

As presented in [34] in the first order, the input-output intensity waveforms relationship is linear. However, the 

higher-order influence makes the relationship nonlinear as in SMF with higher-order PMD and chromatic 

dispersion (CD). The higher-order modal dispersion can contribute to the nonlinear signal distortion and ISI 

that cannot be compensated successfully by linear signal processing [31] and the adaptive algorithms will tend 

to experience undesirable local minima in the training mode [36, 37]. These drawbacks of the linear models 

have motivated the study to adopt the hybrid nonlinear and linear models based on hybrid equalization in MMF 

to mitigate ISI and to make improvement to the channel impulse response. Responding to the discussions in the 

previous paragraphs, this study will emphasize on linear and non-linear adaptive equalization. The information 

size of optical communication networks has widely improved in the past four decades because of introducing 

and developing coherent detection, advanced modulation formats, optical amplifiers, and digital signal 

processing techniques. These developments cause a revolution in the optical communication systems. In 

addition, the Internet increases long-distance transmissions and high-capacities. Transmission impairments 

could be Kerr fiber nonlinearity laser phase noise, chromatic dispersion, and polarization mode dispersion 

degrading the long-haul high-capacity optical fiber communication system. Machine learning is a recent 

development in optical communications that could become a key enabler to develop future intelligent networks. 

For example, the techniques of powerful machine learning could cognitively operate at the physical levels and 

adaptive, low complexity transceiver units with advanced signal equalization.It could also function on 

monitoring, and digital encoding capabilities to higher layer node architectures and network topologies. This 

function can estimate future conditions of the network, demands of traffic, failures of connectivity, and threats 

of security, and accordingly to self-optimize their operation. Responding to the discussions in the previous 

paragraphs, this study emphasizes linear and non-linear adaptive equalization. It suggests a new way for Optical-

CDMA by using hybrid equalization. The nonlinear algorithm based on the Dy-NFIS algorithm offline learning 

process first clusters the data to find cluster centers, each of which has a created fuzzy rule as antecedent depends 

on the cluster center. In addition, the consequence is based on a linear function trained by the vector of that 

input. The output is derived from activated rules for each training input through back-propagation by adjusting 

the MF and the consequence of the activated rules minimizes errors [38]. In short, under Dy-NFIS, Gaussian 

MF replaces the triangular MF and optimizes the model further using back-propagation [38]. Moreover, 

DENFIS online learning and Dy-NFIS offline learning processes have been applied in different applications 

such as mobile robot navigation and object tracking [39], dynamic time series prediction [40], Risk Analysis of 

Pest Insect Establishment [41], prediction error of MacKay glass dataset [38], rainfall-runoff (R-R) modeling 

[42] online detection “Zero-day” phishing email [43]. Modeling hourly dissolved oxygen concentration[44], 

fault density prediction in aspect-oriented systems[45], ICMPv6 flood attack detection[46],Spam E-mail 

Filtering [47], Rainfall-runoff modeling [48] and Mortality Prediction [49]. The other algorithm depends on the 
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linear such as RLS, CMA, and LMS, which are used for reducing the impact of PMD and CD. The RLS can be 

supervised and blinded which recursively obtains the filter coefficients minimizing a weighted linear least-

squares cost function linked and input signals. The RLS filter converges to the same optimal filter coefficients 

similar to the Wiener filter of stationary signals [50].  It also tracks the time changes for non-stationary signals. 

This method is beneficial for many applications such as speech channel equalization, enhancement, radar with 

the filter and echo cancellation. It can also track relatively quick signal processing shifts [51] and can be useful 

in slowly changing environment. In the RLS algorithm, some primary input signal filter states and successive 

samples are utilized for the  adaption of the filter coefficients [52]. In this paper, we developed a hybrid 

algorithm based on nonlinear algorithm ((Dy-NFIS) and linear algorithm ((RLS) equalization for ZCC code in 

Optical-CDMA over Multi-Mode Optical Fiber. 

 

2. System description and proposed hybrid algorithm 

In this paper, the representation of the hybrid Dy-NFIS and RLS equalization for ZCC code in Optical-CDMA 

over Multi-Mode Optical Fiber (MMOF) shown in Figure 1 will be explained in four stages.  

2.1. Optical code division multiple access (Optical-CDMA) over MMOF 

The two first stages illustrating a block diagram of the Optical-CDMA system for three users 1D Zero Cross-

Correlation (ZCC) codes for Optical-CDMA are based on three Laguerre-Gaussian modes over multi-mode 

optical fiber (MMOF) transmission system as explained in Figure 1 (a), and (b). They have been designed and 

simulated by the use of optical-system [53, 54] and MATLAB [55, 56] software. It is composed of three parts 

– transmitter, MMOF, and receiver. The parts of transmitter consist of Spatial VCSEL, Encoding, PRBSG, NRZ 

pulse generator, and Power Combiner) components. Moreover, spatial VCSEL power is set to 1 dBm with 

different code weights. At 1.866 Gbps, a different set of modes is generated with different Laguerre-Gaussian 

modes are LG 0 1, LG 0 2, and LG 0 3 modes as shown in Figure 2 where LG modes are described 

mathematically as [57]. Here we define 𝜓ₘ͵ₙ(𝑟, 𝜑) as follows: 

𝜓(𝑟, 𝜑) =  ( 2𝑟2𝑊02  )⃒𝑛2⃒ 𝐿𝑚𝑛 ( 2𝑟2𝑊02  ) 𝑒𝑥𝑝 (  𝑟2𝑊02 ) 𝑒𝑥𝑝 (𝑗  𝜋𝑟2𝜆𝑅02  ) {𝑆𝑖𝑛(|𝑛|𝜑), 𝑛 ≥ 0𝐶𝑜𝑠(|𝑛|𝜑), 𝑛 ≥ 0} (1) 

Here, 𝑊0is spot size, 𝑅 refers to the radius of curvature, and 𝐿 (𝑛, and 𝑚) is the Laguerre Polynomial. Also, 𝑛 

and 𝑚 represent Y (the radial index) and X (the azimuthal index) indexes, respectively. Furthermore, ZCC code 

can usually be used in Optical-CDMA because it has a zero-correlation feature. A high code cardinality is taken 

into consideration to design an optimal ZCC set (with excellent auto and cross-correlation features) and to 

maximize possible user numbers (and minimum code weight and code length). Accordingly, minimizing error 

probabilities and a guaranteed QoS can be achieved [58]. Recently, on systems based on Optical-CDMA, ZCC 

is implemented for Spectral Amplitude Coding (SAC) [59-62].  In this paper, the codes are generated at the 

encoder by assigning the wavelengths. The wavelengths are chosen according to a unique code given to every 

user, as shown in Figure 2 three users based on ZCC code. According to the given data and N.R.Z., Mach 

Zehnder Modulator (MZM) is utilized for the modulation of the users’ wavelengths. Then, each user’s output 
will be combined and transmitted onto the MMOF. The second part is the optic fiber link, which is multi-mode 

Optical fiber (MMOF). MMOF which is the attenuation is assigned as 0.25 dB km. The core radius is set to 50 

nm with a 9 km maximum distance link. The final part is the receivers.  The input signal from MMOF is the 

Splitter of Power into three decoders and three users. In addition, the Photo-detector (PIN) converts the optical 

domain into the electrical domain. Therefore, Gaussian pulse shaping will be applied to implement the ideal 

signal in the communication system domain [63-68]. To implement the Gaussian pulse shaping, the number of 

channels and the number of exciting modes that will be collected from the Optical-CDMA system over multi-

mode optical fiber must be determined. Moreover, putting the channels into different time slots prevents the 

interference that may occur between channels and may cause ISI and optical nonlinear phenomenon. The 
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Gaussian function can be represented: 

𝒇(𝒙) = 𝟏𝝈√𝟐𝝅     𝒆−(𝒙−𝝁)𝟐/( 𝟐𝝈𝟐) … … … . . (𝟐) 

Here, x is the channel range of Gaussian and depends on the number of modes at receiver, μ, refers to mean or 

distribution expectation and its median of channel and 𝝈 is the standard deviation. In the suggested Gaussian 

pulse shaping, the Sigma parameter is 𝝈 = 2, the value of Sigma is the collected modes number and channels, 

whereas the Mean value is μ = 9.5 for each channel. These parameters are used in MATLAB for the production 

of three Gaussian pulse channels, which are mapped with the three channels collected from the MMOF. 

Moreover, from Figure 1 (a), and Figure 1 (b), it appears that the channel impulse response at the input state 

before multimode optical fiber system represents a different optical Gaussian pulse (ideal signal) for three users 

and three spatial visualizers of LG modes which are (LG 0 1, LG 0 2 and LG 0 3) as shown in Figure 2. The 

channel impulse response at the output state after multimode optical fiber system represent different distorted 

signal at distance 9 Km as shown in Figure 3. The result is three curves; these curves represent the Gaussian 

pulse shaping for the three channels and one curve for each. In addition, every channel has a specific time 

interval as a result no overlap will occur between these channels G1, G2, and G3 as in Figure 4. Hence, the 

collected distorted signal and Gaussian pulse shaping in its status are not suitable to apply the optimization 

process because they are in different ranges. To tackle this problem, data normalization processes are 

implemented based on the Min-Max normalization method to make this data suitable for optimization in this 

research. Moreover, data is normalized in both the distorted signal and Gaussian pulse shaping. In this 

normalization, the distorted signal should be fitted with the Gaussian pulse shaping or be in the same range. 

This work utilizes a linear normalization. The data min and max values are 0 and 1. The normalization process 

is applied to both distorted signal i.e (the distorted signal from the Optical-CDMA model) and the Gaussian 

signal. 

 
Figure 1. Optical-CDMA over multimode optical fiber modal  
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Figure 2. Illustrating three users with three modes in Optical-CDMA over MMOF 

The channel impulse response at the input state before the multimode optical fiber system represents different 

optical Gaussian signals (ideal signals) for three users and three spatial visualizers of LG modes. The channel 

impulse response at the output state following a multimode optical fiber system represents a different distorted 

pulse (b). Optical-CDMA over MMOF is based on LG modes with different optical Gaussian Pulse shaping 

based on ZCC codes, (c). The steps of the hybrid equalization are shown (d). The hybrid nonlinear and linear 

equalization are presented: 

 
Figure 3. Power coupling and pulse broadening of three users in Optical-CDMA after MMOF at distance 9 Km 

 
Figure 4. Normalized reference signal at the input state before multimode optical fiber system represents 

different optical Gaussian pulse (ideal signal) for three users and three spatial visualizers of LG modes which 

are (LG 0 1, LG 0 2, and LG 0 3) modes 
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2.2. Proposed hybrid nonlinear and linear algorithm 

To apply a hybrid algorithm for the Optical-CDMA system, we need the three distorted signals and three 

reference signals to be inserted into the hybrid equalization. In this paper, we use the nonlinear and linear 

algorithms are explained in more detail in the nest sub-Sections. 

2.2.1. Nonlinear algorithm 

An online local model which is Dynamic Evolving Neural Fuzzy Inference System (DENFIS) is proposed [40]. 

Takagi-Sugeno (TS) fuzzy inference system (FIS) is made by the algorithm [69, 70]. In this system, the fuzzy 

rules are made according to the input vector clustering results. The system progresses by the cluster and rule 

updates when the new input vectors enter the system. This is one of the reasons for the performance of DENFIS 

and an online algorithm because this technique includes various sub-groups of the data points representing the 

same features developing a rule for each of the subgroups. Online algorithms [71, 72] analyze each piece of 

input data separately. In addition, they usually attempt to quickly process the usage and speed of minimal 

memory because they made to process data streams. For this purpose, the algorithm complexity often reduces 

the input data that are discarded once analyzed. On the other hand, the offline algorithm [73-75] is capable of 

processing the whole dataset. This often better predicts accuracy because there are more data for the algorithm. 

Because DENFIS was o invented as an online algorithm. The FIS and learning techniques fulfill the expectations 

while DENFIS offline is designed with an online version of DENFIS. This design reduces the dynamic evolving 

DENFIS algorithm feature and is substituted by a more sophisticated learning algorithm. This accuracy of the 

logarithm is proved; however, there could be more applications of optimization to increase accuracy. In the 

original DENFIS algorithm, the antecedents are produced according to the cluster centers and the outcomes are 

made based on the samples close to the cluster centers. For the reduction of the computational complexity, a 

triangular membership function was utilized. This work designs an improved offline DENFIS version extending 

the original algorithm with better in-depth learning. The Dy-NFIS “is a nonlinear offline learning process 
algorithm”. The algorithm, Dy-NFIS, and Gaussian MF substitute the triangular MF. Since it grows with no 

limits, Gaussian MF produces a better cover of the problem space and the gaps which could be introduced by 

triangular MF because there could be an elimination of its finite range. In addition, Dy-NFIS optimizes the 

antecedents and outcomes by the use of back-propagation the error reduction in the active rules. In these 

improvements, Dy-NFIS could be   be more accurate because of the back-propagation caused by its Gaussian 

MF. Thus, it is more appropriate for real applications that are not critical in terms of time. 

The DyNFIS offline learning process could be as follows: 

1- Clustering the data using Fuzzy c-means (FCM) 

2- For each cluster, m fuzzy rule is created. 

3- Based on each cluster’s center position, an antecedent is created. 

4- The consequence is measured through a linear function with cluster samples. 

5- For each testing sample, the output is derived from the rules followed by adjusting the fuzzy 

membership function and the consequence by backpropagation for reducing the errors. 

6- The third step is repeated for multiple epochs/till the required accuracy is achieved. 

For example, data consist of N data pairs, variables of P input and one variable of output {[xi1, xi2,…,xij], yi}, 
i = {1, 2,…,N}, j = {1,2,…,P}. The m fuzzy rules can be explained by procedure of cluster. The lth rule is as 

follows: 

Rl: If x1 is about Fl1 and x2 is about Fl2 … xp is about Flp and then 

ni = β + x1β1 + x2β2 + >>> + xpβp …………….. (3) 
Flj are the fuzzy sets explained by the Gaussian membership function (MF): 𝐺𝑎𝑢𝑠𝑠𝑖𝑛 𝑀𝐹 = 𝛼𝑒𝑥𝑝 [− (𝑥−𝑚)22ϭ2 ] …………….. (4) 
By the modified procedure of the center average defuzzification, the output value is measured for an input vector 

xi = [x1, x2… xp]: 
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𝑓(𝑥𝑖) =  ∑ 𝑛𝑖  ∏ 𝛼𝑖𝑗𝑖𝑗 exp(− (𝑥𝑖𝑗 − 𝑚𝑖𝑗)22ϭ𝑖𝑗2𝑝𝑗−1𝑀𝑖−1∑  ∏ 𝛼𝑖𝑗𝑖𝑗 exp(− (𝑥𝑖𝑗 −  𝑚𝑖𝑗)22ϭ𝑖𝑗2𝑝𝑗−1𝑀𝑖−1 … … … … . . (5) 

DyNFIS is given a training pair of input and output [xi, ti]. The system reduces the next objective function: 𝐸 =  12 [𝑓(𝑥𝑖) − 𝑡𝑖]2 … … … … … (6) 

The backpropagation which is the steepest descent algorithm is utilized for obtaining the formulas (7)-(13) to 

optimize the parameters ni, αij, mij,ϭij, and βi𝑚𝑖𝑗(𝑘 + 1) =  𝑚𝑖𝑗(𝑘) −  𝜂𝑖𝑗𝛷(𝑥𝑖)[𝑓(𝑘)(𝑥𝑖)−𝑡𝑖]б𝑖𝑗2 (𝑘) … … … … … … … . . (7) 𝑥[𝑛𝑖(𝑘) −  𝑓(𝑘)(𝑥𝑖)][𝑥𝑖𝑗 − 𝑚𝑖𝑗(𝑘)] 𝑛𝑖(𝑘 + 1) = 𝑚𝑖𝑗(𝑘) − 𝜂𝑖𝑗𝛷(𝑥𝑖)[𝑓(𝑘)(𝑥𝑖) − 𝑡𝑖] … … … … … … … . … . (8) 𝛼𝑖𝑗(𝑘 + 1) =  𝛼𝑖𝑗(𝑘) −  𝜂𝑎𝛷(𝑥𝑖)[𝑓(𝑘)(𝑥𝑖) − 𝑡𝑖]𝛼𝑖𝑗(𝑘)  𝑥[𝑛𝑖(𝑘) − 𝑓(𝑘)(𝑥𝑖)] … … … … … … … … … … … … … … … … … … … … (9) б𝑖𝑗(𝑘 + 1) =  б𝑖𝑗(𝑘) −  𝜂𝑎𝛷(𝑥𝑖)[𝑓(𝑘)(𝑥𝑖) − 𝑡𝑖]б𝑖𝑗(𝑘)  𝑥[𝑛𝑖(𝑘) − 𝑓(𝑘)(𝑥𝑖)][𝑥𝑖𝑗 − 𝑚𝑖𝑗(𝑘)]2 … … … … … . . . … … … (10) 

𝛷(𝑥𝑖) =  ∏ 𝛼𝑝𝑗−1 exp(− (𝑥𝑖𝑗 − 𝑚𝑖𝑗)22б𝑖𝑗2∑ ∏ 𝛼𝑝𝑗−1 exp(− (𝑥𝑖𝑗 − 𝑚𝑖𝑗)22б𝑖𝑗2𝑚𝑖=1 … … … … … … (11) 

𝛽10(𝑘 + 1) =  𝛽1(𝑘)𝜂𝛽𝛷(𝑥𝑖)[𝑓(𝑘)(𝑥𝑖) − 𝑡𝑖] … … … … … … … . (12) 𝛽𝑖𝑗(𝑘 + 1) =  𝛽1(𝑘)𝜂𝛽𝛷(𝑥𝑖)[𝑓(𝑘)(𝑥𝑖) −  𝑡𝑖]𝑥𝑖𝑗 … … … … … … … . (13) 

 

Where ηm, ηn ηα ηϭ and ηβ are learning rates for updating the parameters: ni, αij, mij,ϭij, and βi respectively 

In Dy-NFIS algorithm, the below indexes are employed: 

Training data points are i=1, 2,…,N; input variables: j=1,2,…,P; fuzzy rules: l=1,2,…,M; training iterations: 
k=1,2,… 

 
Figure 5. The flowchart of the hybrid algorithm (nonlinear algorithm (Dy-NFIS)) and linear algorithm (RLS)) 

equalization. 
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Figure 6. The block diagram of the hybrid algorithm (nonlinear algorithm (Dynamic evolving neural fuzzy 

inference) and linear algorithm (Recursive least squares) equalization 

The development and implementation of the Dy-NFIS equalization approach will be processed by using 

MATLAB, the nonlinear algorithm based on Dy-NFIS, and evolving clustering method (ECM) algorithm will 

be applied to the (off-line learning). Dy-NFIS was proposed by [38], as it combines both neural network and 

fuzzy logic to introduce a powerful hybrid method by taking an advantage of the adaptive learning capability of 

neural networks and the reasoning capability of fuzzy logic. Dy-NFIS is known by the MFs and rules 

incrementally from data using evolving clustering method (ECM) algorithm. The ECM (Song and Kasabov 

2001b) is a distance-based grid partitioning method due to its incremental nature through a one-pass process 

which by including constrained minimization criteria can also be used offline. The fuzzy inference system (FIS) 

that will be utilized is a first-order Takagi-Sugeno-Kang (TSK). Moreover, at the beginning of the learning 

process [76]. The flowchart of the ECM algorithm and the following explains this [77] as shown in Figure 7. 

 
Figure7. Flowchart of ECM 

 

- The number of M clusters is generated by executing the ECM on the input vector of the initial data (n). Then, 

for each cluster, the closest points are determined. The distance determination is generally defined concerning 



 PEN Vol. 9, No. 1, February 2021, pp.253- 276 

263 

general Euclidean distance. Therefore, assuming the consideration of the center of a cluster (c) and position of 

example point (x), the distance between them (Dij). 

- The general trend of determining the point for each cluster is in accordance with the concept of the maximum 

distance between each point and the cluster center, and its comparison with a threshold value (d). 

- If the calculated distance is less than the threshold, then no cluster will be created or updated and the existing 

cluster will be known as classified. Otherwise, the algorithm will proceed to the next step for finding decision 

parameters to create/update new cluster(s).  

- Afterward, the summation value (Sij) for each cluster distance (Dij) and the cluster’s radius (Rj) is calculated. 

Having the summation values, the cluster with the minimum amount of Sij (Sa) is identified as the Ca cluster. 

Considering the Ca cluster if Sa > 2.d (d = the given threshold), a new cluster will be formed and the algorithm 

will return to its initial step.  

- Otherwise, the Ca cluster will be updated with its new radius equal to Sa/2.  

Furthermore, Dy-NFIS equalization process starts by inserting the distorted signal and reference signal from 

each channel into the equalization and then specifying the value for the distance threshold (Dthr) parameter in 

ECM. Dthr is a clustering parameter and is the only parameter to tune. The performance of ECM depends mostly 

on the choice of Dthr value which has predefined numbers. In terms of parameters, ECM is a distance-based 

clustering method that is determined by a threshold value, Dthr. This parameter influences how many clusters 

are created [40]. However, this study develops the ECM parameters of the distance threshold (Dthr) to be 

adaptive parameters based on the reference signal. In this work, we develop the ECM parameters of the distance 

threshold (Dthr) to be adaptive parameters based on the reference signal. ECM conducts the below steps: 

- ECM depends on the Threshold value between (0, 1) to find the number of clusters. 

- We used (For-Loop) from (0 to 1) with increment 0.001. 

- A vector of the clustered data has been optioned. 

- The suitable threshold value is the value that gets the nearest length to the reference signal. 

- The threshold value that gets the nearest length to the reference signal will be chosen. 

The second algorithm will be based on RLS equalization, which is based on the linear algorithm. 

2.2.2. Linear algorithm  

Furthermore, the second part of the hybrid equalization is based on the linear algorithm applied to the 

different adaptive filters. The implementation of an adaptive filter can be classified according to two aspects. 

The first is the convolution (called finite impulse response (FIR)). The second is recursion (called infinite 

impulse response (IIR)). FIR performs far better than IIR [78] because it settles to zero in finite time. The 

drawbacks are introduced using an IIR filter which is the primary motivation to use FIR filter: The IIR systems 

convergence tends to be slow due to the overlap between the movement of the poles and zeros [79]. The result 

is that even though IIR filters have fewer coefficients. Few calculations per iteration processing time to 

convergence may increase a net loss due to the number of iterations. The most common implementation for a 

linear filter is FIR, also called a transversal filter, with adjustable coefficients [80]. They are the most 

straightforward structures and require minimum computational multifaceted nature. The filter parameters 

adaptation is done by the minimization of the mean squared error (MSE) between the filter output and the 

reference signal based on a linear algorithm [81]. Moreover, there are different types of linear algorithms such 

as RLS and (LMS) algorithms. The RLS algorithm converges quicker than the LMS algorithm but has a growing 

complexity with the square of the number of weights making it unstable while there is a large number of weights 

[82]. The main function of the RLS is to update the filter weight due to the time difference. The RLS linear 

algorithm recursively shows the filter coefficients minimizing a weighted linear least-squares cost function of 

the input signals.  The RLS filter converges similar optimal filter coefficients as the Wiener filter for stationary 

signals [50] and tracks the time variations of the process for non-stationary signals. The adaptation in the RLS 

optimization algorithm begins with some primary filter state and input signal successive samples utilized for 

the adaption of the filter coefficients [52]. First, the parameter of the optimization algorithm depends on the 

trial-and-error method. The parameter of the FIR filter is the number of the tap filters, the initial weight value, 
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the parameter of the RLS algorithm, and the forgetting factor value as shown in the flowchart. In the block, the 

algorithm application is optimized by the use of the symmetry of the inverse covariance matrix P(n). This 

reduces whole computation numbers through two factors. The first is the use of the Filter length parameter for 

identifying the filter weights vector length. The second is, in the equations, the forgetting factor (0 to 1) 

parameter corresponding to λ. The corresponding RLS optimization algorithm in matrix form is P(n) [83-86]: 𝐾(𝑛) =  λ−1P(n − 1)u(n) 1 +  λ−1uᴴ(n) P(n − 1) u(n) … … … … … … … … … (17) 

 𝑦(𝑛) = 𝑤ᵀ (𝑛 − 1)𝑢(𝑛) … … … … … … … … … … … … … … … (18) 

 𝑒(𝑛) = 𝑑(𝑛) − 𝑦(𝑛) … … … … … … … … … … … … … … … … . . (19) 

 𝑤(𝑛) = 𝑤(𝑛 − 1) + 𝑘 (𝑛)𝑒(𝑛) … … … … … … … … … … … … (20) 

 𝑃(𝑛) =  λ−1 P(n − 1) −  λ−1 k(n) uᴴ(n)P(𝑛 − 1) … … … … (21) 

In the above equation, λ-1 is the exponential weighting factor reciprocal, n is the current time index, the 

normalized distorted input signal is u (n) while d(n) is the normalized reference signal. In addition, λ refers to 
the forgetting factor, k (n) is the gain vector and the error signal is e(n) and y(n) indicates the filtered output. 

Also, the w(n) the is vector of filter tap estimates while P(n) is the inverses correlation matrix [87]. The 

algorithm is updated based on the knowledge error signal e(n) and the normalized distorted input signal x(n). 

The error signal is the variation between the filter coefficient output d(n) and the normalized reference signal 

d(n). [88]  

Finally, the filter coefficients are tuned perfectly and the error is minimized. An adaptive filter needs the 

normalized reference signal d(n) to compute the error signal e(n) for the RLS optimization algorithm. In 

contrast, RLS has one parameter, which is the forgetting factor. The forgetting factor is a predefined number 

between 0 and 1 and is used for the learning algorithm to optimize the tap coefficients of the FIR filter. The 

overall performance of the RLS algorithm is adjusted by the forgetting factor. The value of this parameter leads 

to a compromise between low maladjustment and stability on the one hand, and fast convergence rate and 

tracking on the other hand. In this study, the RLS algorithm will choose this specific forgetting factor parameter 

adaptively based on a genetic algorithm that will get better performance for the equalization process. RLS will 

obtain good performance after the pre-convergence. The adaptive forgetting factor is based on a Genetic 

algorithm and the process of using adaptive forgetting factor will be through the following steps. 

- Create search space of forgetting factor value from the range [0, 1] with increment 0.1. 

- Select the value from the search space randomly. 

- Apply crossover to generate new value. 

- Mutate the final value that will be applied as a forgetting factor. 

- Apply this value of forgetting factor to RLS to start. 

- Get the result of MSE by comparing the signal from RLS and the reference signal. 

- Save the value of the MSE with their forgetting factor. 

- If the search space is finished and then compare the MSE to get the minimum MSE.  

- Fix the parameter of forgetting factor with minimum MSE and get the final output from the RLS 

algorithm, which is equalized signal. 

Furthermore, the performance measurement in this study relies on RMSE) [89], MSE [88] and SSIM as 

explained in the next section 
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3. Results and discussion 

This study developed hybrid equalizations to reduce Kerr nonlinear distortion in OPTICAL-CDMA over multi-

mode optical fiber (MMOF). Furthermore, the performance measurement of the proposed hybrid nonlinear and 

linear algorithm is based on four performance measurements of RMSE [89], MSE [88], and SSIM.  

• MSE is the most important criterion used to evaluate the performance of an equalization which is the 

average of the square error between the two signals [88]. The MSE function can be calculated from equation 

𝑀𝑆𝐸 = 1𝑁 ∑(𝑂𝑖 − 𝑃𝑖)2𝑁
𝑖=1 … … … … . (22) 

Here, n is the data length, i indicates the first index of the data matrix, distorted is the distorted signal matrix 

and Gaussian signal is the matrix of the designed ideal signal. 

• RMSE is an estimator measuring the average of the error squares. These squares are the variation 

between the distorted signal and reference signal [44]. RMSE has been used in  networking researches [89]. 

𝑅𝑀𝑆𝐸 = √ 1𝑁 ∑(𝑂𝑖 − 𝑃𝑖)2𝑁
𝑖=1 … … … … … . . (23) 

• SSIM entails a method to measure how similar are the two signals. The SSIM index could be a quality 

measure of a signal compared providing that the other signal is a perfect quality in this work [90].   

Here, we illustrate the achieved outcomes of hybrid equalization techniques in the Optical-CDMA over MMOF 

based on nonlinear and linear digital signal processing (DSP) for high-capacity optical communication 

networks. In the hybrid equalization, we have run the system based on adaptive parameters. These results have 

been compared to get the best results. Furthermore, as mentioned above, the performance measurement results 

in this study depend on MSE [88], RMSE [89], and SSI illustrated in Figure 8, Figure 9, Figure 10, and Figure 

11 and Table 1, Table 2, and Table 3.  

 
Figure 8. The representations of the three equalized signals at the receiver after a hybrid algorithm 
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The parameters of the hybrid equalizations are ECM parameters of the adaptive distance threshold (A-Dthr) in 

Dy-NFIS and the parameters of RLS based on (adaptive forgetting factor (A-FF)) are important for the results. 

In this study, the setting of the parameters based on adaptive parameters. These parameters are adaptive distance 

threshold (A-Dthr) and adaptive forgetting factor (A-FF)) value for all the users. Then, the distorted signals are 

removed. Settings the parameters depend on the adaptive parameter as mentioned before; the values of the 

adaptive distance threshold (A-Dthr) of the Dy-NFIS algorithm are between 0 to 1. The parameters of the RLS 

algorithm are based on the adaptive parameters which are adaptive forgetting factors (A-FF) that are between 

(0 to 1). The adaptive parameters that have been chosen for the hybrid equalizations are (Adaptive distance 

threshold (A-Dthr), and Adaptive forgetting factor (A-AF)). Form Figure 9 shows that the parameters for Ch1: 

User 1are site to (0.066, and 0.1). In Ch2, User 2 (0.018, and 0.6) are 0.022, and 0.2 while for Ch3, User 3,the 

results of the three channels are represented in Figure 8 that show there are no interferences between the three 

signals. 

 

 
Figure 9. The results of MSE before and after a hybrid equalization. 

Figure 9 and Table 1 show that for Ch1, User 1, the parameters are (A-Dthr 0.066, and AF-F 0.1) and the results 

of MSE before the hybrid equalization are 0.1485 and after hybrid equalization become 4.49E-04. With Ch2, 

User 2, the parameters are (A-Dthr 0.018, and 0.6). The results of MSE before the hybrid equalization are 0.1007 

and following a hybrid equalization, it is 4.89E-05. For Ch3, User 3, the parameters are A-Dthr 0.022, and AF-

F 0.2, and the result of MSE of the pre- hybrid equalization is 0.1228 and post hybrid equalization is 1.59E-04.  

The standard MSE value is about zero, as the hybrid equalization for three equalized channels is almost near to 

zero. Moreover, Figure 10 and Table 2 above illustrate the results of RMSE for three channels. In Ch1, User 1, 

the parameters are A-Dthr 0.066, and AF-F 0.1 with a value of RMSE before the hybrid equalization (0.3854). 

It becomes 0.0212 after the hybrid equalization. With Ch2, User 2, the parameters are A-Dthr 0.018, and 0.6 

with 0.3173. RMSE before and after the hybrid equalization is 0.3173 and 0.0070 respectively. For Ch3, User 

3, the parameters are A-Dthr 0.022, and AF-F 0.2 and (0.3504) RMSE before the hybrid equalization and 

(0.0126) after the hybrid equalization is r. The standard RMSE value is nearly zero for three equalized channels 

is almost near to zero.  

 

Table 2. The results of MSE before and after a hybrid equalization 

Channels MSE results before a hybrid equalization MSE results after a hybrid equalization 

Channel 1 0.1485 4.49E-04 

Channel 2 0.1007 4.89E-05 

Channel 3 0.1228 1.59E-04 
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Figure 10. The results of RMSE before and after a hybrid equalization 

 

Table 3. The results of RMSE before and after a hybrid equalization 

Channels RMSE results before Equalization RMSE results after a hybrid Equalization 

Channel 1 0.3854 0.0212 

Channel 2 0.3173 0.0070 

Channel 3 0.3504 0.0126 

 

Furthermore, From Figure 11 and Table 4 above illustrate the results of Structural Similarity index for three 

channels. In Ch1, User 1, the parameters are A-Dthr 0.066, and AF-F 0.1 and the results of SSIM before the 

hybrid equalization is 0.1407 and after hybrid equalization 0.9650as show in Figure 8. Also, the representations 

of the Ch1, User 1, the equalized signal is distorted signals that have been eliminated. With Ch2, User 2, the 

parameters are A-Dthr 0.018, and 0.6 and the results of SSIM before the hybrid equalization is 0.2090 and 

turned to be  0.9014 following the hybrid equalization as shown in Figure 8. The Ch2, User 2, the equalized 

signal is showed that distorted has been eliminated. For Ch3: User 3: the parameters are (A-Dthr 0.022, and AF-

F 0.2), and the results of SSIM before the hybrid equalization is (0.0577) and after hybrid equalization is 

(0.7864). Figure 8 shows the representations of the Ch3, User 3, of the equalized signal that is distorted 

eliminated. SSIM index is a quality measure of one of the signals being compared provided the other signal is 

regarded as of perfect quality in this research. The standard SSIM value is to be near to one, which can see from 

the results above that after using hybrid equalization for three equalized channels is almost near to one. The 

distortions signal and the noise from the signals have been eliminated. In the next section we will explain the 

evaluation study. 

 
Figure 11. The results of the Structural Similarity Index (SSIM) before and after a hybrid equalization. 
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Table 4. The results of the Structural Similarity Index (SSIM) before and after a hybrid equalization 

Channels SSIM results before Equalizations SSIM results after a hybrid Equalization 

Channel 1 0.1407 0.9650 

Channel 2 0.2090 0.9014 

Channel 3 0.0577 0.7864 

 

4. Compression study  

In this study, the equalization for OPTICAL-CDMA over MMOF based on hybrid nonlinear and linear 

equalization will be evaluated by comparing it with the previous equalization-based MSE, RMSE, and SSIM 

measurements. We reviewed different literature reviews and, this study compares Dy-NFIS-RLS algorithms 

with RLS algorithm. Figure 12 (a, b, and c) shows the three distorted signals before equalization and the three 

equalized signals after RLS equalizations. The three equalized signals appear after Dy-NFIS- RLS 

equalizations. We can see that the DyNFIS-RLS equalization can reduce the noise in the signal when compared 

to RLS equalization.  

 

 
Figure 12.  (a) the representation of three distorted signals pre-and-post a hybrid equalization signal after RLS 

equalizations (c) the representation of three equalized signals after Dy-NFIS- RLS equalizations 

 

Moreover, Table 4 and Figure 13 represent the compression results based on the MSE of three distorted signals 

of the three channels before equalization. For User 1: CH1 the results of MSE are 0.1485 while User 2: CH2 

and User 3: CH3 are 0.1007 and 0.1228 respectively. For User 1, CH1 and User 2, CH2, the MSE results after 

RLS equalizations are 0.0416 and 0.0404 respectively, However, the third is 0.0352 based on RLS parameters 

which are 5 tap filters for each of the three channels, (0.7 forgetting factor value) for channel 1, (0.4 forgetting 

factor value) for channel 2, and the forgetting factor value is 0.2 for channel 3. The results of MSE after a hybrid 

Dy-NFIS- RLS equalizations for Ch1, User 1, the parameters are A-Dthr 0.066, and AF-F 0.1 and the results of 

MSE after hybrid equalization 4.49E-04. With Ch2, User 2, the parameters are A-Dthr 0.018, and 0.6, the results 

of MSE after hybrid equalization is 4.89E-05. For Ch3, User 3, the parameters are A-Dthr 0.022, and AF-F 0.2, 

and the results of MSE after hybrid equalization is 1.59E-04. The standard MSE value is approximately zero 

and the hybrid equalizations have been reduced the noise. In addition, the distorted nonlinear and the noise in 

the three channels are successful.  
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Figure 13. The results of MSE of the three distorted signals before equalization, the three equalized signals after 

RLS equalizations, and the three equalized signals after Dy-NFIS- RLS equalizations. 

 

Table 5. The results of MSE of the three distorted signals before equalization, the three equalized signals after 

RLS equalization, and the three equalized signals after Dy-NFIS- RLS equalizations 

Channels MSE results before a 

hybrid equalization 

MSE results after 

RLS equalization 

MSE results after Dy-NFIS-

RLS equalization 

User 1 :Ch1 
0.1485 0.0417 4.49E-04 

User 1 :Ch1 
0.1006 0.0404 4.89E-05 

User 1 :Ch1 
0.1227 0.0352 1.59E-04 

 

 
Figure 14. The results of RMSE of the three distorted signals before equalization, the three equalized signals 

after RLS equalizations, and the three equalized signals after Dy-NFIS- RLS equalizations. 
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Table 6. The results of RMSE of the three distorted signals before equalization, the three equalized signals after 

RLS equalization, and the three equalized signals after Dy-NFIS- RLS equalizations 

Channels RMSE results before 

a hybrid equalization 

RMSE results after 

RLS equalization 

RMSE results after 

Dy-NFIS-RLS equalization 

User 1 :Ch1 0.3854 0.2010 0.0212 

User 1 :Ch1 0.3173 0.2010 0.0070 

User 1 :Ch1 0.3504 0.1968 0.0126 

Table 6 and Figure 14 show that RMSE results for the distorted signal for User 1, CH1, is 0.3854 while it is 

respective 0.3173, and 0.3504 for User 2: CH2 and User 3: CH3. RMSE results for the equalized signal after 

RLS equalization for User 1, CH1, User 2, CH2 and User 3, CH3 are 0.2010, 0.2010, and 0.1968 based on 5 

tap filters for all the channels and the forgetting factor value for the User, CH1 is 0.7 the User 2, CH2 0.4 and 

the User 3, CH3 0.2. The equalized signals of the first channel are 0.2010 and the second shows 0.2010 while 

it seems to be 0.1968 based on RLS 5 tap filter, 0.7 for all the channels. The forgetting value for the first channel 

is 0.7 the second 0.4 and the third 0.2. The three equalized signals after hybrid Dy-NFIS- RLS equalizations are 

for Ch1: User 1: the parameters are (A-Dthr 0.066, and AF-F 0.1) and the results of MSE after hybrid 

equalization become (4.49E-04). With Ch2, User 2, the parameters are A-Dthr 0.018, and 0.6. The MSE after 

hybrid equalization is 4.89E-05. For Ch3, User 3, the parameters are A-Dthr 0.022, and AF-F 0.2, and MSE 

after hybrid equalization is 1.59E-04. The standard RMSE value is about zero following the use of the hybrid 

equalization, the distorted nonlinear, and the noise in the three channels become proximately zero, which is 

lower than that of RLS equalization. 

 
Figure 15. The results of SSIM of the three distorted signals before equalization and the three equalized 

signals after RLS equalizations and the three equalized signals after Dy-NFIS- RLS equalizations. 

 

Table 7. The results of SSIM of the three distorted signals before equalization and the three equalized signals 

after RLS equalization and the three equalized signals after Dy-NFIS- RLS equalizations. 

Channels SSIM results before 

a hybrid equalization 

SSIM results after 

RLS equalization 

SSIM results after 

Dy-NFIS-RLS equalization 

User 1 :Ch1 0.1407 0.6272 0.9710 

User 1 :Ch1 0.2090 0.6384 0.8764 

User 1 :Ch1 0.0577 0.6361 0.9358 

 

Table 7 and Figure 15 show the SSIM results of three distorted signals, In User 1, CH1, User 2, CH2, and User 

3, CH3 are 0.1407, 0.2090, and 0.0577. SSIM results of the three equalized signals after RLS equalizations for 
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User 1, CH1, User 2, CH2, and User 3, CH3 are 0.6272, 0.6384, and 0.6361. When the tap filter of the RLS 

parameter is 5 for each of the three channels, the forgetting factor values for User 1, CH1; User 2: CH2 is 0.7, 

and 0.4 while User 3, CH3, the forgetting factor value is 0.2. The three equalized signals after hybrid Dy-NFIS- 

RLS equalizations in Ch1, User 1, the parameters are A-Dthr 0.066, and AF-F 0.1 and the results of SSIM 

following the hybrid equalization 0.9650. In Ch1, User, the equalized signal shows that the distorted signal has 

been eliminated. With Ch2, User 2, the parameters are A-Dthr 0.018, and 0.6) and the results of SSIM after 

hybrid equalization is 0.9014. As shown in Figure 8, the representations of the Ch2, User 2, the equalized signal 

is distorted and has been eliminated. For Ch3, User 3, the parameters are A-Dthr 0.022 and AF-F 0.2, and the 

results of SSIM after hybrid equalization is 0.7864. In Ch3, User 3, the equalized signal is distorted eliminated. 

SSIM index is a quality measure of one of the signals being compared provided that the other signal is regarded 

as of perfect quality in this research. The standard SSIM value is about one. The results above show that after 

using hybrid equalization for the three equalized channels is almost near to one. The distortions signal and the 

noise from the signals have been eliminated. 

5. Conclusion  

Today, the methods of creation, control, manipulation, and measurement of ultrashort optical pulses and certain 

waveforms are very significant in many scientific fields, such as ultrahigh-speed optical communications. 

Machine learning plays an important role in the optical communication system to manipulate the distortion in 

the quality of signals. However, during the propagation of data over the MMOF based on OPTICAL-CDMA, 

an inevitable encountered issue is pulse dispersion, nonlinearity, and MAI due to mode coupling. Moreover, 

pulse dispersion, nonlinearity, and MAI are important for the evaluation of the performance of high-speed 

MMOF communication systems based on the OPTICAL-CDMA. This work developed a hybrid algorithm 

according to a nonlinear algorithm (Dynamic evolving neural fuzzy inference (Dy-NFIS)) and a linear algorithm 

(Recursive least squares (RLS)) equalization for ZCC code in OPTICAL-CDMA over MMOF that have been 

successfully totally reduced. Then, the nonlinear is distorted and the noise is reduced. The parameters of the 

hybrid algorithm have been applied based on the adaptive parameters and the best parameters that have been 

chosen to enhance the performance of hybrid equalizations. The performance measurement is evaluated 

according to RMSE, MSE, and SSIM with RLS equalizations. 
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