
Hybrid Index Organizations for Text Uatamses 

Chrisros Faloursost H. V. Japdish 

Univcrsily of Maryland AT&T Ecll Laboratories 
College Park, MD Murray Hill. NJ 

ABSTRACT 

Due to the skewed nature of the frequency distribution of term occurrence (e.g., Zipf’s law) it is unlikely 

that any single technique for indexing text can do well in all situations. In this paper we propose a hybrid 

approach to indexing text? and show how it can outperform the traditional inverted B-tree index both in 

storage overhead, in time to perform a retrieval, and, for dynamic databases, in time for an insertion, both 

for single term and for multiple term queries. We demonstrate the benefits of our technique on a database 

of stories from the Associated Press news wire, and we provide formulae and guidelines on how to make 

optimal choices of the design parameters in real applications. 

1. INTRODUCTION 

Unformatted databases are rapidly gaining popularity, particularly for the dissemination of text and other 

“free-format” information. This information is divided into pieces, which we shall refer to as docu- 

ments in this paper, though each piece could well be a page from a book, a “hypercard”. an image, a bar 

of music, or whatever, 

Each document has several terms that may be used as keys to retrieve the document. For a text doc- 

ument, these terms could simply be all the words in the text, Alternatively, they could be more complex 

entities, such as, word pairs or triples. There is usually a “stop-list” of common words that cannot be 

used as key terms. Sometimes a list of “keywords” is explicitly specified and only these may be used as 

terms that can be used as keys for retrieval. For non-text documents, there is an even greater variety of 

techniques by which a set of key terms can be obtained for any given document: whether through auto- 

mated analysis of the document or through human input. 

The question we address in this paper is how to create an index over a large number of terms for a 

large set of documents. Clearly, there are two objective functions: one is to minimize the storage over- 

head required for the index. The other is to minimize the amount of time taken for a retrieval. If the data- 

base is dynamic (e.g., archival, such as a library collection of books), the effort to update the index is also 

in issue. We address all these issues. 

There are several indexing techniques that have been proposed [5] for problems of the sort we are 

interested in. The most popular commercial approach is the “inverted index” [2]. For each index term, 

a (variable length) “postings list” is created of the documents that it occurs in. The index terms them- 

selves are usually organized in a B-tree 141. so that given a particular term, one tree traversal is required 

to get to the appropriate leaf where the required list of documents may be found. The major drawback of 

this technique is that there is a substantial space overhead - from 50% up to 300% in some cases [8]. In 

addition, long lists of documents may have to be manipulated when queries involve multiple terms, a task 

that may be onerous. Also, when a new document is added to the database, an update of the inverted 
index is required for each term in the document. 
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The simplest possible indexing technique is to keep a bit matrix, one bit per term per document [ 

lo]. If the particular term occurs in the particular document, the bit is on. else it is off (see Figure 1). 

This technique by itself is rarely used, since the bit matrix is likely to be very sparse, wasting a lot of stor- 

age. However, variants of this technique are used, with one or more bits assigned to each term, and 

superimposing the bit assignments so that each bit may be turned on if any one of several terms occurs in 

a given document. These techniques as a group are called “signature file” techniques. See, for example, 

[ 71. These techniques can generally be implemented with a smaller storage overhead (10%‘20%). and a 

considerably lower insertion cost, than inverted indices. However, the search time grows linearly as the 

number of documents in the collection grows, since the signature (a bit or a bit pattern) associated with 

each individual document has to be examined in response to each query. 

Figure 1. Example of a bit matrix (or bitmap or “signature file”) 

A central motivation for our work is Zipf’s law [16], which, informally, states that a few instances 

occur most of the time and that most instances occur rarely. Variations of Zipf’s law are often quoted as 

the SO-20 rule, or sometimes the 90-10 rule. On account of Zipf’s law, it is not reasonable to assume that 

each index term occurs roughly equally often in the documents to be indexed. In fact, there is likely to be 

a tremendous imbalance. 

In view of this imbalance, it is unlikely that any single technique for indexing text can do well in all 

situations. In this paper we propose a hybrid approach that merges the good points of both families of 

techniques discussed above. Hybrid approaches to indexing, in related but different contexts, have previ- 

ously been proposed in [13] and in [15]. 

We begin in Section 2 with a review of Zipf’s law, and an experimental study of the occurrence fre- 

quencies of terms in a database with Associate Press news wire stories. In Section 3, we introduce the 

main idea behind the proposed hybrid technique. In Sections 4 and 5, we develop.the technique for a 

static (e.g., CD-ROM) database, and for a dynamic (archival) database respectively. In each case, we 

evaluate our technique analytically, both for single terms and for multi-term queries, and cornpam the 

expected performance with respect to the standard inverted index method widely used today. As perfor- 

mance measures, we use storage overhead due to the index, time to perform a query, and, in the dynamic 

case, time to update the index when a new document is inserted in the database. In Section 6, we recapit- 

ulate the results presented earlier in the form of guidelines for a practitioner. We close with some final 

remarks in Section 7. 

2. TERM DISTRIBUTION 

We obtained a database of 10,075cdocuments representing Associated Press newswire stories from 

40 random days in 1989. The total database size was a little over 30 Megabytes. Every story from a par- 

ticular day was selected with some care to eliminate stories that were duplicates or near duplicates. Each 

story was 300 to 600 words long, and was treated as a separate document. Each alphabetic string in each 

story was treated as a word, with case being ignored. (All words were converted to lower case for unifor- 

mity). 

Figure 2 shows a log-log plot of the rank of a word, on the X-axis, versus its frequency, measured as 
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the number of times it occurred in all the documents combined, on the Y-axis. In addition to the full data- 

base just described, we also ran experiments on a 10% fraction of the database, of size about 3Mb. 

Results for this smaller database are plotted in Figure 2, as crosses (,‘+“). The curves for the two data- 

bases are almost identical in shape, indicating that our results are largely insensitive to database size. 
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Figure 2: Log-log plot of the frequency vs. rank distribution 

for the full (30Mb) database (with “0”) and for the sample (3Mb) (with “+“). 

Zipf [ 161 observed that not all words occur as often in any given piece of text. In fact, a few words occur 

very often, and most words occur only infrequently. If words are ranked by their frequency of occur- 

rence, then the following distribution is observed: 

fi=F(i)=$ (2.1) 

wherefi is the frequency of the word with rank i. K is a constant, usually K= V, where V is the vocabulary 

of the body of the text. Plotted on a log-log graph, the above distribution is a straight line with slope - 1. 

The curves in Figure 2 are almost straight lines, as predicted by Zipf, but not exactly so. They cer- 

tainly represent a highly skewed distribution. In other words, even though we have a database that is not 

a single cohesive document created by a single author, the distribution of the occurrence frequencies of 

words in the database is highly skewed. 

We are interested in not the total frequency of occurrence of a particular word in a document (or set 

of documents), but rather the document frequency of each word, that is, the number of documents that 

the word appears in (one or more times). That is to say, we discard the second and subsequent occur- 

rences of a word in any document, to obtain a distribution of the number of documents in which each 

word occurs. Intuitively, we would expect the document frequency distribution to be skewed, too, but not 

as skewed as the original distribution. The reason is that frequent words will appear many times in the 

same document, and thus will suffer most from the elimination of duplicate words in a document. We 

performed measurements. Fig. 3 plots the results in a log-log graph. The X-axis is the rank of the word 

as before. The Y-axis is the document frequency of the word. 

Not every word is worth indexing on. For example, prepositions and common pronouns occur fre- 

quently and have little semantic content for purposes of retrieval. In addition, in our particular database, 

there were a few words that appeared on all stories, such as “est” or “edt” (for the time the story was 

filed). Words of this nature are called noise words, and can be collected into a stop list. The rest of the 

words are called terms. In our particular database, we found 128 noise words. These included all of the 

most common 50 words, and were all within the first 200 ranked words. Without losing much accuracy, 

we can assume that the first rn most common words are noise words, with r,, = 128 in our case. This 



causes the flat part of the curves of Figure 3 to be deleted, resulting in a curve that is closer to a Zipf dis- 

tribution. 
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Figure 3: Log-log plot of the document frequency vs. rank 

for the full (30Mb) database (I,.“) and for the 3Mb sample (“+‘I). 

When we say vocabulary in the following, we mean the total number of different terms in the docu- 

ment, database, or other entity being referred to. 

3. PROPOSED APPROACH 

Since the inverted index is by far the most common retrieval structure used, let us begin with a descrip- 

tion of that as the basic structure. We then address areas for potential improvement. 

3.1. The Inverted Index Structure 

The traditional inverted index consists of two files: the sorted list of terms, usually organized as a B-tree 

(although hash implementations have been reported [ 111 and studied [6]), and the postings file. For the 

rest of the paper, the first file will be referred to as the “B-tree”. Each leaf page contains records of the 

form, 

<term, delimiter, pointer to head-ofgostings-lisu. - - 
Each term is associated with a postings list, that is, a list of pointers to the documents that contain the 

term. The postings lists are stored in the postings file; depending on the environment, they can be stored 

contiguously (static environment), or in linked-lists of fixed-length records (dynamic environment), or in 

some other fashion. Figure 4 illustrates the file structure. 

As we shall soon see, most of the storage overhead is due to the postings lists. So minimizing the 

size of the postings list is very important. Due to the highly skewed distribution, a large fraction of the 

size of the postings list is contributed by a few commonly occurring terns. Let us see how we can reduce 

this. 

One immediate solution is to maintain a “negative” list, that is, a list of documents in which a term 

does not occur rather than the ones in which a document does occur. If a term occurs in more than 50% 

of the documents, this negative list will be shorter than the usual (positive) list. Experimental analysis, 

for the news story database, showed that while there are a few words that occur in more than 50% of the 

documents, they are all noise words, such as ‘a’, ‘the’, ‘to’. etc., which are not likely to be useful as index 
terms, and were all included in the stop list. As such, negative lists are not a useful idea. 
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Figure 4: Traditional, inverted-index file structure. 

3.2. A Hybrid Strategy 

The heart of our proposal is to take advantage of the skew of the frequency distribution, by treating the 

“frequent” terms in a different way. We still keep the B-tree file, which holds all the terms; the “rare” 

terms are treated the traditional way (variable length postings lists); for each frequent term, we propose 

storing its postings list as a bit vector. Grouping the bit vectors together, we have a bitmap (see Figure 1 

and Figure 5). Notice that we need only one bit, to flag a term as frequent or rare. This bit could be 

incorporated within another field, e.g., negative number for a postings head can signify a frequent term. 

A lcxt file 

non-lcavcs ICaVCS postings lists 

dot. #I 

a 

1 1 
- dot. #2 

dataI:---[I I 1 

info I 

Figure 5: File s~~~cturc for the proposed hybrid method - static cast. 

According to the specific environment, we propose different organizations of the bitmap. Moreover, the 

cut-off for the “frequent terms” is computed based on the parameters of the specific database. Terms 1 

through rf, for some analytically computed cut-off rank r/, are considered frequent. Terms rf+ I through 

V are rare. (Noise words are not considered terms, and are assumed to have been eliminated before ranks 

are determined for the terms). 
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Definition 

height of the B-tree 
levels of B-tree NOT in core 
order (fanout) of B-tree 
space utilization of B-tree (static case) 
space utilization of B-tree (dynamic case) 
space occupied by B-tree 
space occupied by postings 

length (in pages) of postings list of i-th term 
avg. length of postings list in pages 
no. of dots in which i-th term occurs 
number of postings records of i-th term 
avg number of postings records 
pointers per postings record 

Table Tl: Symbols and Definitions (Data Structure Parameters) 

sample value 

10075 
30Mb 

178 
71,814 

Definition 

number of documents 
total size of the collection 
vocabulary of the i-th document 
avg. vocabulary of a document 
vocabulary of collection 

1” 8 1 length of a vocabulary word 

P I 1024 1 page size in bytes (Mag. Disk) 
page size (Optical Disk - CD-ROM or WORM) 

avg. time for random disk access (Optical Disk) 
time for sequential disk access 

Table T2. Symbols and Definitions (Input Parameters) 

Symbol sample value 

‘f 
4i 

I- 

4 0.33 

C 

fl 

tc 

trhr 

Definition 

rank of last “frequent” term 
prob. that the i-th term appears in a query 
prob. that a query term is frequent 
number of terms in a multiple term query 
search time for single term query 
search time for c-term query 
insertion time 

1 

Table T3: Symbols and Definitions (Query & Insertion Parameters) 

None of the analysis in this and in the following sections assumes any specific distribution of terms, 

database size, vocabulary, and so forth. Sample values of parameters of interest to us are listed in Tables 

Tl, T2, and T3. These parameter values are obtained from the experiments described in the previous sec- 

tion, are “standard” values that are generally considered reasonable for a practical implementation, or are 

values computed analytically from other values determined by one of the methods above. 
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While we have properly determined parameters to evaluate the performance of an indexing tech- 

nique for any one particular query, we have not said anything about what the queries are like: what sort of 

distribution do they have over the terms. Unfortunately, this distribution can only be determined by log- 

ging the queries posed to a system by users; even worse, it may change over time, as the users’ interests 

shift from one topic to another. However, as we show next, we can choose the cut-off rank r; in such a 

way that, for a query on any given term. our hybrid methods will never do worse than the traditional 

method. Under such a design, our methods will always have non-zero speed-up, regardless of the distri- 

bution of the queries. The distribution of queries will just determine the magnitude of the savings. 

The easiest assumption to make is that each term is equally likely to be specified in a query. Notice 

that Eq. (3.1) and (3.2) reduce to the uniform case, for q =r#V. In fact, our analysis would be simplified 

if we could make such an assumption. Unfortunately, such is not likely to be the case. As it has been 

pointed out [ 141, the rarest terms are unusual words that are unlikely ever to be the basis of a query; many 

of them are often typographic errors or misspellings [ 11. In particular, they are unlikely to be the basis of 

a multi-term query because the typical reason to have a multi-term query is that no single term in it is spe- 

cific enough. 

In order to obtain some arithmetic examples for the speed-up, we have explicitly introduced the 

parameter “q”, which denotes the probability that a term specified in a query is a frequent ten-n. Thus, if 

qi is the probability that the i-th term will appear in a query, then we assume that 
qr=q2= * ** =q,,=qtr/ (3.1) 

and 
Qr,+l=“’ =qv=(l-q)/(V-rf) (3.2) 

We have used a value of 0.33 for q, the probability that a term specified in a query is a frequent term. 

4. STATIC CASE 

Proposed Hybrid Structure 

Whereas each document posting recorded in an inverted index for a term requires p bytes of storage, a 

simple matrix organization would require only 1 bit. We use a hybrid storage structure, recording the 

usual inverted index, but for “frequent” terms, rather than storing a postings list, we store a reference to 

an appropriate position in a bit matrix, such as the one shown in Fig. 1. From now on. such a matrix will 

be referred to as the bitmap or bit m&ix or signature file; one row of it will be called document signs- 

ture; one column of it will he called bit slice or bit vector. For the static case, it is most efficient to store 

the bit matrix in a bit-sliced form (column-wise), since only the columns corresponding to the specified 

terms need be retrieved in response to a query. 

When a retrieval request is supplied, the B-tree is traversed as usual. If the term specified in the 

query is “rare”. then a postings list is obtained at the leaf as usual. However, if the term specified is “fre- 

quent”, then the appropriate bit vector in the bit matrix is examined. 

. . 
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Space for the traditional method 

The traditional inverted index consists of a B-tree with all the terms in the vocabulary, plus a file with 

postings (pointers to the qualifying documents). Thus the space overhead Oh” for the inverted index is 
0in,=0,+0,1 (4.1) 

For the B-tree, the non-leaf nodes will account for =1/m of the space of the B-tree, where m is the fanout 

(or “order”) of the tree. Typically, m >> 1. Thus the bulk of the B-tree overhead is due to the leaves: 
0 ~r,=(f,*lsp)*v/u (4.2) 

where V is the total vocabulary of the database and U is the utilization of the leaves. If we pack the tree 

carefully, we can assume 
U=fJ*~~i~~l~oO (4.3) 

Let Vi be the vocabulary of the ilh document, and c be the average vocabulary over all the documents in 

the database. 

c= t/N~Vi=llN~fi (4.5) 
i-t i-l 

- -. 
We shall find it convenient to divide 6 into two parts: & and V,a,e. Vfreq IS the average number of fre- 

quent terms per document, v,,, ’ IS the average number of rare terms per document, and c-6 Vx= c. 

G=l/N &i (4.6) 
i-l 

V,,=llN i fi (4.7) 
i-r,+1 

Then the space required for the postings list can also be divided into two parts corresponding to the rare 

and frequent terms. 

0 ParI .rw = N*G*p (4.8) 

0 pW,,RlR = N*V,*p (4.9) 

0 ml =o porldreq +OPt,rare = N*Vd*p (4;W 

Space for hybrid method 

The space overhead for storing the index in the proposed hybrid method is given as: 

ohyb = owu + opor~.rorc + obimw,freq = ome + 0, -O,,Jwq +OtdmrJrrq 

= ok,-0 pmlJ?eq + 0 birmcV.freq (4.11) 

Thus the only space difference between the hybrid method and the inverted index is for the frequent 

terms, which are stored as bit-vectors rather than in postings lists. The space required for the bit-vectors 

can be computed as 

0 biuml Jreq =N*r,lb bytes (4.12) 

where b is the number of bits in a byte. The savings in storage with respect to the inverted index method 

is: 

We wish to choose rf such as to maximize this summation. The (fmite) differential with respect to 

rf is p*fr, -N/b. Sincef; is monotonically non-decreasing in i (by definition of rank), this differential is 

also monotonically non-decreasing in i. We must choose rI to be the highest rank, such that this differen- 

tial is still positive, That is, 

f,=NO*p) (4.14) 

, 
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Search time for inverted index 

For all the analyses that involve page reads and writes, we assume that each page request results in a page 

fault, except for the root of the B-Tree, which we assume is pinned in memory. We believe that such an 

assumption is realistic in a typical environment with a large database and users who have a variety of 

interests. In an inverted index, the time required for a single term query on the i-th term is: 
fl,i=h*T,~+(T,~J-T**q+T,~q*LPi) (4.15) 

This equation represents h random disk accesses to traverse the B-tree, and one random access followed 

by Lpi-1 sequential accesses to read the postings list. If hhrrr is the height of the B-tree, and if the top 

one or two levels of the B-tree are cached in memory, then h denotes the rest of the levels. Usually, 

h =hbrrrr - 1. The symbols T,,,& and T,,, are the times for a random and sequential disk access, respec- 

tively. LP i is the length of the postings list of the i-t!! term2 in pages: 

Lp,- fi*P 
I- - 

I I P 
(4.~7) 

The above equation is an exact equality if each postings list that spans across pages is guaranteed to be 

aligned to start at the beginning of a page. 

If we know the distribution of queries (qi .i = 1 - . * V), we can use eq. (4.15) to calculate the average 

response time. Here, we provide the formulae according to eq. (3.1-2). Let us calculate the response time 
-- 

separately for frequent and for rare terms, so that LPI,~~ and fP,,= denote the average length of a postings 

list in pages, for frequent and rare terms, respectively. We can then develop equations for the kxpected 

time to execute a query against a single frequent term and a single rare term, respectively, as follows: 
~l.rare=h*T,and + ( Tr,w,d - Tseq + T.rrq * ~rare ) (4.18) 

I 1 .jreq = h * Tr,md + ( Trend - T,, + T,, * rs,,,, ) (4.19) 

with 

LP J,cq=llr/iLpi (4.20) 
i-i 

LP nzr.~=l~(~-~f) i Lpi 
i=r,+ 1 

(4.21) 

The search time tI for a single term query is the average of the search times for rare and frequent terms, 

weighted by the probability of a rare (respectively, frequent) term being specified. This probability is 

captured in the parameter q, the probability that the query term is frequent, so that we can write: 

tl=4*tlJ~~q+(l-4)*~l,rorc (4.22) 

The search time for a multiple-term query with c terms is simply the time to perform c single term queries 

(plus some additional time to manipulate the postings lists, which we can ignore assuming that this 

manipulation is entirely in memory). 

t,=&, (4.23) 

Search time for hybrid method. 

In the hybrid structure we propose, the time to perform a retrieval remains exactly the same as before 

when a single rare term is specified. When a single frequent term is specified, the time to haverSe the B- 

tree is still the same, but now instead of retrieving a postings list, one has to retrieve a bit-slice from the 

bit-matrix. The time required is: 
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t ~./rr~=h*Trond~(T,ond-T=l~+T=l~* h(b*P)l) (4.24) 

By our choice of cut-off for frequent words, we know that Nl(b*p) S fi for ail i -z I-,. We then have 

rN/(b*P)i s q I 1 = Lpi. Therefore, the time required to perform the retrieval for any term is no 

worse with our proposed hybrid method than for the standard inverted index, and could be better if the 

specified term is very frequent. In consequence, the expected time is also less for our technique than for 

standard inverted index. 

Note also, that if we selected rf to minimize the expected time to perform a single-term retrieval, we 

would get exactly the same answer as we obtained when we selected rf to minimize the storage. In other 

words, the optimum cut-off point is the same for both objectives! 

The expected time for a single term query can be computed from tlJreq and tl,,,,,e as before. as well 

as the time for a multi-term query (eq. (4.22-23)). 
tI=4*tIJrcq+(l-4)*tl,rolr (4.22) 

tc=c*tl (4.23) 

Arithmetic example 

To estimate the benefit due to the hybrid method quantitatively we use parameter values from our sample 

30MB database, as shown in tables Tl, T2 and T3: V = 71,814 distinct terms and N=l0,075 documents. 

From measurements on the database we have that the cut-off rank from eq. (4.14) is 

rf= 1214 and that $Ji = 875,951 ; $ V = 1,792,079 
i=l i=l 

Plugging in these values into the formulae above, we get the results shown in Table T4. We see that the 

hybrid indexing method achieves significant space savings, compared to the standard inverted index 

method. In addition, it achieves some smaller savings on the search time. 

I 1 traditional 1 hybrid 1 savings (%) 1 

Space [Mb] 8.10 6.13 32 

t i J,eq [msec] (magn.disk) 96.99 90.6 7 

tlafrcq [msec] (CD-ROM) 400 400 0 

Table T4: Summary of arithmetic example for the static case. 

5. DYNAMIC CASE 

Thus far we have not considered any updating of the database. In this section, we include this considera- 

tion as well. We assume that the environment is archival, that is, there are insertions of new documents, 

but deletions and updates are very rare. This is a realistic assumption; most of the text retrieval applica- 

tions have archival nature, such as library automation [ 141, patent and law office [9], electronic office fil- 

ing [3]. newspaper articles, etc.) 
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Stability of Frequency Distribution 

In order to apply our hybrid method beneficially, the set of frequent terms has to be stable despite the 

growth of the database. We believe that most archival databases do not radically alter their nature all of a 

sudden. Therefore, it is reasonable to assume that terms that are frequent will remain frequent as more 

documents are added to the database, and terms that are rare will remain rare. After a large number of 

insertions, divergence may begin to appear. In that case we will be forced to re-adjust the indices. This 

should happen only rarely, and should therefore be acceptable. Moreover, clever incremental reorganiza- 

tion schemes may require rewriting of only a small portion of the index. 

To verify our claim above, we performed a small experiment. We considered the most frequent 300 

terms in a small sample (representing 5%) of the database we had on hand. We found that over 80% of 

these terms were in the 300 most frequent terms in the entire database, and almost all of them were within 

the 600 most frequent. In other words, even as a database grew by a factor of 20. the most frequent terms 

determined from a small sample remained more or less the most frequent terms in the full database. 

We also considered a less extreme situation in which instead of growing the database by such a large 

factor, we simply doubled the size of the database. Now, the 300 most frequent terms in one half of the 

database were more than 95% within the 300 most frequent in the full database, and all were within the 

first 350. 

We repeated the above experiments, considering the first 1000, and the first 2000 most frequent 

terms from a sample (rather than the first 300). The results remained substantially similar. Most frequent 

terms from the sample remained frequent, provided that the number of terms considered frequent was sig- 

nificantly less than the total vocabulary of the sample (say, less than lO% of it). 

Assumptions Regarding Data Organization 

In order to allow growth of the database, the postings lists are organized in chains of fixed-length post- 

ings records. Each postings record consists of s postings pointers, plus an extra pointer that points to the 

next postings record (or is null). This organization will add to the space overhead, because of the link 

pointer and because the last postings record of a chain will bc approximately half empty, The choice of 

the best value for s is an open problem; from the experiments on the 30Mb database, we found that the 

value of s =6 minimizes the space overhead. 

An alternative method of organizing the postings lists is to let the size of the postings records to be 

adaptive - with a larger postings record obtained on each overflow. Determining the size of each over- 

flow postings record is a non-trivia1 task, which we are currently studying. Since we do not have a con- 

crete design for the method yet, we cannot study it further. 

The retrieval of each postings record requires one random access, i.e., the system does NOT try to 

cluster the postings records of a chain, because such an attempt would make insertions even more expen- 

sive. Moreover, the B-tree cannot be packed, as opposed to the situation in the static environment. 

Therefore, the utilization factor is lower. Assuming a deferred splitting algorithm (as in a E.-tree), we 

have 
U=U ++=0,8 (5-O) 

The space overhead and retrieval time criteria remain the same as before, even in a dynamic situa- 

tion. However, some parameter values change, as discussed above. 
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Modification to the Hybrid Structure 

In most text indexing situations, the primary update activity performed is the insertion of a new document 

into the database. As such, we shall focus on the effort to insert a new document as the primary cost of 

update. Consider the hybrid structure that we have been using thus far. In this structure, every time a 

new document is added to the database, a new row has to be added to the bit matrix corresponding to the 

frequent terms. and for every other term in the document appropriate entries have to be made in the post- 

ings lists, and the B-tree updated if required. 

One can readily see that adding a bit to the end of every column bit-vector is a slow procedure. For 

this reason, in a dynamic environment we propose that the bit matrix be stored row-wise (as a set of docu- 

ment signatures), so that when a new document is added, a new row-vector can be written in one swoop. 

Of course the rare terms have still to be inserted into the postings lists in the usual way. When a query is 

specified, instead of reading just a single bit-slice, now all the document signatures will be read, if the 

specified query term is frequent. (See [ 121. for a “group-slice” technique that is a compromise between 

row-wise and column-wise storage). 

Space 

The space required for the standard inverted index structure, is computed once more as: 
Oinv=Omu+Oparr (4.1) 

with the space for the tree being dominated by the leaves and being obtained as: 
0 ,,ec=([y+l+p)*VIU bytes (4.2) 

The space for the postings file has increased, due to the dyn_amic linking of small groups of postings: 
0 P,,=(s+l)*p*V*C bytes (5.1) 

s is the number of postings per postings record, and the additional 1 is for the pointer to the next record. 

(We have assumed these pointers to be the same size as pointers in the postings list. If not, the formula 

above can easily be modified accordingly). c is the average length of a postings chain (in number of 

postings records): 

(5.2) 

The quantity inside the summation, the number of postin s records for the i-th term, is written as Ci: 

(5.3) 

Then, the average number C/req of postings records for the frequent terms is 

(5.4) 

-. 
and the respective formula for the rare terms C,O,e 1s 

(5.5) 

Once more, the space required by the postings list in the inverted index method can be expressed in two 

parts, as in eqn. (4.8) 
0 posl Lrrr4 = (s+l)*p*rf*c/,( (5.6) 
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0 garr,,are = (~+l)*Y*w-~,)*c~ (5.7) 

As in the static case, the space difference between the hybrid method and the inverted method is 

expressed by 
0 hyb = 0 inv +o bitmat,f,eq - op(lnJ,eq (4.11) 

where OM,,+~~ is the same as for the static case, and OP,drrq is the overhead of the postings of the fre- 

quent terms, as shown above. 

Once more, the cut-off rank r/ that minimizes the space overhead can be computed by setting the 

differential improvement to zero, and works out as follows: 
C,,=Nl(b*p*(s+ 1)) (5.8) 

The cut-off that satisfies the above equation will be called rr,2 for the rest of this paper. The rf,2 

cut-off obtained here is close to, but larger than the cut-off in the static case. 

Search Time 

Compared to the static case, in the standard inverted index the search time for a single term will be 

longer, because we have one random disk access for every postings recordt. Thus, for a query on the i-th 

term, we have 

tl,i=h*T,d+T,od*Ci 

As in the static case, if the query frequencies qi are known, tl can be calculated as the average of the tl,i’s 

i=l . . . V. If the query frequencies are unknown, then we can use the assumptions implied in eqs. (3-l- 

2). Then, we have 

tlJ,~q=h*T,ond+T,orrd*C/rcq G.9) 

t,.,~re=h*Lmi+L,mr+*~ (5.10) 

and 
~1=4*~1J,rq+(l-4)*~l,,rr (4.22) 

A multi-term query is given by eq. (4.23) 
t,=c*t1 

For the hybrid structure, ft.,,,,. remains unaltered, and t t~,,~ can be computed as: 

‘l~req=h*Trmd+‘birmy, 

where I D,,,,,,, is the time to scan the bit-map sequentially 
Ib~p=(T,Md-TIIq+T,lq*N*r/l(b*P)) 

(5.11) 

To optimize the search time for single-term queries, the cut-off rank r, should obey the equation: 

tbdnmp < Lmi*C,, (5.12) 

or, equivalently, 
T mnd-Tr~q+Tseq*N*r/l(b*P)<T,.~**Cr, (5.13) 

Let ‘1.1 be the largest value that satisfies eq. (5.13). Eq. (5.13) expresses the requirement that, for the last 

frequent term, following the chain of postings records will be slower than scanning the bit matrix. 

Choosing rf,i as the cut-off rank guarantees that the hybrid method will give a better response time for 

any frequent term, as compared to the traditional method. Of course, for the rare terms, the response 
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times are the same for both methods. 

In the static case, by having a bit-slice structure for the bit matrix, we were able to guarantee that the 

time to read the bit-slice would be less than the time to read a corresponding postings record. In fact, the 

choice of rf that minimized space was exactly the same as the choice of rf that minimized expected 

retrieval time. Unfortunately, we do not have the same situation here. There are several additional fac- 

tors, such as the respective times for random and sequential access to disk, the number of documents in 

the database, etc. Since we are forced to scan the entire bit-matrix for every query involving a frequent 

term, purely in terms of retrieval time, rf ,t usually has a lower value. For our example database, this opti- 

mum value r/.1 is around 690 rather than around 1200. Notice, however, that the hybrid method still 

improves the space overhead, even with a lower cut-off. Guidelines on how to choose between the two 

cut-offs are discussed in section 6. 

Regardless of the final choice of the cut-off rank, the response time is given by eq. (4.22), assuming 

that eqs. (3.1-2) hold: (4.22) 

The calculation of the response time for multi-term queries is the most complicated derivation in this 

paper. The complicadon, as well as the savings of the hybrid method, stem exactly from the fact that, if x 

terms in the query are frequent, the bit matrix has to be scanned only once, instead of x times. Formally: 

The response time for a c-term query. under the assumptions of eqs. (3.1-2) is given by 

t,=h*c*T,~+(1-(l-q)~)*f~~~+(l-~)*C*C,*T,~ (5.14) 

We see that for multi-term queries, there is an even greater benefit to using the hybrid method rela- 

tive to a standard inverted index, than in the case of single term queries. 

Insertion Cost 

For the standard inverted index structure, the time for insertion is 
-- -- 

f,~=h*Vd*~,~nd+V,,~q*(C,,~l+l)*~,~+Vro,e*(C,orr+~)*~,~+~.LW (5.15) 

because we need to traverse the B-tree vd times; for each frequent term (& of them per document) we 

need Clrrq reads to traverse a chain of frequent postings plus one disk access to write back the results; and 

symmetrically for the rare terms. (Vjreq - is the average number of frequent terms per dot; V, is the aver- 
--- 

age number of rare terms per dot; V, + Vjreq = Vd, the average number of terms per dot.). The term r,, 

reflects the cost of introducing a new term, including potential splits of the B-tree this might cause+ 

weighted by the probability of a new term being introduced. This term is common to both this and the 

hybrid structure, and we do not evaluate it any further. 

The above insertion time is extremely long, exactly because we have to scan sequentially all the 

postings records of a term, to locate and updated the last record. It can easily be shortened, if, e.g., for 

each term, we store a pointer to its last postings record, in addition to its first postings record. An altema- 

tive design would be to link the postings records in the reverse order. Regardless of the low-level details, 

with negligible or even zero additional space overhead, we can reach the last postings record of each term 

in one random disk access. Thus. the insertion time becomes 

because we need to descend h levels of the B-tree; one disk access to read the last postings record, and 

one more to write it back. 
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For the hybrid structure, the insertion cost is: 

tIN=h*c*Trd+t,,, 

+Trad-Tuq+ [r,/(b*P)] *TIeq 

+(cmrc+l)*Grr*Lld 

btree 

bitmap 

postings 

(5.17) 

because we need to descend the B-tree vd times, we need to append the new row at the end of the bitmap 

and to update the postings lists for V,we rare terms. If the last postings record of each term is accessible 

in one disk access, then. using the same justification as with eq. (5.16). the last term of eq. (5.17) changes, 

to become 

tIN=h*~*TIMd+tnew btree (5.18) 

+Tramd-TKg+ [r/(b*P( *Tllq birmap 

+U+l)*V,*T,a,ui postings 

Comparing equations (5.16) and (5.18), we find the saving in insertion cost due to the hybrid method to 

be 

2*V/,g*Lrk- frj(b*Pq *Tzrq+Tseq (5.19) 

If a particular term occursfi times in N documents, then the probability that it will occur in a new docu- 

ment is rOughlyfi/N. Using this, and ignoring the ceiling function, we can write the differential savings 

due to including the i-th term in the frequent set as being roughly 
2’fi*TradlN - T,qI(b*P) (5.20) 

Let rf be the largest rank that satisfies (5.22). Once more, since fi is monotonically non-increasing in i, 

this function is monotonically non-increasing in i, indicating that the largest benefits are likely to be 

obtained by marking the most frequent terms as frequent. with diminishing benefits as we include more 

and more terms. For large enough N, there may be an r/,3 cutoff beyond which the quantity in eqn. (5.20) 

becomes negative indicating a worsening instead of a saving. For smaller databases, due to the large page 

size and large differential between random and sequential disk access time, no such cutoff maybe found, 

and it may actually be preferred to treat every term as frequent. This is exactly the case in our 30Mb data- 

base: eq. (5.22) gives that every term that occurs in more thani@. documents, should be treated as 

frequent. This is not a vyry surprising result. Indeed insertion cost is the one criterion on which signature 

tiles win handsomely over inverted indices. What our analysis here indicates is that if the insertion cost is 

to be minimized in our hybrid approach, then the optimum cutoff is very large, making the hybrid tech- 

nique “closer” to a signature file than an inverted index. A cut-off as large as r/,3 will optimize insertion 

time, imposing heavy penalties on the storage and search time. Thus, we shall not consider the minimiza- 

tion of insertion cost further in this paper. Suffice to say that it can be done, if necessary, as shown above. 

Arithmetic Example 

Once more, we use data from our example 30MB database, with all parameters values as shown in Tables 

Tl, T2, and T3. As discussed earlier, there is no single optimum value of rP The cut-off ‘1.2 that mini- 

mizes the space is r1.z = 1420; the cut-off rf,I that minimizes the search time for a single term query is 

rf,l=690 (assuming a magnetic disk as the medium). The cut-off assumes intermediate values when we 

wish to minimize multi-term retrieval queries. 

We have chosen rf=SCKl as a representative value for our computations. The size of the postings record is 
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s=6 pointers. Assume q=O.33, Finally, from statistics on the database, we have: 

ifi= 1,792,079 postings pointers for all terms &i= 721,531 postings pointers for frequent terms 
i-l i-l 

i Ci = 343.320 postings records for all temt~s 2 Ci = 120,603 postings records for frequent terms 
i=l i=l 

Table T5 summarizes the results of the comparison using the values discussed above, The main observa- 

iion is that the proposed method improves every performance measure. 

Space [Mb] 

tl,freq [=I 
tl becl 
f4 becl 

ttN [=I 

traditional hybrid savings (%) 

10.7 8.4 27 

4.58 3.0 52 

1.61 1.09 47 

6.44 3.04 112 

21.36 17.07 25 

Table T5: Summary of arithmetic example for the dynamic case. 

6. IMPLEMENTATION CONSIDERATIONS 

In this paper we have proposed a hybrid technique for indexing large text databases. A central require- 

ment for the proposed method is that the index terms be divided into two groups: frequent and rare. Here 

we briefly discuss how a practitioner could do this in a real application. 

The classification of terms into two groups hinges on the determination of the occurrence frequen- 

cies of the terms. In a static database, these frequencies could be determined by direct measurements on 

the database. However, in the light of the experimental results presented in Sec. 5, one could get by even 

with a small sample (5-10%) of the database. The cut-off between frequent and rare terms is then deter- 

mined analytically as shown in Sec. 4, eq. (4.14). 

In an archival situation, the database designer can never have access to the entire database. As docu- 

ments are added to the database, term frequencies will undoubtedly change. But in view of the experi- 

ments described in Sec. 5, we expect that by and large frequent terms will remain frequent and rare terms 

will remain rare, as the database grows. Thus, by using a snapshot of the database (or even a sample of a 

snapshot), occurrence frequencies can be determined. 

In an archival situation there is the additional complication that the cut-off rank rf,2 that minimizes 

the space (eq. (5.8)) is different (usually, larger) than the cut-off rank rjsl that optimizes the search time 

(eq. (5.13)). The safe, conservative solution is to choose rf.i, the smallest cut-off, which optimizes the 

response time; this choice achieves sub-optimal, but, nevertheless. positive savings for the space and the 

insertion time, too. Such a choice guarantees that the response time for any single-term query will be at 

least as good as in the traditional method. 

A larger value for the cut-off rank will improve the space overhead, the insertion time and the search 

time for multi-term queries, at the expense of a slower performance for single-term queries on the least 
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frequent of the frequent terms. It is up to the designer of the database to decide which value between the 

two extremes ‘1.1 and rf ,z to use as a cut-off; the formulae in section 5 will help to predict the impact of 

each decision on the performance measures. 

Another design decision in the archival case is the choice of the size s of the postings records. Our 

measurements in the 30Mb database showed that the space overhead is relatively insensitive to s in the 

vicinity of s =6. We also performed the same measurements in two other text databases. that were avail- 

able on-line: the first was the book, Wuthering Heights, and the second was a collection of Grimm stories. 

The sizes were 659Kb and 1.4Mb, respectively, and the optimal values for s were 4 and 7, respectively. 

For both databases, the increase on the space overhead was small, for small deviations from the optimal 

values of s. Thus, we recommend the value of s =6 as a good (if not optimal) choice, for databases with 

English text. It is interesting to examine whether s =6 is still a good choice for non-English text data- 

bases. 

Our experience is summarized in the following pseudo-algorithm, which is intended as a 

practitioner’s guide: 

Design Guidelines 

1 Obtain a reasonably large sample of the database (10% or mom) 

2 Sort the words on decreasing occurrence frequencies 

3 Decide the list of “noise” words (“I”,.“the”, etc., as well as words specific to the application, like 

“est. in our Associated Press database) 

4 Decide the cut-off rank rf for the frequent terms: 

4.1 For a static database, use cq. (4.14). 

4.2 For a dynamic database, choose a value of s (s= 6) to minimize the space of the traditional 

method; then, use eq. (5.13) and (5.8) to calculate the two cut-off ranks rf,l and rf,z, the 

search-time optimal cut-off and the space-wise optimal cut-off, respectively. Then, try values 

of rf in this range, estimate the performance measures (space, search time, insertion effort) and 

pick the value that gives the best results for the specific application. If in doubt, choose r/ to be 

the smallest cut-off rf,l (eq. (5.13)); such a choice will give sub-optimal, but positive savings 

for all the performance measures. 

7. CONCLUSIONS 

The thrust of this paper is to capitalize on the highly skewed distribution of term occurrence to design bet- 

ter text retrieval methods. We suggest a hybrid approach, that uses a B-tree inverted index for the rare 

terms, and a signature-like method for the frequent ones. Based on this concept, we tine-tune our designs 

for two environments: one static and the other archival. We show that, with a careful choice of the fre- 

quent terms, the proposed methods improve all the performance measures of interest (space, search time 

and insertion time), when compared to the standard inverted index method. Additional contributions of 

the paper include: 

. the conclusion that even a small sample of the database can be used to determine the frequent terms 

with good accuracy. This conclusion was drawn after experimenting on a real, text database. The 

result is essential, because it gives us confidence to propose the hybrid method even in a dynamic 
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environment. 

the development of analytical models for the space overhead and the response time of the traditional 

and the hybrid methods for both environments, as well as the study of the insertion time for the 

dynamic environment. The response time analysis includes multi-term queries, in addition to 

single-term ones. 

the presentation of statistical data from a real database (3Oh4B) that supports our assertion of a 

highly skewed term distribution. Based on the above data, the paper presents arithmetic examples 

that illustrate the superiority of our designs over a plain inverted index. 

Finally, the paper provides guidelines to a practitioner on how to choose the parameters for the 

hybrid method. 
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