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Abstract. Interactive video browsing tools are designed for e-learning applica-
tions on future interactive TVs. The integrated system includes an authoring tool 
that produces multi-paths videos and a playback tool that uses video tracking 
technology and a remote controller. The playback tool enables multi-modal inter-
action between the user and a multi-story video clip. Three types of hyper-
interactive controls are incorporated, which include a reference link of a video ob-
ject to show supplementary information on the Web, a hyper link to enable hyper-
video jumps, and a choice link for online answers to pre-designed questions. The 
underlying video is coded using the standard MPEG technology, with navigation 
information hidden in the user-defined data of MPEG. Thus, the default sequence 
of a hypervideo can also be presented using an ordinary video player. 

1   Introduction 

Interactive TV aims at giving full interactivity between the TV programs and the 
viewers. The viewers will be able to select needed video in a simple and easy way. 
The interface design and related issues has been under massive research and discus-
sions in recent years [1, 2, 3]. On the other hand, hypervideo and multi-story video are 
also an important video technology under development [4, 5, 6, 7]. Video not only 
can be played in a linear sequence, but also can have multiple choices at certain points 
in the video. The story of a movie can progress in different ways and have different 
endings chosen by the viewer. An object in the video can be annotated with extra 
information in the form of a text file, an image, another clip of video, or a Web page. 
As long as the viewer triggers the reference link associated with it, the information 
will reveal. It would be very useful to integrate the hypervideo technology into inter-
active TVs to further enhance the interactivity.  

How the reference link in a video can be triggered is an interesting issue. It is quite 
natural to do it by clicking a mouse, just like what is usually done on the World Wide 
Web. However, a mouse seems not well suited in the living room. People are more 
used to play with the buttons on a remote controller. In this paper, we propose multi-
modal interaction for the playback tool. Besides using a remote controller, hand ges-
ture of the viewer captured by a CCD camera can also be used for controlling hyper-
video progress. The idea is shown in Fig. 1. 
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Fig. 1. Multi-modal hyper-interactive video viewing 

For an e-learning application in the form of video compact disc, the learner will not 
need a computer to view the hypervideo content. A DVD player and a TV, which are 
standard appliances in the living room of a normal family, would be sufficient for the 
learner to start learning. Personalized learning content can be retrieved through the 
hypervideo structure of the learning content. For example, the learner can choose to or 
not to view a video clip with detail explanation of a vocabulary in a conversation for a 
language-learning scenario. Computers will not be needed. 

In the following sections, we will introduce the authoring tool and the player of 
this integrated system. The multi-modal interaction and enabling technologies will 
then be delineated. And a brief conclusion will be drawn. 

2   Hyper-Interactive Video Content Authoring 

In order to produce hyper-interactive video content, an authoring tool is developed to 
divide the original video raw file into video clips. A directed-graph (digraph) structure 
composed of the video clips can then be constructed. One video clip can be used more 
than once in the digraph structure. The content producer can use the authoring tool 
with a user-friendly interface to produce the clips by simply marking in the starting 
time and marking out the ending time. Actually, the video file is not edited in any 
way. It is the marked points that are saved. 

Fig. 2 shows the appearance of our authoring tool. There are several windows in 
this tool, including the video window, a digraph structure of marked hypervideo, and 
the metadata that can be added into the video.  

The basic element of hypervideo is a video clip. A hypervideo is composed of sev-
eral video clips. In our digraph-structured hypervideo, every node represents a video 
clip marked by the producer. The root node is the starting point of the hypervideo and 
is marked with a red square in the authoring tool. The red line between two nodes 
represents a video hyperlink between the two video clips. The audience can activate 
the hyperlink in a specified temporal-spatial domain to jump from one video clip to 
another. Nodes can have more than one branch. So the user can decide which video 
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clip is the target via the multi-modal interaction. One of the hyperlinks of each node is 
set as the default link. If the audience does not make any choice, the video playing 
will proceed to the video clip with the default link. 

 

Fig. 2. The authoring tool of interactive-hyper video 

Fig. 3 shows the result of a hypervideo structure. The producer can change the line-
arly played video sequence into a digraph-structured hypervideo. The audience can 
select the video clip he/she wants to watch by triggering a reference link. If they do 
not like the selected clip, they can go back to the parent video clip to choose another 
video hyperlink. The producer can also put some extra information to describe certain 
objects in the video clip. By the authoring tool, the producer can add text descriptions, 
existing image files, webpage files or URLs on the Internet to give more information 
to the audience.  

Video annotation is usually used to enhance the semantics of the video object in 
the research of MPEG-4, MPEG-7 and video retrieval [8]. It is a big challenge to 
decide which objects to be recognized, tracked, and annotated. In our work, we adopt 
a manual and intuitive way to reduce the complexity of authoring.  

 

Fig. 3. A linear sequence versus a directed graph-like structure 
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3   The Hypervideo Player 

In the proposed system, one key issue is how the annotated video can be played in a 
selected sequence exactly. A hypervideo presentation engine is designed for the hy-
pervideo player. There are three components in the presentation engine: the naviga-
tion manager, the video decoder, and the video render (Fig. 4). They are described in 
details in the following. 

 Navigation_Manager:  
The major component of the presentation engine is the navigation manager that 
lets the user browse the video sequence and receives the multi-modal interaction 
signal from the user. It can also control the process of video decoding when the 
user jumps to the next and previous video clips.    

 Video_Decoder:  
This component is responsible for decoding the video signal like an MPEG de-
coder. The video decoder installed in the Windows OS is used directly. 

 Video_Render:  
This component is used to render a video that comes from the output of the navi-
gation manager and the video decoder. If one of the inputs to the video render is 
interrupted, the video render will output the default video sequence without using 
the hypervideo function.  

 

Fig. 4. The architecture of the hypervideo player 

The video produced by the hypervideo authoring tool can also be played in other 
video players. Other players will play the default sequence of the digraph structure. 
The annotation added by the authoring tool will be ignored. 
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4   Multi-modal Interaction 

Mouse clicking is natural to computer users on the WWW environment. Hypervideo 
is an extension of the idea of hypertext in Web pages to video. But here we look for 
other ways of interactions for future interactive TV applications. Under the scenario, 
people might not be used to mouse clicking. Thus, two other modes of interactions are 
introduced: 1. interaction with a remote controller, 2. interaction with camera-
captured hand gestures. 

4.1   Interaction with a Remote Controller 

The first recommended device is a remote controller for TV. Most people are used to 
pressing buttons of a remote controller. However, current design of a TV remote con-
troller needs to be enhanced to incorporate certain functions of the hypervideo player. 
A few buttons are redefined for such a purpose. The workflow of the remote control  
is  shown  in  Fig. 5. In order to simulate the TV on a computer screen, an IR (infrared 

 

Fig. 5. The workflow of the remote control for the hypervideo player 

 

Fig. 6. The IR receiver and the remote controller 
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rays) receiver is added to the COM port to receive the IR signal from the remote con-
troller. The IO fetch component receives data from the COM port and translates the 
data for the hypervideo player. Fig. 6 shows the IR receiver and the redefined remote 
controller. 

Fig. 7 shows the situation that a viewer uses a remote controller to browse a hyper-
video. The hyperlinks are shown in the video window with numbers. The viewer can 
activate the text, image, Web page, and/or video hyperlinks associated with the video 
clips by simply pressing the number buttons. Besides the hyperlinks, the viewer can 
also switch between play and pause or jump to a certain video clip. 

  

Fig. 7. Using a remote controller to browse hypervideo 

4.2   Interaction with Camera-Captured Hand Gestures 

A CCD camera is used as the second input device for the viewer to interact with the 
hypervideo browser. Hand gestures are used to replace mouse events. When the viewer 
waves his/her hand, the system finds the center of the palm and it is viewed as the 
mouse cursor. The viewer moves the hand to move the cursor to a certain hyperlink. 
When the palm is folded into a fist, the hyperlink is triggered. A low level CCD is suffi-
cient to capture the user’s gestures. Such a device can be acquired easily at a low cost. 

Gestures are used as the event to trigger a hyperlink. The first step of recognizing 
gestures is to separate the hand in each frame. The second step is to find the center of 
gravity of the palm as the location of the mouse cursor. And the third step is to detect 
the palm is folding or unfolding [9, 10, 11].  

The following procedures are used to separate the hand from the background: 

1. Compute the difference of lightness in each pixel between the current frame and 
the former frame. 

2. If the result is greater than the threshold, the value is set to 255. Otherwise, the 
value is set to 0.  

This can be expressed by the following equation. 
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With an adequate threshold, we can get results of separating the foreground object 
from a still background.  
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Next we need to reduce the noise shown with the foreground object. The median fil-
ter and the closing operation are used. Here, the two techniques are briefly introduced. 

Median filter: All the pixels values (in gray-level) in an N*N mask are arranged in a 
sequential order (from the smallest to the largest), then the middle value is selected 
from the ordered set to replace the value of the central pixel. 

Closing operation: The closing operation performs the dilation followed by the ero-
sion operation. Usually, it is used to fill in small holes or gaps and connect object’s 
fragments. 

By using these techniques, we can remove the redundant noise and get the hand area 
more precisely. Fig. 8 shows the hand area after removing noise.  

 
noise   object      

         (a)                                        (b) 

Fig. 8. Result of noise reduction (a) before and (b) after the noise reduction 

Illumination change and background change are the two factors for getting an inac-
curate background image. Without an accurate background, the foreground object 
cannot be separated. So, a dynamic background update mechanism is necessary. The 
major component of background adaptation is to calculate the difference between the 
current frame and background image. If the difference exceeds a threshold, the back-
ground image must be updated. 

In this system, we use the number of on-off times of each hand object to determine 
if it is folding or unfolding. The procedure of determining on-off times is as follow: 

1. Scan the source image horizontally from the top to the bottom with an interval of 
two pixels until whole image is scanned. 

2. In the scanning process, the system checks the value change of neighboring pixels. 
3. If there is a change from black to white, it is an “on.” 
4. If there is a change from white to black, it is an “off.”  
5. Sum up the total number of on’s and off’s. 

With an adequate threshold, we can use the on-off number to determine whether the 
palm is folding or unfolding. Fig. 9 shows the two gesture configurations.  

In our system, hand gestures are used to trigger the hyperlink in a hypervideo. The 
center of the palm is considered as the cursor to locate the target hyperlink. After the 
above-mentioned procedure, we can easily get the area of the hand. Then we compute 
the center of gravity of the palm to get a coordinate and use this position to select a 
hyperlink. Fig. 10 shows a locating result using the center of gravity of palm.  
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Fig. 9. Gestures: folding and unfolding 

 

Fig. 10. Mouse moving and clicking by gestures 

When the viewer moves his/her hand, the captured frame is analyzed and a coordi-
nate is returned to the hypervideo player. The hypervideo render engine renders a small 
block indicating the location the palm points to. When the viewer folds the palm, the 
hypervideo player detects a low on-off number. This action is treated as the event of 
mouse clicking. So if there is a hyperlink in the area, it will be activated by the action. 

5   Conclusions 

In this research we integrated the hypervideo structure into the interactive TV frame-
work. With the developed multi-modal interaction tools, the viewer can sit back and 
relax on a couch to learn an e-learning application with hypervideo content and enjoy 
the interactivity easily. The interactivity of the interactive TV is enhanced with the 
hypervideo. 
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