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Abstract. A hyperplane arrangement is a finite set of hyperplanes through the 

origin in a finite-dimensional real vector space. Such an arrangement divides the 

vector space into a finite set of  regions. Every such region determines a partial order 

on the set of all regions in which these are ordered according to their combinatorial 

distance from the fixed base region. 

We show that the base region is simplicial whenever the poset of regions is a 

lattice and that conversely this condition is sufficient for the lattice property for 

three-dimensional arrangements, but not in higher dimensions. For simplicial 

arrangements, the poser of regions is always a lattice. 

In the case of supersolvable arrangements (arrangements for which the lattice 

of intersections of hyperplanes is supersolvable), the poset of regions is a lattice if 

the base region is suitably chosen. We describe the geometric structure of such 

arrangements and derive an expression for the rank-generating function similar to 

a known one for Coxeter arrangements. For arrangements with a lattice of regions 

we give a geometric interpretation of the lattice property in terms of a closure 

operator defined on the set of hyperplanes. 

The results generalize to oriented matroids. We show that the adjacency graph 

(and poset of regions) of an arrangement determines the associated oriented matroid 

and hence in particular the lattice of intersections. 

1. Introduct ion 

Let ~ be a finite set of hyperplanes through the origin in a real vector space R d. 

We study the combinatorial structure of the set ~ of regions, that is, connected 
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components of 

R " - U  I-I, 
H r=,~it' 

the complement of  the arrangement Yg. 

In particular, the adjacency graph of  ~ has ~ as its set of  vertices and connects 

two regions by an edge if they are adjacent (separated by exactly one hyperplane). 

If one of  the regions B is chosen as a distinguished base region, the adjacency 

graph, directed away from B, gives rise to a finite, graded poset P(~t', B), the 

poser of regions of  ~ with respect to the base B as defined in [Ed3]. 

This paper has two main purposes. First we give conditions under which 

p(~o, B) is a lattice, and discuss some related geometric and combinatorial 

questions. Secondly we prove that an oriented matroid can be reconstructed from 

its adjacency graph, which has interesting consequences for hyperplane arrange- 

ments. 

If  p(~o, B) is a lattice, then B necessarily has to be a simplicial cone. We show 

that this condition is also sufficient for d-< 3 but not for d > 3. However, for 

several highly structured arrangements more can be said. 

I f  ~ is simplicial (every region of  3Y is a simplicial cone), then P ( ~ ,  B) is a 

lattice for every region B. This generalizes results by Bjfrner [Bjl]  on the weak 

ordering of  finite Coxeter groups. 

An arrangement ~0 is called supersolvable if the lattice L ( ~  °) of  intersections 

of  hyperplanes in ~ (ordered by reverse inclusion) is a supersolvable lattice as 

defined by Stanley [St2]. We give a geometric description of  supersolvable 

arrangements. For such arrangements there is a natural choice of  base region B 

such that P ( ~ ,  B) is a lattice. Furthermore, for such choice of a base region the 

rank-generating function factors in a way which is similar to the expression 

known for the case of  Coxeter arrangements. 

Much of  our discussion of  the lattice property of  the bounded posets P ( ~ ,  B) 

depends on a simple "local"  criterion for the lattice property in bounded posets 

of  finite length (Lemma 2.1) that appears to be new. 

We proceed to describe the lattice property and lattice operations geometrically 

in terms of  a closure operator defined on the set ~ of  hyperplanes. With this 

closure operator, the set S(R) of  hyperplanes in ~ separating a region R from 

the base region is both closed and co-closed. If P ( ~ ,  B) is a lattice, the converse 

also holds and the lattice operations can be expressed in terms of  the closure 

operator. 

In the final section we show how our results generalize to oriented matroids, 

which can be thought of  as combinatorial abstractions of  hyperplane arrange- 

ments. The adjacency graph of  a hyperplane arrangement determines the corre- 

sponding oriented matroid. Thus the lattice L ( ~ )  of  intersections can be construc- 

ted from the poset of  regions P ( ~ ,  B) for all B. 

• 2. Preliminaries 

In this section we give a brief review of  the relevant known results concerning 

hyperplane arrangements, discuss some ideas in abstract convexity, and, most 
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importantly, prove a lemma in pure lattice theory which is critical for the next 

section. We also take the opportunity to establish most of  our notation for the 

rest of  the paper. 

For the most part our terminology and notation for lattices and posets 

is taken from Birkhoff [Bi]. A p o s e t i s  called bounded if it has a maximum and 

a minimum element, denoted 1 and 0, respectively. I f  a poset P has a 0 then, for 

each x e P, let rk(x), the rank o f  x, be the length of  the longest chain in the 

interval [0, x], assuming that the length of  such chains is bounded. By the rank 

o f  P, rk P, we mean the length of the longest chain in P. The  rank generating 

function of P is the polynomial ~(P, q) = Y . ~ ,  qrktx). A poset is called graded if 

it is bounded and every maximal chain has the same finite length. A poset with 

is called ranked if every interval [0, x] is graded. I f  x and y are in P then we 

say that y covers x, denoted x < y, if x < y and x < z -< y implies z = y. 

Critical for the next section is the following lemma. Surprisingly we were 

unable to find any previous reference to it in the literature. 

Lemma 2.1. Let P be a bounded poser o f  finite rank such that, for  any x and 

y in P, i f  x and y both cover an element z then the join x v y exists. Then P is a 

lattice. 

Proof. Since P is bounded, it is sufficient to show that P is a join semilattice, 

i.e., for any pair x and y in P, x v y exists. It then easily follows that P is a lattice. 

We prove this by induction on rk P. I f  rk P-< 2 then the lemma is obviously true. 

Assume rk P = k. Take a, b c P so that a and b do not cover a common element. 

We prove the existence of a v b. Let jl and j2 be atoms of P so that j~ < a and 

j2<-b. I f j ~ = j 2 = j  then both a and b are in the interval [A 1] in P and so by 

induction a v b exists. 

I f  j ,  #J2 then, since Jl ,j2 > ~), j l  v j2 exists. Both a and j l  v j2 are in [ j , ,  !]  so 

by induction a v j l  v j2 also exists. Finally, both a vj~ v j2 and b lie in [J2, 1] so 

a v j ,  v j2 v b = c exists and a v b = c since Jl -< a and J2 -< b. [] 

Let ~ be a collection (or arrangement) of hyperplanes in R d, [~[ = n. For the 

most part  we are interested in arrangements such that every hyperplane in ~ '  

contains the origin, i.e., ~ is a central arrangement. I f  ~ is not central then it is 

an affine arrangement. The  rank of  ~ is the dimension of  the span of  the normals 

to the hyperplanes. Note that for a central arrangement the rank is exactly the 

codimension of  the intersection of  all hyperplanes. Unless stated differently, we 

assume that ~ has rank d, that is the normals to the hyperplanes in ~ span all 
of  R d. 

The set R d -[._Jn~:~ H is the disjoint union of open connected d-cells called 

regions. Let ~ denote the set of  regions. I f  R ~ ~ then the set of  boundary 

hyperplanes ~ ( R )  is defined by 

~3(R) = { H  e ~ [  H c~/~ is of  affine dimension d - 1}, 

where /~ is the topological closure of  R. A region R is called simplicial if 
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I~(R)I  = d, that is if R is a cone over an open simplex. A theorem of  Shannon 

[Sh] shows that for any central arrangement ~ there are at least d + 1 simplicial 

regions. The central arrangement ~ is called a simplicial arrangement if every 

region in ~ is simplicial. 

The adjacency graph G of  ~ has the regions as vertices and an edge between 

two vertices if the corresponding regions are adjacent, that is separated by exactly 

one hyperplane. The simplicial regions of  ~t' correspond to vertices of  degree d 

and, by Shannon's theorem [Sh], G is a regular graph if and only if ~ is a 

simplicial arrangement. 

Fix a region B e ~,  which we call the base region, and define for each R ~ 

S(R) = {H ~ ~ l  H separates R from B}. 

This allows us to define a partial order on ~ which we denote by P(Y(, B), or 

P ( ~ )  if B is understood, by 

R~ <-R2 ¢~ S(RO~_S(R2). 

We call this poset the poser of regions. The Hasse diagram of this poset is the 

adjacency graph G of ~,  directed away from B. 

Given the fixed region B we choose a collection of vectors {zH ~ •d [H ~ ~ }  

such that, for each H e ~C, 

H = { x ~ R  '~ I(z.,  x) =0}, 

where ( , )  is the standard Euclidean inner product, and for b e B 

(ZH, b) > O. 

Let H + be the closed half-space bounded by H containing B and let H -  be the 

other closed half-space of  H. If  z e R  d-{0}  then let H~ be the hyperplane 

orthogonal to z. 
We now collect a number of  results concerning the structure of  P(~t~, B) which 

are used in the subsequent sections: 

Theorem 2.2 [Ed3]. 

(1) For any arrangement ~ and base region B, P ( ~ ,  B) is ranked and rk R = 

IS(R)1 for every I~ c ~ .  
(2) For ~ a central arrangement, P ( ~ ,  B) is graded and self-dual under the 

map R ~ - R  where - R  = {x ~ R a I - x  ~ R}. 
(3) If  ~t" is a central arrangement and B is a simpliciai region, then each subset 

A of the atoms of P(~ ,  B) has a join (least upper bound).. 
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These facts appear in Proposition 1.1, Proposition 2.1, and Lemma 2.3, respec- 

tively, of [Ed3]. 

There is another partial order related to an arrangement ~. Let L ( ~ )  be the set 

L(ff()=( TC-RdIT=~']H~ H f°r  s°me subset "~--- ~ }  ' 

where we partially order L ( ~ )  by reverse inclusion. We use the convention that 

R d is the empty intersection. L ( ~ ) ,  the lattice of intersections, was introduced by 

Zaslavsky [Za] to study enumerative questions about the arrangement ~.  As we 

see in Section 6, L ( ~ )  can be recovered from the adjacency graph G, and hence 

from P ( ~ ,  B) for any base region B. 

The lattice of intersections L ( ~ )  is a finite geometric lattice. Recall the 

definition 

x(L, t) = Z /z(0, x) t  rk(i)-rk(x) 
x ~ L  

of the characteristic polynomial of a geometric lattice L, where /z is its M~ibius 

function. In the sequel we will see that for some arrangements ~ there are intimate 

connections between the rank-generating function of the poset of regions, 

~'(P(~, B), q), and the characteristic polynomial of the lattice of intersections, 
x( L( ~), t ). 

We continue this section of preliminaries by presenting three classes of  central 

arrangements of hyperplanes which have special interest. The first, graphic 

arrangements, is very useful for creating examples in high dimensions. In this 

class the regions ~ have a nice combinatorial interpretation. The second class, 

polytopal arrangements, is of interest because the chains of P ( ~ ,  B) have a useful 

interpretation in terms of  a related convex polytope. The third class of examples, 

Coxeter arrangements, is of considerable importance in algebra and com- 

binatorics. 

Let G be a simple connected graph with vertex set {1, 2 , . . . ,  n} and edge set 

E = { e , j [ i  is adjacent to j}. From this graph we construct an arrangement of 

hyperplanes ~(G)= {HqleljE E} in R n, where 

H,j = ( x  z R "  Ix, - XJ = 0}. 

This construction is due to Greene [Gre]. Notice that the rank of  ~ ( G )  is n - 1. 

An arrangement of type ~ ( G )  is called a graphic arrangement. 
By an acyclic orientation of the graph G we mean an orientation of the edges 

of G so that there are no directed cycles. The edge eij is denoted (i,j) when the 

orientation is from i to j. Let dp be the set of  all acyclic orientations of  G. The 

following is a fundamental observation of Greene [Gre]. For the proof see [GZ]. 
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Theorem 2.3. The regions of  ~ ( G )  are in one-to-one correspondence with the 
elements o f  ¢ .  The correspondence is given by 

R ( a ) = { x ~ R " l x i  <x2 if eij is oriented (i , j)  in ct} 

for each acyclic orientation a and inversely 

a ( R )  = {(i,j)Je o e E and xi < xj for x e R}. 

Fix an acyclic orientation/3 ~ ~.  For each a e dp define 

D ( a )  = {(i,j) e al(j, i) e fl}. 

For each pair of acyclic orientations al  and a2 of G we define a, -< a2 if and 

only if D(a~) c_ D(a2). It is easy to see that this partial ordering on qb is the same 

as the one induced by the partial order P(o~(G), B) where B =  R(fl) .  In this 

ordering al  > a2 if and only if the orientations differ on exactly one edge e 0 and 
on that edge a~ differs from/3. This construction allows one to work easily with 

examples of  arrangements of large rank. 

The second construction is due to Carl Lee [Lee]. Let Q be a ( d - 1 ) -  

dimensional convex polytope with facets ~ = {F~, F2 . . . . .  Fk}. Embed Q into an 

affine (d -1 ) -d imens iona l  subspace not containing 0 o f  R d. Let ~t'= 

{H,,  H 2 , . . . ,  Hk} be the set of  hyperplanes where Hi = span{F~ w {0}} for each 

1 < i -< k. We will call such an arrangement ~ a polytopal arrangement. 

Let B be the region in 9~ that contains Q. Notice that the set N(B)  is the 

same as ~.  (In fact this characterizes polytopal arrangements: an arrangement 

is polytopal if and only if N(R)  = A ~ for some region R.) Every maximal chain 

of  P ( ~ ,  B) induces a linear ordering of  the set ~tf, say (H~,, H ~ , . . . ,  Hi, ), which 

in turn gives a linear ordering of the facets of  Q: (F~,, F~ 2 . . . . .  F~ ). It was pointed 

out by [Lee] that the work of Bruggesser and Mani [BM] implies that all these 

linear orderings of  ~ are shellings of the boundary of  Q. In fact, these "curve 

shellings" induced by maximal chains in P ( ~ ,  B) generalize the "line shellings" 

used by Bruggesser and Mani. It would be interesting to know more about the 

combinatorial properties of  such curve shellings. Such properties of  line shellings 

were studied by Danaraj and Klee [DK]. 

Generalizing the preceding paragraph, we observe that if ~t' is any central 

arrangement with base region B, then the maximal chains in P(~f, B) induce 

linear orderings of  ~t ° which when restricted to the boundary hyperplanes ~3(B) 

give shelling orders of the facets of  B (or, more precisely, of  the boundary of  

the polytope over which B is a cone). 

The third class of  examples arises as follows. Let ~ be a finite collection of  
central hyperplanes in R d and let G~ be the subgroup of  GL(R d) generated by 

orthogonal reflections through the hyperplanes in c£. The finite groups arising in 

this way are the finite Coxetergroups. See Bourbaki [Bo] for a discussion of  finite 

Coxeter groups. If  G~ is a finite Coxeter group, let ~ be the set of  hyperplanes 

whose corresponding orthogonal reflections belong to G~ (this set is in general 
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strictly larger than ~). Arrangements ~ which correspond to finite Coxeter groups 

in this way are called Coxeter  arrangements. 

If  Ro, R 1 , . . . ,  Rk is a path of  regions in the adjacency graph of  a Coxeter 

arrangement, then reflection through the unique hyperplane which separates R~_, 

from R~ must map Ri-, isometrically onto R~, 1 - i <- k. So the product of these 

reflections will map Ro onto Rk. It follows that the Coxeter group acts transitively 

on the set of regions ~ of  its arrangement. In fact, the action is simply transitive, 

so once a base region B is chosen there is an induced one-to-one correspondence 

between regions and group elements. Clearly, due to symmetry under the group, 

the poset of regions P ( ~ )  = P ( ~ ,  B) is the same (up to isomorphism) for every 

base region B. The corresponding ordering of the group elements is known as 

the weak order (or weak Bruhat  order) of the Coxeter group, see [Bjl] and lEd3]. 

Let us now collect a few known facts about Coxeter arrangements that are 

relevant for this paper. Note that the transitive action on the regions together 

with the existence of at least one simplicial region [Sh] implies the first part of 

the following theorem, which is also otherwise well known [Bo, p. 153]. 

Theorem 2.4. Let  ~ be a Coxeter  arrangement. Then: 

(1) [Bo] ~t' is a simplicial arrangement. 

(2) [Bjl]  P(~g') is a lattice. 

(3) There exist  integers 1 = el <- e2 <-" • • <- ed, called exponents, such that 

d 

[So] ~-(p(~e,q)= H ( l + q + q  2 + ' '  .+qe,),  
i = 1  

d 

[Te2] x ( L ( ~ ) ,  t) = [I ( t -  e,). 
i = 1  

In Section 3 we show that P ( ~ )  is a lattice for any simplicial arrangement, 

thus generalizing (2). In Section 4 we discuss another class of arrangements for 

which the rank-generating function and characteristic polynomial factor just like 

for Coxeter arrangements. 

As an example, consider K, ,  the complete graph on the vertex set {1, 2 , . . . ,  n}, 

and the graphic arrangement ~ ( K , ) .  This is a Coxeter arrangement corresponding 

to the symmetric group S, of  permutations of  {1, 2 , . . . ,  n}. It is an arrangement 

of  rank n - 1  (all hyperplanes contain the line x , = x 2  . . . . .  x , )  and the 

exponents are e~ = i, 1 -< i-< n - 1. The lattice of  intersections of  ~ ( K , )  is isomor- 

phic to the lattice of  partitions of  the set { 1, 2 , . . . ,  n }. The regions are in one-to-one 

correspondence with the acyclic orientations of  K ,  and also with the elements 

of S,. The acyclic orientation of K ,  corresponding to a certain permutation is 

simply its inversion graph. 

Finally we discuss some ideas from abstract convexity that are relevant for 

Section 5. Our terminology is taken from [EJ]. Let X be a finite set and ~ a 

collection of subsets of X satisfying the properties: 

(A1) O, X e ~,  

(A2) ~ is closed under intersection. 
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We can alternatively think of  ~ as a closure operator on X. That is, for any 

subset A ~ X define the closure of  A, ~ ( A ) ,  or ,4, by 

ZP(A) = A = ("] K. 
{K~IK~A) 

It is easy to check that ~ is a closure operator on X with the additional property 
that Ze(O) = 0 ,  i.e., Ze is a map  L¢: 2 x --> 2 x with the properties: 

(C1) .LP(A) __ A, 

(C2) A c B ~ ( A )  c_ ~ ( B ) ,  

(C3) .~(A) = .~(.~(A)).  

We move freely between the interpretation of ~ as a collection of  subsets and 

as a closure operator. Those sets K E ~ ,  or equivalently those sets K _ X such 

that K = ~ ( K ) ,  are called convex sets. 

A closure operator ~ is said to be an antiexchange closure if, for every pair 

x, y e X, x # y, and a convex set K, x, y ~  K, we have that x E A°(K w y) implies 

y ~  .Y(K u x). A pair (X, ~ )  where ~ is an antiexchange closure is called a 

convex geometry on X. I f  X is understood, we just refer to ~ as the convex 

geometry. This is only one of numerous equivalent ways of defining a convex 

geometry. For other definitions see Theorem 2.1 of  [EJ]. 

The collection ~ has a natural partial order by containment. Under this partial 

order Le is a lattice where the meet operation is intersection and the join operation 

is closure of  the union. We refer to this lattice as L(.Y). 

A finite lattice L is said to be meet-distributive if, for every y E L and x the 

meet of  all elements covered by y, the interval [x, y] is a Boolean algebra. For 

a survey of results on meet-distributive lattices see [Ed4]. 

Theorem 2.5 [EJ, Theorem 4.1]. A lattice L is meet.distributive if  and only i f  

L = L(.~) for some convex geometry (X, ~ ) ,  

3. Simpliciai Regions and Arrangements 

In this section we focus on the question of  how the geometry of the arrangement 

and the base region B affects the combinatorial structure of  the poset P ( ~ ,  B). 

Our  main concern is under what conditions is P ( ~ ,  B) a lattice. 

Theorem 3.1. I f  P( ~ ,  B) is a lattice, then B is a simplicial region. 

Proof Suppose that B is not simplicial. Then I~(B) t  > d + I and B is covered 

by the set o f  regions 

{R E ~]tS(R){ = 1 and S ( R )  E ~(B)} .  
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If  Z = {zHIH e ~(B)}  then Z is a dependent set and we let D ~ Z be a minimal 

dependent subset of Z. 

If  z e D then 

z = -  E o~.z,.,+ E ~ z ~ ,  (*) 
H e U  G~_ V 

where D = {z}l_J { z , [ H  e U } t l  {z d G e V } (here LJ means disjoint union) and the 

coefficients of a ,  and/3c  are all positive. 

We observe that V # • because otherwise (z, b) < 0 for all b e B which contra- 

dicts the choice of  Z. Also U # Q  because otherwise (zc, b ) > 0  for all b e  B 

would imply that (z, b )>  0 and this means that H~ ~ ~ (B) .  

Consider the set of  regions ~ ' =  {R > B I S ( R ) e  V}. We will find an upper 

bound for ~ ' .  Since D - { z }  is an independent set of vectors, the corresponding 

hyperplanes of U w V can be thought of as coordinate hyperplanes. In particular, 

(( '~,~u H +) • ( O c ~ v  G-)  contains an open set of R d and thus some region T. 

In other words, we can find a T e ~ such that V_c S(T) and S ( T ) n  U = Q. 

Choose such a T minimal in P ( ~ ,  B). 

Now V~_ S (T )  means that T is an upper bound for the set ~ ' .  On the other 

hand, from (*) we see that H~ e S(T) as well. I f  we let R be the region so that 

S(R ) = { H=} then from Theorem 2.2(2) we see that - R  e ~ and S ( -  R ) = ~ -  { Hz }. 

Hence, both T and - R  are upper bounds for ~ '  and T ~  -R .  

Since T was chosen minimally there is therefore no least upper bound 

for 9~'. [] 

For small dimensions, we have a converse to Theorem 3.1. 

Theorem 3.2. Let ~ be a central arrangement in Rd for d <- 3, and B be a simpliciai 

region. Then P ( ~ ,  B) is a lattice. 

Proof. The cases d = 1 and d = 2 are trivial. Suppose then that d = 3. Since B 

is simplicial, we know from Theorem 2.2(3) that the join of any set of atoms 

exists. It suffices to show that, for any atom Ro of  P (~ ,  B), the interval [Ro, - B ]  

is a lattice. That this is sufficient follows from Lemma 2.1. 

Let H be the hyperplane so that S(Ro) = H. Consider the affine arrangement 

~ induced on the hyperplane 

H, = {v e R3l(v, zn) = -1}. 

If  we use Roc~ H~ as the base region, then we get that 

P ( ~ , ,  Ron H~) ~ [Ro, - B ]  

are isomorphic posets with isomorphism 

R~-> R n Hl. 
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F rom the cons t ruc t ion  P ( ~ ,  Roc~ H~) is a b o u n d e d  p lanar  poset ,  i.e., the Hasse  

d iagram can be drawn in the plane without  intersecting edges. It  is known that  

all b o u n d e d  p lanar  posets  are lattices (see Example  7(a), p. 32 of  [Bi]) and hence 

the p r o o f  is complete .  []  

Example  3.3. For  d = 4, Theo rem 3.2 fails to hold  as we illustrate with this 

example .  Cons ider  the a r rangement  ~ =  {HI ,  H 2 , . . . ,  H6} in R 4 given by 

H~ = {xl = 0}, 

/'/2 = {x2 = 0}, 

H 3 = {X 1 + 2x: + x3 = 0}, 

/-/4 = {2xl + x2 + x3 = 0}, 

/-/5 = {x3 - x4 = 0}, 

H6 = ix4 = 0}. 

Pick as a simplicial  base region 

B = {x  e Ralx~ > 0, x2 > 0, x3 > x ,  > 0} 

and let R be the a tom o f  P ( ~ ,  B) such that  S(R) = {H6}, i.e., 

R = {x ~ R4fxl > 0, x2 > 0, x3 > x4, x,, < 0, x~ + 2x2 + x3 > 0, 2x~ + x2 + x3 > 0}. 

Let H = {x, = -1}  and 0~ = {Hi c~/~11 -< i -  < 5} so ~ = {/4~, H2 , .  • •,/45} is a three- 

d imensional  affine a r rangement  given by 

= ( x ,  = 0 } ,  

= { x 2  = 0 } ,  

H3 = {xl + 2x2 + x3 = 0}, 

/4, = {2x~ + x2 + x3 = 0}, 

/~r5 = {x3 = - 1  } . 

Then as seen in the .proof  o f  Theorem 3.2 the interval JR, - B ]  in P(Y(, B) is 

i somorphic  to P(9~, R)  w h e r e / ~  = R c~/4. 

The  region - B = - B c ~  H is the m a x i m u m  element  o f  p(~e , /~) ,  

- / ~  = {x e R31x, < 0 ,  x 2 < 0 ,  x 3 <  -1}  

and  hence  - / ~  covers  a region T in P ( ~ , / ~ ) ,  

?'={xER31xt <O, x2<O, x3>-l ,x~ + 2x2+ x3 <O, 2xt + x2+ x3 <O}. 
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Notice that S(T) = ~ -  Hs. 
The interval [R, T] consists of exactly those regions in P (~ , /~ )  which lie in 

the half-space H~ so this interval is canonically isomorphic to the poset P ( ~ -  

/45,/~') where /~' is the region containing R. We note that ~e_/t5 is a central 

arrangement in R 3 and /~' is not simplicial, so neither the interval [/~, T] in 

P ( ~ ,  R) nor the interval [R, T] in P (~ ,  B) is a lattice and hence P(~ ,  B) is not 

a lattice. 

So although it is necessary that B be simplicial in order for P (~ ,  B) to be a 

lattice it is not sufficient. The following theorem presents a sufficient condition. 

Theorem 3.4. I f  ~ is a simplicial arrangement then P(~ ,  B) is a lattice for all 

choices of base region B. 

Proof As noted in Theorem 2.2(3) if B is a simplicial region then the join exists 

for every subset of regions covering B, hence in particular for every pair of regions 

covering B. 

Assume Rt and R2 cover a common region R. We wish to show that RI v R E 

exists in P ( ~ ,  B). Since maximal chains in JR, - B ]  correspond to minimal paths 

from R to - B  in the adjacency graph, it is clear that the interval [ R , - B ]  in 

P(~/t', B) is isomorphic to the interval [R, - B ]  in P (~ ,  R). The regions Rm and 

R2 still cover R in P (~ ,  R) and by Theorem 2.2(3), since R is simplicial, RI v R E 

exists in P (~ ,  R). Since RI and R2 are both less than - B  we also have that 
R~ v R2~ J R , - B ]  in P(~t ~, R). Hence Rt v RE exists in P (~ ,  B) as well. 

Now, applying Lemma 2.1 we see that P(Yt ~, B) is a lattice. 

By Lemma 2.1 there must be some local criterion for deciding in general when 

P ( ~ ,  B) has the lattice property. We do not have a good guess for such a criterion 

and thus we leave open the question of finding one. 

4. Supersolvable Arrangements 

Now we proceed to study "supersolvable" arrangements: 

Definition 4.1. Let L be a finite geometric lattice of rank d. An element V of L 

is modular if 

rk(Vv W)+rk (V^  W ) = r k V + r k  W 

for every W ~ L. L is supersolvable if it has a maximal chain 

6 =  Vo < V, < . . . < v~  = i 

of modular elements [St2]. 
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From now on let L be a supersolvable geometric lattice and 0 = Vo < Vi <"  • • < 

Vd = 1 be a fixed maximal chain of  modular  elements in L. For 1 -< i -< d, let e~ 

be the number  of  atoms of L that lie below V~, but not below V~-l, i.e., the 

number  of  atoms in [0, V~]-[0, V~_~]. Trivially we get el = 1, and y~idl e~ is the 

number  of  atoms in L. 

A main result of [St2] states that the characteristic polynomial of  L factors as 

d 

x(L,  t )= I] ( t - e i ) .  
i=l  

In particular this shows that the muitiset { e l , . . . ,  ea} does not depend on the 

maximal chain of  modular  elements in L. 

Definition 4.2. A central arrangement ~ is supersolvable if its lattice L ( ~ )  of  

intersections is a supersolvable lattice. The integers e j , . . . ,  ed associated with 

L ( ~ )  are called the exponents of  ~. 

Supersolvable arrangements were first considered in [St3] and [JT] in the 

context of free arrangements of  hyperplanes as defined by Terao [Tel] .  

The following result, generalizing Theorem 5.4 of  [JT] to arbitrary dimension 

d, describes the geometric structure and construction of supersolvable arrange- 

ments inductively. An equivalent theorem for supersolvable arrangements in 

complex vector spaces was independently proved in Corollary 2.17 of [Te3]. 

Theorem 4.3. Every arrangement ~( of  rank at most 2 is supersolvable. An arrange- 

ment ~ of  rank d >- 3 is supersolvable if  and only if  it can be written as ~ = ~ol l ~ l  

(disjoint union, ~ # Q), where ~o is a supersolvable arrangement of  rank d - 1, 

and, for any H', H" e ~l(l ( H'  # H"), there is an H ~ g(o such that H'  n H" c_ H. 

Proof. Every geometric lattice of  rank 2 is supersolvable, from which the first 

statement follows. 

I f  ~ is supersolvable, let Vd-~ be the coatom in a maximal modular  chain of  

L ( ~ )  as above, and define ~ o = { H e ~ [ H _ D  Vd-i}, ~ =  ~t~--~o. Then ~o is 

obviously supersolvable of  rank d - l, and, for H ' ,  H" ~ ~, H'  ~ H", we find that 

H '  and H"  are both complements of Va-~ in L ( ~ ) .  Thus Vd-~ V ( H ' v  H") = 1, 

hence by modularity H = Va_~ ̂  ( H ' v  H") is an atom in L ( ~ ) ,  that is a hyperplane 

in ~.  But H <- Va_~ means H ~ ~o,  and H <- H'  v H" means H D_ H '  c~ H". 

To prove the converse, let ~o and ~ l  be ~iven as above. Any maximal chain 

of  modular  elements of  L(~t~o) together with 1 defines a maximal chain in L(~) .  

By the argument on p. 217 of  [Stl]  it is sufficient to show that Vd-~ (the maximal 

element of  L(~o))  is modular  in L (~ ) .  For this let Y e  L ( ~ ) .  For Y~ L(~o) 

there is nothing to show. For Y ~ L(g() - L(~o),  write Y as a join of  rk(Y) atoms 

such that the number of  atoms (hyperplanes) from ~1 in this expression is 

minimal. But for H ' ,  H " e  ~ ,  H '  # H", there is an H ~ ~o such that H v H '  = H '  v 
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H". Thus 

rk Yo = rk Y - 1  from semimodularity. This shows that 

rk(Vd_l v Y)+rk(Vd_l A Y) =rk  l + r k  Yo 

=( rk  Vd_j+ 1)+(rk  Y - l )  

--rk Vd_l+rk Y. 

Y can be written as Y= YovH', where YocL(~o), H ' s ~ l ,  and 

[] 

We remark that the exponents { e l , . . . ,  ee} of  ~ are recursively given by 

Theorem 4.3 as the multiset { e l , . . . ,  ed-1} of exponents of ~0 together with 

e d  = [~l[- 

To study the poset of regions of a supersolvable arrangement ~, we observe 

that Theorem 4.3 describes a canonicall order-preserving, surjective map 

¢r: P ( ~ ,  B)--> P(~o, ~r(B)) 

which is inclusion of the regions of ~ into larger regions of ~o, where ~o is a 

supersolvable arrangement of lower rank. This allows constructions and proofs 

by induction. For every region R of the arrangement ~, let ~ ( R )  be its fiber 
under 7r, that is ~ ( R )  = 7r-l(~'(R)). 

Inductively define a base region B for ~ to be canonical if it is chosen such 

that 7r(B) is canonical for ~o,  and that ~:(B) is linearly ordered in P ( ~ ,  B). For 

n-< 2, every base region is canonical. 

Note that, given any base region Bo for Ho, the regions of the arrangement 

contained in Bo are linearly ordered by adjacency such that for every canonical 

Bo for ~o there are exactly two canonical B for ~ such that ~r(B)= Bo. Thus 

every supersolvable arrangement of rank d has at least 2 e canonical base regions. 

Theorem 4.4. Let Y( be a supersolvable arrangement and B be a canonical base 
region for ~, then the rank-generating function for P(~I(, B) is 

d 

~(P(~(,B),q)= I] ( l + q + q  2 + ' "  "+qe'),  
i=l 

where the ei are the exponents of L( ~(). 

Proof. If B is canonical, then all the fibers of P(Y(, B) under the mapping 1r 

are chains of length I~ll = ed. Recall from Theorem 2.2(1) that P ( ~ ,  B) is 

graded with rank being given by rk R = IS(R)I. Thus, if R is a region and h(R) 
denotes its rank in the fiber ~ ( R ) ,  then rk R = rk(~r(R))+ h(R). Hence we can 

compute the rank-generating function by induction as the product of  the rank- 
generating functions l-ldfl 1 ( l + q + " '  .+qe,)  for ~o and l + q + . . . + q e , ,  for the 

fibers. [] 

It is easy to see that the conclusion of Theorem 4.4 can hold only if B is 

simplicial. It is not true, however, that the hypothesis that B is canonical can be 
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Fig. 4.1 

replaced by B being simplicial. The central, supersolvable, arrangement in R 3 

(given by an affine section) shown in Fig. 4.1, with the base region B shaded, 

provides a counterexample. The rank-generating function for P(~(, B) is 1 + 3 q + 
6q2+6q3+6q4+6qS+3q6+q 7 instead of (1+q)(1 +q+qE+q3)2. 

Corollary 4.5 [Te2], [JT]. 

merit is 

The number of regions of a supersolvable arrange- 

d 

H (l+e,). 
i=l 

Theorem 4.6. Let ~( be a supersolvable arrangement and B be a canonical base 

region, then P( ~, B) is a lattice. 

Proof. As noted above, for every region R of the arrangement ~(, ~(R)  is a 

chain of length i~11 and forms an interval of p($tf, B). 
Let R1 and R2 be two regions of ~, and let Te 7r-l(Tr(R1) v 7r(R2)) be minimal 

in $;(~r(Rl)v 7r(R2)) such that T_> R1 and T > - R2. This is well-defined because 

we can assume that P(~o,  ~r(B)) is a lattice by induction on the rank, and the 

maximal element of ~(1r(R~) v ~r(R2)) is an upper bound for Rl and R2. Note 

that T is a minimal upper bound for RI and R2 by construction. 

Let T' be a different minimal upper bound. This implies that T ~  T' and 

or(T) < or(T'). 
Now let H be the hyperplane in ~ that separates T from the region it covers 

in ~(T).  Choose H'~ S( T ) -  S( T'): this is possible because T ~  T'. Note that 

H '  ~ ~l because or(T) <- ¢r(T'). 

We now use that for every fiber 3: (i.e., for every region of ~o) there is a 

unique linear order on ~1 defined by Hi -</-/2 if and only if Hi ~ S (R)  for R c 3~, 

that is "/-/2 is higher than H~" in the corresponding region of ~o. 
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By construction we have that H '  < H in :T(T). 

The construction of T implies H e S(RO. On the other hand, H ' ~  S(T'), thus 

H' ~ S( R~) u S( R2) and H' ~ S( R~), and therefore H < H' in ~:(R1). 

Finally H e S(T'), but H '  ~ S(T'), hence H < H'  in ~:(T'). 

Now if Ho is the (unique) hyperplane in ~0 that contains H n H' ,  then these 

data imply that Hoe S(ROAS(T) and Hoe S(T)AS(T') (here A means symmetric 

difference), which contradicts 7r(Rl)-< It(T)__< ~r(T'). Thus T as constructed 

above is the unique minimal upper bound for R~ and R2. [] 

Since the conclusions of Theorems 4.4 and 4.6 are also known to hold if ~ is 

a Coxeter arrangement (Theorem 2.4), it is natural to ask whether they generalize 

to the case where ~ is a "free" arrangement in the sense of Terao [Tel]. In this 

general case, Corollary 4.5 is known to hold [Te2], with respect to the generalized 

exponents as described by Terao, see [Tell or [St3]. It has been conjectured by 

Bj6rner [Bj2] and Terao and Wagreich [Wa, p. 137] that Theorem 4.4 holds for 

free arrangements, that is, for a suitable choice of a base chamber B, the 
d 

rank-generating function of  P (~ ,  B) factors as lqi=~ ( l + q + . . . + q e )  for the 

generalized exponents ei. However, Terao [Te4] has found that the arrangement 

"A4(17)" from Griinbaum's lists [Gr2, p. 89], [GS, p. 53] of simplicial arrange- 

ments forms a counterexample to this conjecture. The generalization of Theorem 

4.6 to free arrangements is true for d-< 3 by Theorem 3.2 and the existence of 

simplicial base regions [Sh]. However, for large enough dimension it is probably 

false, too. 

If ~ is a Coxeter arrangement, then the posets of regions P (~ ,  B) obtained 

for the different bases are canonically isomorphic via the transitive action of the 
corresponding Coxeter group on the regions. However, an analogous statement 

for supersolvable arrangements is false as we show in the next example. 

Example 4.7. Let ~ be the supersolvable arrangement in R 3 with exponents 1, 

2, 2 (Fig. 4.2(a)). Its adjacency graph is given by Fig. 4.2(b). The base regions 

B2 

(a) (b) 

Fig. 4.2 
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B~ and B2 are both canonical, but the posets P ( ~ ,  B~) and P ( ~ ,  B2) (obtained 

by directing the adjacency graph from the respective base) are not isomorphic, 

though they share the lattice property and the same rank-generating function 
( l + q)( l + q + q2) 2. [] 

In connection with Theorem 3.2, it seems interesting that the regions of  

supersolvable arrangements, though not simplicial in general, are of a very 

restricted combinatorial type. In particular, the regions of a supersolvable arrange- 

ment in R d have at most 2(d - 1) bounding hyperplanes. In fact, they are cones 

over (d -1 ) -d imens iona i  polytopes that can be described inductively via the 

construction of Theorem 4.3. We omit the details. 

5. Geometric Interpretation of the Lattice Property 

When the poset of regions P ( ~ ,  B) is a lattice the set ~ of  hyperplanes admits 

the structure of  a convex geometry which encodes much of the combinatorial 

information. In this section we describe this convex-geometric view on arrange- 

ments with a lattice of  regions. The same analysis was previously carried out for 

Coxeter arrangements on p. 187 of [Bjl].  

Let ~ be a finite, central arrangement of hyperplanes in R a defining a set of  

regions ~.  Choose a base region B c ~,  and for each H s ~ define the normal 

vector zH and the closed half-spaces H ÷ and H -  as in Section 2. This means 

that zH s H ÷ and B __q H ÷ for all H e ~. 

For each H e ~, let ~H = {R s ~ [ H ~  S(R)}. Equivalently, ~ ,  is the set of 

regions that are contained in the half-space H ÷. Clearly, ~ ,  is an order ideal 

in the poset of  regions P (~ ,  B). 

Now define a closure operator on the subsets of  ~ by 

fi, = { H ~  ~ l ~ ,  --- ('~K~A ~K }  (5.1) 

for A _  ~. The formulation .,~ = {H e ~f[H+_D OKrA K +} is equivalent. 

Proposition 5.1. The operator A~-->.4 is an antiexchange closure on the set o f  
hyperplanes. 

Proof. It is clear that A~,A~ is a closure operator, i.e., increasing, monotone, 

and idempotent. To check the antiexchange property assume that for some 

H, G e ~ - A  we have A=/~,  H ~ A u { G } ,  and H ~ G .  Then f ' ] r ~ A ~ r  is an 

order ideal that is not contained in ~ .  Let the region R be minimal in the set 

( (" )KcA~K)--~C,  and pick a region R' which is covered by R. Then G e  
S ( R ) - S ( R ' ) ,  and since I$ (R)[=IS(R ' ) I+I  we have that S ( R ) = S ( R ' ) w { G } .  
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Now, R ' e  (['-~r~A ~ r )  C~ ~G, SO the assumption H e A w ( - ~  implies that R' 

~H, i.e., H ~ S(R').  But then also H ~  S(R),  i.e., R ~ ~H. So R e (['-'lr ~A ~ r ) n  

~ u ,  which shows that G ~ A w {H}. [] 

Remark 5.2. Assume that P is any finite poset and (~7~),.~ i is a system of  order 

ideals that satisfies the following separation property: if x covers y then there 

exists at most one ideal tT~ such that y ~ ~7i, x ~ ~7,. Then the closure operator 

for A ~  I, has the antiexchange property. This is shown by a straightforward 

generalization of the preceding proof. 

Remark 5.3. In the geometric setting of Proposition 5.1 the closure of a set 

A c_ ~ can also be characterized as 

fi, = {H ¢ ~Jz~ ~ cone{zK IK ¢ A}}, 

where by cone{zK} we mean the convex cone generated by the rays {zr}. This 

illuminates the connection with ordinary convexity. 

A set of  hyperplanes A c ~ will be called convex if .'~ = A and biconvex if 

both A and its complement A ~= ~ - A  are convex. 

Proposition 5.4. For each region R ~ ~ the set S( R ) of separating hyperplanes is 

biconvex. 

Proof. Since S(R)  = S ( - R )  ~, it suffices to show that 

S(R)  ~ = {H ~ ~ IH  ~ S(R)} = {H ~ ~IR ~ ~ , }  

is convex. But this is immediately clear from the definition of  closure in 

(5.1). [] 

Theorem 5.5. Suppose that the poset of  regions P(~(, B) is a lattice. Then: 

(1) A = S ( R )  for some region R if and only if  A is biconvex, for Ac_ ~. 
(2) S( RI) u S( R2) = S( T) if and only if  R~ v R: = T, for regions R1, R2, and T. 

Proof. Let R be any region and [B, R] the closed interval below R in P (~ ,  B). 

Clearly, [B, R] _ ~ n  for all H ~ S(R)  c, since ~ u  is an order ideal containing R. 

In fact, 

[ B , R ] =  f-) ~ n ,  (5.2) 
H ~ S ( R )  ~ 
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since a region R'  in the intersection satisfies H~ S(R') for all H e  S(R) ¢, i.e., 

S(R') ~_ S(R). 

Part (2): Suppose that S(R1)u S(R2)= S(T). Then T is an upper bound to 

the regions R~ and R2 in P ( ~ ) .  Also, if T' is another upper bound then 

S( R~) u S( R2) c S( T'), and, by Proposition 5.4, S( RO u S( R2) c S( T') = S( T'). 

Hence, T is a least upper bound. 

Conversely, assume that R~ v R2 = T. Write ~ ( A )  for the order ideal OKrA ~K 

when A c_ )~. Then, using (5.2) we have 

~t(S(R,) u S(R2)) = ~ ( S ( - R , )  c) c~ ~ ( S ( - R 2 )  ~) 

= [B, - R , ]  c~ [B, -R2]  = [B, ( - R , )  ^ ( -R2)]  = [B, - T]. 

Hence, H e S( R i) k3 S(R2) if and only if - T e ~ . ,  i.e., if and only if H ~ S ( -  T) ¢ = 

S(T).  

Part (1): Necessity was proven in Proposition 5.4. Assume now that A and 

A ¢ are convex. Look at the order ideal ~ ( A  c) = OKrA o ~K- Clearly, by definition 

Rc~(A c) ¢~ S(R)c_A. (5.3) 

We have 

Rt,  R2e ~ ( A  ~) S(R1) ~ S(R2) c_ A 

S( R1) u S( R2) c_ A 

S(RI v R2) c_ A 

R~ v R2~ ~(AC). 

(since A is convex) 

(using part (2)) 

So, ~ ( A  c) is closed under taking joins. Being an order ideal this means that 

~ ( A  c) has a unique maximal element, say Ro, and that ~ ( A  ~) is in fact a lower 

interval: ~ ( A  ~) = [B, Ro]. 

Now, S(Ro) ~_ A by (5.3). Conversely, if H c A then ~H ~ [B, Ro] since A c is 

convex, which means that H c S(Ro). Hence, A = S(Ro). [] 

Corollary 5.6. I f  A and B are biconvex sets of hyperplanes then A u B is also 

biconvex. 

Easily available counterexamples show that the geometric property expressed 

by Corollary 5.6 is quite special; it seems to fail in most other classes of  convex 

geometries. 

Remark 5.7. The proof for part (2) of the theorem extends to show the following 

strengthening. If  RI and R2 are regions of  an arbitrary arrangement ~t ~ (the lattice 

property not assumed) and d~ denotes the set of  minimal upper bounds to RI 

and R2 in P(~g', B), then 

s (R , ) •S(R2)= f'~ S(T). (5.4) 
T e ~ l  
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Biconvex sets Convex sets All sets 

Fig. 5.1 

Let ~ be an arrangement of hyperplanes with a lattice of regions P ( ~ ,  B). 

The convex geometry on the set ~ defined in Proposition 5.1 contains surprisingly 

much information about the combinatorial-geometric structure of  ~. Theorem 

5.5 shows that P ( ~ ,  B) is isomorphic to the lattice of biconvex subsets of X ~ 

ordered by inclusion. In the next section we prove that the combinatorial type 

of the arrangement ~,  up to isomorphism as an oriented matroid, is determined 

by P ( ~ ,  B). It then follows that the same information is also carried by the 

convex geometry on ~. 

It follows from the general properties reviewed in Section 2 that the mapping 

R,---~S(R) embeds the poset of regions P ( ~ ,  B) into the Boolean lattice 2 g so 

that order and rank is preserved, for any arrangement ~. If P ( ~ ,  B) is a lattice, 

then this embedding factors through the meet-distributive lattice of convex subsets 

of ~ :  

P(Y(, B) {biconvex sets} * ~, {convex sets} ~ {sets}. 

Clearly, both ~¢ and @ preserve order and rank. Also, ¢ preserves joins (by 

Theorem 5.5) and @ preserves meets (since the intersection of convex sets is 

convex). This is illustrated for an arrangement of three lines in ~l 2 in Fig. 5.1. 

6. Oriented Matroids 

In this section we discuss how the results from the preceding sections can be 

generalized to oriented matroids. For the most part the details are not difficult 

and so we frequently leave the details of proofs to the reader. The technical issues 

involved in generalizing the results for supersolvable arrangements are somewhat 

more complicated and they are discussed at greater length. 

We use the axiomatization of  Folkman and Lawrence [FL] for oriented 

matroids. An oriented matroid ff = (E, (~, *) is a triple consisting of  a ground set 

E, a fixed-point free involution * on E, and a collection of  subset qg of  E called 

circuits satisfying the axioms: 

(C1) C, DE ~ implies that C ¢  D (and D e  C). 

(C2) C E ~ implies that C* ~ ~ and C ~ C* = 0 .  
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(C3) C~ , C2 ~ qg, C~ ~ C*,  and x e C~ n C* implies that there is a D e  ~¢ so that 

D ~ Cl u (72- {x, x*}. 

Here we use the convention that for a subset S c_ E, S* = {x ' Ix  e S}. 

From an oriented matroid ~7=(E, c¢, , )  we define the underlying matroid 

= (E, qg) to be the matroid with point set /~ = {~ = {x, x*}lx e E} and circuits 

= {t~JC e r¢} where C = {~[x e ~¢}. By the rank of  an oriented matroid rk ~7 we 

mean the rank of  the underlying matroid ~. We call t~ an oriented geometry if (~ 

is a geometry, i.e., ~ has no loops and all the points are closed. 

A subset A ~ E is called an acyclic set if there is no circuit C s c¢ so that C __q A 

and A c~ A * =  O. Let M be the collection of  all acyclic sets. The collection M 

forms a simpliciat complex. All the maximal acyclic sets have size lEt/2 [Ed2, 

Corollary 2.2]. We call these the acyclic orientations of  eY. The collection of all 

acyclic orientations of  ~7 we call 0((7). 

Associated with an oriented matroid ~ is a closure operator h on the set E 

defined by 

h(B)  = B w {x ~ Elthere exists C ~ qg such thatx* E C ~ B w {x*}} 

for each B c_ E. This operator  was studied in this form on p. 204 of  [FL] and is 

equivalent to one studied by Las Vergnas [La2, Section 3]. The reader should 

observe that if A is an acyclic orientation then h ( A ) = A .  I f  A is an acyclic 

orientation of  an oriented geometry then by ex(A), the extreme points o f  A, we 

mean the unique minimal subset of  A such that h(ex(A)) = A. That there is such 

a unique minimal subset follows from Theorem 2.2 of  [La2] and Corollary 2.6 

of  [Edl] .  

In what sense is an oriented matroid a generalization of an arrangement of  

hyperplanes? I f  ~ is a hyperplane arrangement then let E = {+zn IH ~ ~ } ,  let * 

be the change-of-sign map,  and let ~ be the minimal subsets of  E, not of  the 

form {+zn}, that are linearly dependent using only positive coefficients. Then 

= (E, r£, . )  is an oriented matroid. For R e ~ let A(R)  = {z ~ El(z, r ) >  0, r e R}. 

Then • = { A ( R ) I R  e ~ }  is the collection of acyclic orientations of  ~7 [Lal] .  

Moreover,  e x ( A ( R ) ) =  {z e A(R)IHz  ~ ~(R)} .  Thus all the important geometric 

information in the a r rangement /~  is easily interpreted in the context of  oriented 

matroids. An oriented matroid that arises in the above way from a set of  

hyperplanes is called coordinatizable. 

There is a natural way to generalize the construction of  P(~(, B) to a partial 

order on the acyclic orientations of  ~. I f  we fix B e 0 ( 6 )  then partially order • 

by Al -< A2 if and only if S ( A O  c_ S(A2) where S ( A )  = A - B. Call this partial 

order P(tT, B). It has been shown by Cordovil [Co2] that many of  the properties 

of  posets o f  regions carry through for P(~,  B). 

Theorem 6.1 [Col ,  Lemma 3.7], [Ed2, Theorem 2.3]. For ~ an oriented geometry, 

and f ixed acyclic orientation B, P(~,  B) is ranked and rk A = IS(A)I for  every 

A e 0 ( ~ ) .  Moreover, P(~,  B) is self-dual under the map A~-.~A*. 



Hyperplane Arrangements with a Lattice of Regions 283 

Theorem 6.2 [La2, Theorem 2.2]. For ~ an oriented geometry and B a fixed acyclic 

orientation, an element x ~ E is in ex(B) if  and only if there is an acyclic orientation 

A ~ dp(~) so that S (A)  = {x*}. 

We call an acyclic orientation B simplicial if lex(B)l = rk ~7. If  every acyclic 

orientation of ~ is simplicial then we call (? a simplicial oriented matroid. There 

are numerous examples of  simplicial oriented matroids that are not coordinatiz- 

able, e.g., the "nonstretchable" simplicial arrangement of  lines in Fig. 3.5 of  

[Gr3] gives rise to one. We should remark that (unlike the coordinatizable case) 

it is not known whether all oriented geometries possess a simplicial acyclic 

orientation. It has been conjectured that this is the case by Las Vergnas [La2]. 

Theorem 6.3. For ~ an oriented geometry,/fP(~7, B) is a lattice then B is simplicial. 

Proof. The proof  is a direct translation of  the proof  of Theorem 3.1 into oriented 

matroid terminology. We leave it to the reader. [] 

Theorem 6.4 [Co2, Theorem 2.13]. For ¢7 an oriented geometry and B a simplicial 

acyclic orientation, each subset S of  the atoms of  P(~, B) has a unique least upper 

bound. 

Theorem 6.5. I f  ~? is a simplicial oriented geometry, then P( ~?, B) is a lattice for 

all acyclic orientations B. 

Proof. The proof  follows the lines of that of Theorem 3,4 only substituting the 

use of  Theorem 6.4 for Theorem 2.2(3). [] 

If we fix an oriented matroid 6 and an acyclic orientation B, the closure 

operator h restricted to the subsets of B is an antiexchange closure [Edl ,  Theorem 

2.1]. This closure is just the oriented matroid generalization of the closure defined 

in Section 5 and in fact all the techniques from that section go through. Thus 

using these ideas we have 

Theorem 6.6. Suppose that for an oriented matroid ~7 and fixed acyclic orientation 

B the poset P(~7, B) is a lattice. Then for every biconvex set So_ B, B - S u S *  is 

an acyclic orientation of  ~. Given two acyclic orientations A~ and A2 o f  O, A~ v A2 

is the acyclic orientation 

B - h(S(A~) u S(A2)) u [h(S(A~) u S(A2))]*. 

Finally we discuss the extensions of  results in Section 4 on supersolvable 
arrangements to oriented matroids. An oriented matroid 6 is called supersolvable 

if the lattice of  flats L(~7) of  the underlying matroid ~ is supersolvable. Note 

that there exist supersolvable oriented matroids which are not coordinatizable. 

These can be produced by adding some lines to the nonstretchable configuration 

of  pseudolines in Fig. 3.6 of  [Gr3]. We assume from now on that ~ is a geometry. 
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Suppose that ¢7 is supersolvable and Eo, Eo_ ~ E, is the modular coatom in the 

modular chain in L(~).  Then the matroid ~ restricted to E-oo, ~7(Eoo), is also 

supersolvable. Let ¢7(Eo) be the oriented matroid ¢7 restricted to the set Eo = 

{e~ El~eEo}.  By El we mean the set E~ = { e e  Ele~Eo}.  Thus Eo and E1 form 

a partition of  E. There is a natural projection map ¢r: ~(~) -~  d~((Y(Eo)) defined 

by or(A)= A c~ Eo for each acyclic orientation A of  ~7. 

Central to the results of  Section 4 was the idea of a canonical region for a 

supersolvable arrangement. We now show how to define this for any supersolvable 

oriented geometry. First we require a lemma similar to Theorem 4.3. We leave 

the proof  for the reader. 

Lemma 6.7. Let ~7 be a supersolvable oriented geometry with partition Eo and E~ 

described above. For every pair e~, e2 c E~ there is a circuit C ~ qg so that C = 

{~ ,  ~ ,  fi} for  some fi ~ Eo. 

Theorem 6.8. Let ~7 be a supersolvable oriented geometry with partition Eo and E~ 

described as above. There is exactly one partition o f  El = Sl l S* with the property 

that for every acyclic orientation A E q)(G(Eo)) both A u S and A u S* are acyclic 

orientations of  ~. 

Proof. We build the set S inductively by consecutively choosing among pairs 

{x, x*} c E~. Assume 

tr, = {x~, x ~ , . . . ,  x,} u {x*, x * , . . . ,  x*} 

and we begin by defining {x~} ~ Tl. We assume that for 1 -< k -  1 < t we have 

chosen a subset Tk c_ E~ where exactly one of  each pair {xi, x*} is in Tk_~ for 

1 -- i --< k - 1, and, for every A ~ ~(~(Eo)) ,  A u Tk-~ and A u T*_l are acyclic sets 

in ¢. 

From Lemma 6.7 we deduce that there is a y ~ Eo so that exactly one of the 

following sets is in c¢: 

Cl = {xl , Xk, y}, 

C2 = {xt,  Xk, y*}, 

C3 = {xl, Xk*, y}, 

c ,  = {x,, x*, y*}. 

In the cases where C~ or C2 e c~, let Tk = Tk-l U {X*} and in the cases where C3 

or C4e cd let Tk = Tk-l U {Xk}. It is easy to show that these choices are independent 

of  y and that Tk has the necessary properties. Moreover, by the way in which it 

was constructed, it must be unique up to the choice of xl e S. [] 

By a canonical acyclic orientation of a supersolvable oriented matroid (Y we 

mean an acyclic orientation B of ¢~ so that w(B) is a canonical acyclic orientation 

of  ¢7(Eo) and that Br~E~ is one of  the sets described in Theorem 6.8. As in 

Section 4, any acyclic orientation of  a rank 2 oriented geometry is canonical. 
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The key to the results in Section 4 is the fact that the fiber ~r-~(~'(R)) is a 

chain of length [~1 for every region R. The oriented matroid analogue of this 

fact is 

Theorem 6.9. Let B be a canonical acyclic orientation of  a supersolvable oriented 

geometry t7 with partition Eo and Em , and let S = B c~ E~ . Each acyclic orientation 

A ~ O(/7(Eo)) induces a unique linear ordering on S = {sl, s 2 , . . . ,  Sk} SO that the 

orientations 

A U {S,, S,+,, . . . , Sk} U {S*, S*, . . . , S*-I} 

are acyclic for  all 1 <- t <- k. 

Proof For x~, x2e S we say that xl <-xz if there exists a y e A so that x~ 

h({x2, y}). It is clear that --- is a partial order on $. If  we show that < is a total 

order then the lemma follows immediately. The proof  of this fact follows from 

a case analysis similar to that used in the proof  of Theorem 6.8. [] 

Corollary 6.10. Let G be a supersolvable oriented geometry with canonical acyclic 

orientation B. Then, for each acyclic orientation A ~ ~(~7), ~r"l(~r(A)) is a chain 

in P(~,  B) of  length lUll, 

Armed with Theorem 6.9 and Corollary 6.10 the reader will be able to fill in 

the proofs for the following theorems, following the proofs of the related theorems 

from Section 4. 

Theorem 6.11. Let ~7 be a supersolvable oriented geometry and B be a canonical 

acyclic orientation. Then the rank generating function for P(~7, B) is 

d 

I-I ( l + q + q  2 + ' ' ' + q e ' ) ,  
/=1 

where {ei} are the exponents o f  L(~)  and rk ~7 = d. 

Theorem 6.12. Let 6 be a supersolvable oriented geometry and B be a canonical 

acyclic orientation. Then P( ~, B) is a lattice. 

Finally in this section we show how the structure of the set ~(~7) uniquely 

determines the oriented geometry ~7. Define the graph G ( ~ )  to be the one with 

vertex set dp and for each pair of  acyclic orientations A, B ~ qb, A is adjacent to 

B in G ( ~ )  if there exists an x ~ A so that A - x u x* = B. If ~7 is coordinatizable, 

then G(qb) is just the adjacency graph previously defined. As before, the Hasse 

diagram of P(6 ,  B) is G ( ~ )  oriented away from B. 

Let Q, be the graph of  the n-dimensional cube, i.e., V(Q, )  = {0,1}" and two 

vertices of Q, are adjacent if they differ in exactly one component. An isometric 

embedding of  a graph G into a graph H is a map a:  V(G) --> V(H) which preserves 

distance, i.e., da(x, y ) =  d u ( a ( x ) ,  a (y ) )  for each pair x, y ~ G where d ( x , y )  is 

the length of the shortest path connecting x and y. 
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Lemma 6.13. For an oriented geometry (7, G(~((7)) can be isometrically embedded 

in the cube graph Q~ where n = IE[/2, and Q, is the smallest cube for which this 

can be done. 

Proof. Fix an acyclic orientation A e ~ ,  A = {x~, x2 . . . .  , x,}, and consider the 

map XA: G(dP) ~ Q,, defined by 

XA(B) = (e~, e ~ , . . . ,  e,)  

for each B e q~ where 

{~ if x~ e B, 

ei = if  x* e B 

for all 1-< i -  < n. That Xn is an isometric embedding follows from Theorem 6.1. 

Since d~¢,t,~(A,A*)=n, Q,, is the smallest cube isometrically containing 
a (q ' ) .  [] 

Theorem 6.14. Assume (7 = (E, c¢, . )  and ~7'= (E ' ,  c¢,, f)  are oriented geometries 

with acyclic orientations ¢P and dp', respectively. I f  G(dp) is isomorphic to G(qb'), 

then (7 is isomorphic to (7' and ~ is isomorphic to (7 ''7. 

Proof. Assume G = G ( ~ )  is isomorphic to G'  = G(~ ' )  and let A e qb and A 'e  q~'. 

By Lemma 6.13 the maps XA and )CA' are isometric embeddings of  G and G', 

respectively, into the cube graph Q, where n = de(A,  A*)= dc,(A', A'*). Hence 

IEI=IE'I. 
By a result of Winkler [Wi, Theorem 1], isometric embedding into Q, is unique 

up to an automorphism of  Q,. Let ¢o be the automorphism of Q, such that 

~(XA(G)) = X A ' ( G ' ) .  Then ¢ induces a bijection ~p: E ~ E '  which respects * and 

f and so that ~(cb) = ~ ' ,  i.e., ~(e*) = [~(e)]* and for each B ~ qb, ~(B)  e qb'. 

As shown by Mandel, related in Theorem 1.1 of [Co2], we can recover the 

set of circuits c~ from dp uniquely by 

= {B ~_ EIB is minimal such that B n B* = O and B ~ A e ~}. 

Thus, since the map ~ is a bijection, 7: E--> E' ,  which preserves * and f and 

~ ( ~ ) = ~ '  we have that ~(q~)= c¢, and thus ~ is an isomorphism between (7 

and (7'. It then follows immediately that ~ is isomorphic to (7--7 and we are 

done. [] 

Theorem 6.14 was conjectured in the case of  hyperplane arrangements (coor- 

dinatizable oriented matroids) by Griinbaum [Gr l ,  p. 397]. Using the duality 

between hyperplane arrangements and zonotopes (see Section 3 of  [Ed3]) we 

see that this is equivalent to the fact that the 1-skeleton of  a zonotope completely 

determines its combinatorial structure. A recent result of  similar flavor [B1M], 

[Ka] states that simple polytopes are determined by their 1-skeletons. 
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