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This paper reports progress from six different projects studying hypersonic boundary-
layer transition. Efforts to measure instabilities in the wake of an isolated roughness ele-
ment in the laminar nozzle-wall boundary layer of the BAMG6QT are on-going. A new set
of instabilities have been measured when the roughness is at a height that causes incipient
transition within the measurement range. The second project tested a method of cali-
brating temperature-sensitive paints using Schmidt-Boelter heat transfer gauges. A 7-deg
half-angle cone was tested at 0-deg angle of attack and the heat transfer compared well with
theory. A forward-facing cavity was used to identify the critical depth where self-sustaining
oscillations begin. This was found to be about 1.2 cavity diameters. A shock tube is being
constructed at Purdue to calibrate PCB-132 sensors. The tube will create clean, weak
shocks of a magnitude similar to a second-mode wave in a wind tunnel, allowing accurate
calibrations for instability measurements. A flared cone was tested in the BAMG6QT, and
showed natural transition under fully quiet flow. The streamwise vortices visible on the
surface of the cone were found to be body fixed. A blunt 3-deg half-angle cone was tested
with various distributed and isolated roughness elements.
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Nomenclature

a speed of sound D pressure (psia)
Cp specific heat capacity P density
1) boundary layer thickness q heat flux
D diameter Re Reynolds number
f frequency St Stanton number
k roughness height T Temperature
h enthalpy t time
H total enthalpy U velocity
L depth of cavity I viscosity
M Mach number T axial coordinate
N integrated amplification factor
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Subscripts Superscripts

0 stagnation condition ! fluctuations
00 freestream condition I
' based b heich Abbreviations
i based on roughness neig & BAM6QT Boeing/AFOSR Mach-6 Quiet Tunnel
7 initial condition .. .
o TSP Temperature-Sensitive Paint
w wall condition
RMS root mean square
SB Schmidt-Boelter heat transfer gauge

I. Introduction

A. Hypersonic Boundary-Layer Transition

Hypersonic laminar-to-turbulent transition is important for prediction and control of heat transfer, skin
friction, separation and other boundary-layer properties. Vehicles that spend extended periods at hypersonic
speeds may be critically affected by uncertainties in transition prediction, depending on their Reynolds
numbers. However, the mechanisms leading to transition are still poorly understood, even in low-noise
environments.

Boundary-layer transition is a complicated process. Disturbances can be created in the freestream (acous-
tic radiation or vorticity) or by the vehicular surface (surface roughness or waviness).! The disturbances
enter the boundary layer through the process of receptivity.? Receptivity can be affected by roughness,
bluntness, Mach number and other factors. These disturbances grow and may lead to turbulence, depending
on the instabilities present in the boundary layer. Empirical or semi-empirical methods can be used to pre-
dict the growth of these instabilities and predict transition,® but these empirical methods are not necessarily
reliable for a wide range of cases. A more basic understanding of the flow physics that causes transition is
needed, thereby reducing empiricism.

B. The Boeing/AFOSR Mach-6 Quiet Tunnel

The Boeing/AFOSR Mach-6 Quiet Tunnel (BAM6QT), shown in Figure 1, is the largest operational hyper-
sonic quiet tunnel in the world. The BAM6QT is a Ludwieg tube, consisting of a long driver tube with a
converging-diverging nozzle at the downstream end. A Ludwieg tube design was chosen since it can provide
high quiet Reynolds numbers while minimizing costs. The tunnel is operated by bringing the driver tube
and the test section to the desired stagnation pressure and the downstream end to vacuum, separated by
a set of double-burst diaphragms. To run the tunnel the diaphragms are burst, causing a shock wave to
travel downstream and an expansion fan to travel upstream. Mach-6 flow is initiated when the expansion
fan passes through the nozzle. The expansion fan reflects between the upstream end of the driver tube and
the contraction, causing a quasi-static decrease in the stagnation pressure. Therefore, for any given run a
range of Reynolds numbers can be tested.

The BAM6QT is capable of maintaining a laminar nozzle-wall boundary layer, thus producing freestream
noise levels that are less than 0.05% of the mean. The BAM6QT employs several features to achieve this low
noise. A suction slot is present upstream of the throat and removes the boundary layer on the contraction
wall, allowing a new undisturbed laminar boundary layer to grow on the nozzle wall. The suction slot is
connected to the vacuum tank through a fast valve. The fast valve can be closed to allow a turbulent
nozzle-wall boundary layer to develop. The noise levels with a turbulent nozzle-wall boundary layer are on
the order of 3%, similar to conventional hypersonic tunnels. The tunnel also features a long nozzle to damp
the effect of the Gortler instability, a highly polished throat and nozzle, and high-quality air filters to reduce
airborne particulate.
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Figure 1. Schematic of Boeing/AFOSR Mach-6 Quiet Tunnel

II. Instability and Transition in the Wake of an Isolated Cylindrical
Roughness

A. Measuring Instabilities due to Near-Critical Roughness Elements

To develop improved methods of transition prediction for isolated roughness based on the growth of dis-
turbances in the roughness wake, the underlying instability mechanisms must first be characterized. A
cylindrical roughness element has been used to introduce instabilities into the laminar nozzle-wall boundary
layer in the BAM6QT.*? Previous work involved characterization of instabilities that occur due to large
roughness heights, on the order of the boundary-layer thickness or higher. For a roughness height of 1.2-1.3
times the boundary-layer thickness, an instability was detected with a frequency near 21 kHz.*® The in-
stability was confirmed by direct numerical simulations performed at the University of Minnesota.®'? The
computations suggested that this instability originated in the separation region upstream of the roughness, a
fact later verified with experimental measurements.” For this case, transition was observed to occur as close
as 20 roughness diameters (D) downstream. It seems likely that this instability occurs for “nearly-effective”
trips, or trips of sufficient height to cause transition relatively close to the roughness.

While previous work focused on instabilities due to nearly-effective roughness, the present work explores
instabilities due to small, “nearly-critical” roughness elements. Here, nearly-critical roughness elements are
defined as trips at or near the minimum height required to induce transition on the nozzle wall within the
measurement range available. To detect instabilities, flush-mounted pressure transducers are mounted in the
nozzle wall at streamwise locations up to 152.0D downstream of the roughness. For these small roughness
heights, new instabilities have been detected that occur far downstream of the roughness.

B. Configuration for Surface-Pressure Measurements of Instabilities

A 5.97-mm-diameter micrometer head was used as the cylindrical roughness element, located on the nozzle
wall at an axial distance of 1.924 m from the throat. The height k£ of the roughness can be adjusted from
0.00-24.31 mm with a precision of +0.05 mm. For the measurements reported here, the roughness was
placed on the tunnel centerplane on the upper wall of the nozzle. An array of Kulite XCQ-062-15A pressure
transducers with A screens were placed along the tunnel centerplane in the roughness wake at various
streamwise positions. Compared to measuring instabilities with a hot-wire or pitot probe, surface-pressure
measurements are advantageous because they are relatively non-intrusive and allow simultaneous acquisition
of data at many streamwise locations.

Figure 2 shows a photograph of the apparatus as well as a side-view schematic of the streamwise positions
available for pressure-sensor installation with the approximate locations marked by dashes on the line above
the schematic. The last section of the nozzle cannot be easily modified so the sensor locations are limited
to various inserts. The sensors are placed in any of four locations: (1) near the roughness (not in the



present experiments), (2) in a small circular insert approximately 20D downstream of the roughness, (3) in
a long insert placed in the slot normally used for probe insertion, (4) along the upper wall of the pipe insert
downstream of the nozzle exit. The pipe insert has a 0.242-m inner diameter and is placed immediately
downstream of the nozzle exit to extend the location of the last sensor from 93.1D to 152.0D downstream
of the roughness at pg = 90 psia. The boundary-layer thickness dg.g95 is defined as the height above the
wall at which the local streamwise velocity is 99.5% of the freestream value. For a stagnation pressure
of pg = 90 psia, the location of the last sensor is increased from 60Jg.g95 to 1000y 995 downstream of the
roughness when using the pipe insert. Experiments by Casper!! have verified that the laminar boundary
layer extends beyond the nozzle exit along the pipe insert - though with a greater likelihood of intermittent
disturbances. These intermittent disturbances were not observed at the relatively low stagnation pressures
in the present experiments.
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Figure 2. Apparatus for non-intrusive surface-pressure measurements: photograph looking upstream from the
exit of the nozzle and side-view schematic of setup.

C. Data Acquisition and Analysis

Probe and sidewall pressure-sensor data were sampled at 500 kHz in Hi-Res mode on a Tektronix DPO7054
Oscilloscope. Hi-Res mode is a method of digital filtering in which the scope acquires data at its maximum
sampling frequency of 500 MHz. The scope computes a real-time average over 1,000-point intervals to record
an averaged result at the desired sampling frequency of 500 kHz. This mode effectively acts as a low-pass
filter to eliminate signal aliasing.

Experimental power spectra were computed using Welch’s method to examine the frequency content of
the signal. The spectra were computed from 0.1 second samples using Hamming windows with 50% overlap.
The window size was 1/40 of the number of points in the 0.1-s sample for a total of 60 windows. Smooth-wall
laminar and turbulent spectra were obtained from separate runs with no roughness, using bleed suction to
control the state of the nozzle-wall boundary layer. The pressure fluctuations from the roughness wake were
nondimensionalized by the calculated freestream pressure at Mach 6.



D. Results
1. Effect of Roughness Height on Streamwise Pressure Fluctuations

Surface-pressure power spectra were computed downstream of roughnesses of various heights (k) from 2.79—
3.30 mm from several runs during a single tunnel entry (Figure 3). The tests were performed in the BAM6QT
during runs with an initial stagnation pressure of 95 psia. All data were analyzed at a stagnation pressure
of 88 psia from 1.0-1.1 s into the run. Bleed suction was used to obtain a laminar boundary layer on
the nozzle wall. At these conditions, the boundary-layer thickness dg.995 at the location of the roughness
is approximately 7.6 mm. The boundary-layer thickness was calculated using the Harris finite-difference
boundary-layer code,'? assuming a nozzle-wall temperature distribution from a finite-element heat-transfer
analysis performed by Skoch.'3 Note that the data in Figure 3 are taken from the same week of experiments.
There appears to be some slight variations in the instability amplitudes at certain conditions during repeated
runs in different weeks. This will be discussed in Section 2.

The sensors were located along the centerline of the roughness wake at /D = 46.3, 63.3, 76.1, 93.1, 118.0,
126.5, 135.0, and 143.5. The coordinate z/D represents the axial distance downstream of the roughness
nondimensionalized by the roughness diameter D. Typical smooth-wall laminar and turbulent spectra are
shown from similar conditions without the roughness present. Possible transition is indicated when the
spectrum amplitudes approach the smooth-wall turbulent levels and the peaks in the spectrum broaden and
can no longer be distinguished. Prior to transition, the spectral amplitudes may “overshoot” the smooth-wall
turbulent levels. This overshoot is consistent with the maximum RMS pressure that has been observed to
occur as the flow is transitioning from laminar to turbulent.!4

At the smallest roughness height of 2.79 mm (Figure 3(a)), the spectra appear laminar and steady until
approximately /D = 118.0 where a peak appears near 23 kHz. The peak broadens and grows in amplitude
with downstream distance. This peak appears to be a new instability that has not previously been reported.
At the farthest downstream sensor at x/D = 143.5 the fluctuation amplitudes remain lower than those in
the turbulent boundary layer.

When the roughness height is increased slightly to 2.92 mm (Figure 3(b)), possible transition occurs
within the downstream portion of the measurement range. At /D = 76.1, a peak can again be seen near
23 kHz. However, at this roughness height a second peak occurs near 50 kHz. It is this second peak that
appears to grow to large amplitudes by x/D = 118.0. The amplitudes rise above those of the smooth-wall
turbulent boundary layer and by /D = 143.5 the spectra appears to show broadband turbulent fluctuation
levels along with a disappearance of the instability peak. This would seem to indicate that transition has
occurred for this case.

In Figure 3(c) showing the & = 3.05 mm case, up to three peaks are seen at 23 kHz, 30 kHz, and 55 kHz.
At this higher roughness height, it seems that transition is moving forward as expected. The fluctuation
amplitudes first rise above turbulent levels at /D = 93.1 for this case. When k = 3.18 mm (Figure 3(d)),
the peaks appear to be wider than in the £ = 3.05 mm case with the amplitudes nearing turbulent levels
near /D = 76.1. At the highest roughness height of 3.30 mm (Figure 3(e)), the fluctuation amplitudes pass
turbulent levels near z/D = 63.3.

2. Repeatability of Pressure Fluctuations for Nearly-Critical Roughness

The data in Figure 3 were taken during a single week in July 2011. Further tests were performed in Octo-
ber 2011 to determine the repeatability of the instability frequencies and amplitudes for several roughness
heights. All runs were performed with an initial stagnation pressure near py; = 95 psia and the data were
analyzed from 1.0-1.1 s into the run. The stagnation pressure pyg = 88 psia was the same between the runs.
Power spectra along the wake centerline for repeated runs with roughness heights of 2.79, 3.05, and 3.30 mm
are shown in Figure 4. Smooth-wall laminar and turbulent spectra are also shown for comparison. Each line
color represents a particular location along the roughness wake centerline, and the letter symbols represent
a particular run (with the conditions summarized in Table 1). For good repeatability, spectra sharing a
particular color should have identical amplitudes. The same sensors were used between the entries, however
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Figure 3. Power spectra of surface pressure at various streamwise positions along the roughness wake centerline.
Several runs with a stagnation pressure of 88 psia. 6



new calibrations were obtained in situ during each entry. The calibrations were not observed to vary signif-
icantly. Note that the sensors at /D = 93.1, /D = 126.5, and 2/D = 143.5 were operational in July 2011
but were broken during the October 2011 entry.

The spectra near transition do not repeat well. Slight changes in tunnel noise may account for the
uncontrolled repeatability of transition due to small, nearly-critical roughness. However, a reading of tunnel
noise is not taken during the run as insertion of a pitot probe would perturb the flowfield. It is possible that
changes in the nozzle temperature between runs could affect the repeatability. The nozzle temperature has
been observed to increase from approximately 25 °C to 35 "C throughout the day after performing several
runs. This increase in heating occurs after each run as the heated air from the driver tube blows down into
the vacuum tank. Thus, the first run of the day will have the lowest nozzle temperature and (in general) the
final run of the day will have the highest nozzle temperature. A higher nozzle temperature could cause the
boundary layer to thicken and change the effect of the roughness on transition. Table 1 lists the run number
for a particular day as well as the average temperature reading of 29 thermocouples on the outer surface of
the nozzle. The thermocouples were located at 90° azimuthal increments at axial locations of 0.17-1.71 m
from the throat. An accurate temperature distribution on the interior of the nozzle cannot be obtained
during the run because any instrumentation could damage the nozzle surface or trip the nozzle boundary
layer. Preliminary analysis of the boundary-layer thickness and roughness Reynolds number using the Harris
code!? shows that the effect of nozzle-wall temperature is probably not significant enough to account for the
uncontrolled repeatability. However, further analysis is needed.

In Figure 4(a) for k& = 2.79 mm, repeatability of the surface-pressure fluctuations is shown to be poor.
At /D = 118.0 and /D = 135.0 in particular, the amplitudes from runs B and C were higher than for run
A, indicating that transition was occurring farther upstream for runs B and C. All three runs show a peak
near 23 kHz; it is just the amplitudes that appear different. It is unknown why the repeatability is poor for
this case. Transition occurs farther forward for run C, which had the warmest nozzle temperature. However,
a warm nozzle would theoretically cause a thicker boundary layer, lowering the height ratio k/dp 995 and the
roughness Reynolds number such that transition would be delayed. There may be additional effects from
the changing roughness profile on the instabilities. Nevertheless, it appears that the nozzle temperature is
not a likely cause of the poor repeatability, at least for the k = 2.79 mm results here.

For the 3.05-mm roughness, the repeatability is markedly better (Figure 4(b)). The peaks and amplitudes
in the spectra are more consistent between the three runs at this roughness height. In Figure 4(c) for
k = 3.30 mm, the agreement appears even better than for £ = 3.05 mm. Though preliminary results would
seem to indicate that repeatability improves for roughness heights greater than 2.79 mm, additional runs
are necessary to further explore the repeatability. It is possible that a roughness height of 2.79 mm for these
conditions is within some range of heights where the effects of tunnel noise, wall temperature, stagnation
pressure, or some other factor are highly critical.

E. Summary of Roughness Experiments

Surface pressure sensors are continuing to be used in the wake of a cylindrical roughness on the nozzle wall
in an effort to characterize the instabilities leading to transition due to isolated roughness. A new set of
instabilities have been detected that occur due to nearly-critical roughness elements, or roughness of small
heights that cause incipient transition within the available measurement range. For a stagnation pressure of
88 psia, roughness heights of 2.79-3.30 mm appear to be the smallest heights that cause incipient transition
on the nozzle wall within the spatial measurement range of the apparatus. Because these roughness heights
are likely near the critical height, they represent an interesting test case for understanding transition due to
critical roughness. Future plans involve introducing controlled disturbances into the wake of the roughness
to determine the stability characteristics of the wake. The stability characteristics can then be compared to
future computations in an effort to better understand transition due to critical roughness. Determining the
effect of experimental parameters such as nozzle temperature on the instability amplitudes and transition
location is vital to selecting a repeatable test case that can be compared to computations. Present efforts
are focused on determining the repeatability of the pressure fluctuations for these small roughness heights
and developing hardware that can be used to introduce artificial disturbances into the flow.
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Figure 4. Power spectra of surface pressure at various streamwise positions along the roughness wake centerline.
Several runs with a stagnation pressure of 88 psia. Repeated runs are shown, with symbols denoting the run.



Table 1. Summary of tunnel conditions for repeated runs for roughness heights of 2.79, 3.05, and 3.30 mm.
The “Run #” column indicates the daily run number, as the nozzle heats up after sequential runs. T,¢ nozsle
is the average of 29 thermocouples on the outer surface of the nozzle.

Run k (mm) Date po,i (psia) Run #  Tavgnomte ((C)

A 2.79 July 23, 2011 95.5 1 —

B 2.79 October 5, 2011 95.2 2 35.2
C 2.79 October 6, 2011 95.2 6 38.0
D 3.05 July 23, 2011 94.8 2 -

E 3.05 October 5, 2011 95.3 4 37.3
F 3.05 October 7, 2011 95.3 2 34.4
G 3.30 July 24, 2011 95.4 1 —

H 3.30 October 5, 2011 95.3 6 38.5
1 3.30 October 6, 2011 95.8 1 31.4

III. Testing an Improved Method for Determining Heat Transfer from
Temperature-Sensitive Paint

A. Extracting Heat Transfer from Temperature-Sensitive Paint

Temperature-sensitive paints have been used to obtain global temperature distributions for many projects in
the BAM6QT, but it is more useful to obtain quantitative heat transfer from the TSP. Prof. John Sullivan
of Purdue University developed a method for calibrating the TSP to quantitative heat transfer using data
from a single Schmidt-Boelter (SB) heat-transfer gauge.'® A square patch of TSP is compared to data from
a Schmidt-Boelter gauge, and the comparison patch should have a surface area similar to the SB gauge
(0.123 m?). Also the comparison patch should be at a location where the heat transfer is nominally the
same. The local heat flux can be found using Fourier’s law,

G=—kVT (1)

where ¢ is the local heat flux and k is the thermal conductivity of the insulating paint layer. The insulating
layer is applied directly onto the model surface, beneath the TSP layer. To simplify Equation 1, it is
assumed that the temperature varies only in the wall-normal direction, the temperature profile is linear,
and the temperature at the base of the insulator (model temperature, Ti,oder) is constant spatially and
temporally. With these assumptions, Fourier’s law can be simplified to a linear relationship

.k
q= E(AT + Tl - Tmodel) (2)

AT =T — T, (3)

where L is the thickness of the insulating layer, T is the temperature of the surface during the run (obtained
from the TSP), and T; is the temperature of the model just before the start of the run. T; can be obtained
from the two thermocouples present in the SB gauge. The calibration method works by utilizing a least-
squares method that finds the values of k/L and T},,4e; that yield the best agreement between the calibrated
TSP and the data from the SB gauge. According to the definitions of 1,04 and T;, and the assumption of
a temporally constant model temperature, these two temperatures should nominally be the same. However,
Tinoder is chosen to best fit the data, regardless of how much it varied from T;. See References 16, 17
and 18 for more information on temperature-sensitive paints and obtaining quantitative heat transfer in the
BAM6QT.



In several plots, the non-dimensional heat transfer (Stanton Number) will be shown. The Stanton number
is defined as

q
St = 4
PooUoo (HO - hw) ( )
u2
Hy — hy = (cpToo + %0) — ¢, T (5)

where p is the density, u is the velocity, h is the enthalpy, H is the total enthalpy, T is the temperature
and ¢, is the specific heat. The subscripts 0, w and oo denote the total, model wall and freestream values,
respectively.

B. Paint Thickness Measurements

It is important to obtain an accurate measurement of the paint thickness to verify the constant-paint-
thickness assumption. A method to measure the paint thickness on a curved surface was devised using an
Elcometer 456 capacitance gauge. The raw numbers from the gauge are not necessarily accurate on a curved
model surface since the capacitance gauge sensing surface is flat. As the curvature of the model surface
increases, the error in the gauge measurements increase. To test the accuracy of the gauge, a roll of 3M 471
vinyl tape was used, with a known thickness of 127 ym. The vinyl tape was first placed on a flat metallic
surface. Measurements were taken at 10 random locations on the bare metallic surface, giving an average
reading of 0.6 pm. Thickness measurements were then taken at 10 random locations on the vinyl tape, giving
an average reading of 125 ym. The gauge appears to have a high accuracy when measurements are taken on
a flat metallic surface.

The next test was done with the vinyl tape placed on a 7° half-angle cone. The tape was placed along the
surface of the cone in the axial direction. Measurements of the tape thickness were taken at 4 inches to 15
inches from the nosetip, at 1-inch intervals. Measurements were then taken on the bare surface of the cone,
at the same axial locations. The results are shown in Figure 5. The red symbols are the thickness of the
tape measured by the capacitance gauge. The green symbols are the thickness measured by the gauge when
placed on the bare aluminum surface. When the gauge is placed on the bare aluminum surface, the thickness
readings should theoretically be zero, but error is introduced due to the curvature of the cone. Note that the
error is greater further upstream, since the curvature of the cone increases towards the nosetip. The non-zero
thickness measured by the gauge on the bare metallic surface will be referred to as the “thickness offset”.
The blue symbols are the offset thickness subtracted from the measured thickness. The solid black line is
the actual thickness of the tape. The maximum error between the blue symbols and the actual thickness is
about 6%. The error in the offset subtraction method tends to get larger near the nosetip due to the increase
in the surface curvature.

C. Paint Feathering

In previous experiments,® "' TSP was added to the frustum of the cone, with the nosetip removed.
Therefore, when the nosetip was installed, there would be a forward-facing step of about 200 um created by
the addition of the TSP at the nosetip-frustum junction. The slope at this forward facing step was roughly
900-1200 pm/mm, as measured with a Mitutoyo SJ-301 surface roughness tester.

A new method of painting, where the paint is feathered at the leading edge, is used in the current set of
experiments. The nosetip is left installed in the model during the painting process. The paint is sparingly
added to the nosetip region, and then sanded down so there is a smooth gradual increase of paint thickness
going from the bare upstream tip of the nose to the frustum. The slope measured with the surface roughness
tester is typically near 5-10 pm/mm. This new paint feathering technique appears to have essentially
eliminated the forward-facing step created by the paint, but future tests need to be done to confirm if there
is a residual effect created by this much-reduced forward-facing step.

10



400
——#—— Measured tape thickness with gauge

——m—— Offset thickness

350:— ——m— Measured minus offset thickness
I — Actual tape thickness
300
g 250 |-
N ||
[} I _
& 200 i L
c r n
< I
3] B N
2 L &
|'E 150 F “m
5 — N —
- L
100 -
s e
g i
50 -
07\\\l\\\l\\\l\\\l\\\l\\\l\\\l
2 4 6 8 10 12 14 16

Distance from nosetip [in]

Figure 5. Measurements of tape thickness on the surface of a 7° half-angle cone.

D. Heat Transfer Results

Experiments were performed with a nominally sharp 7° half-angle cone at 0° angle of attack with temperature-
sensitive paint and six Schmidt-Boelter heat transfer gauges. The experimental heat transfer can be com-
pared to a theoretical solution developed by Prof. John Sullivan of Purdue University and Prof. Tianshu
Liu of Western Michigan University. The theoretical solution is only good for laminar flow, and utilizes a
compressible-boundary-layer similarity solution found in Reference 20. The viscosity was modelled using the
work of Lemmon and Jacobson.?! The outer flow conditions were provided by solving the Taylor-Maccoll
equations for conical flow.?2 Previous experiments showed that the heat-transfer reduction method worked
well if the SB gauge used to anchor the TSP was accurate.?3 Approximately half of the gauges used in these
previous experiments yielded heat transfer that agreed well with theory. These sensors were sampled at 50
kHz by the oscilloscopes in Hi-Res mode.

New experiments were performed in August 2011, with the gauges sampled at a much lower rate of 50 Hz.
The SB gauges do not have a very high frequency response, therefore sampling at 50 kHz was not necessary.
The lower sampling rate also allows for more averaging, thereby reducing random noise in the output signal
of the SB gauge. In hindsight, a sampling rate of 500 Hz would have been best, since this would allow for a
reduction in random noise from sampling at 50 kHz, but would also allow for the peak in heat transfer during
tunnel startup to be fully captured. Capturing this peak may prove to be useful for future data processing.

The first set of tests did not produce good results, with many of the gauges showing heat transfer more
than 20% above the theoretical heat transfer (Case 1 in Figure 6). Figure 6 shows the non-dimensional heat
transfer plotted against axial distance along the cone. It was noticed that several of the gauges in Case 1
were not flush with the cone, and the last gauge was protruding by roughly 300 pym. It was decided to
remove the model from the tunnel, and reinstall the last gauge. The step created by the last gauge was
reduced to about 30 ym when reinstalled. Case 2 in Figure 6 shows that the furthest downstream gauge is
in better agreement with the theoretical heat transfer. This is an expected result, as a gauge protruding into
the boundary layer would most likely measure a higher heat transfer than a gauge flush with the surface.
Note that the first four gauges agree very well between Cases 1 and 2. Also note that the 5th gauge was
broken during the second model installation, so no data was gathered from this gauge for Case 2.

After this second set of tests, it was then decided to reinstall all the Schmidt-Boelter gauges. Table 2
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lists the steps created by each gauge for each case. The steps were measured using a Mitutoyo SJ-301
surface roughness tester. All the gauges were installed as flush as possible for Case 3. Table 2 also lists the
calibration range for each sensor. Case 3 in Figure 6 shows the heat transfer obtained from this third test.
Five of the six gauges are within 20% of the theoretical heat transfer. It is not clear whether the reduction
of measurement noise by lowering the sampling rate or the more flush mounting of the gauges had a more
significant impact. It seems likely that having a flush gauge is more important, but regardless both measures
should be taken in future tests. Only gauge SB-E shows heat transfer more than 20% above the theoretical.
This gauge was sent back to the Medtherm Corporation in October 2011 to check the factory calibration.
The theoretical heat transfer at the axial position of the first gauge and the last gauge is approximately 2.0
and 1.75 kW/m?2. This heat transfer is much lower than seen in other hypersonic wind tunnels. The low
heat transfer in the BAM6QT sometimes causes problems in the heat transfer calibration method.?*
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Figure 6. Heat transfer from SB gauges with varying protuberance heights into the boundary layer.
po = 131 psia, Recs = 9.9 x 10%/m. Quiet flow.

Table 2. Step created by the heat transfer gauges.

Distance from Gauge Calibration Case 1 Case 2 Case 3

Position
Nosetip Letter Range Step Step Step
1 0.149 m SB-A  0-22kW/m? -10pum  -10 yum  +8 um
2 0.192 m SB-B  0-22kW/m?  -26 um -26 ym  -10 pm
3 0.235 m SB-C  0-11kW/m? +40 ygm  +40 ym  +5 ym
4 0.279 m SB-D  0-22kW/m?  -26 um -26 pm -19 pm
5 0.321 m SB-E 0-22kW/m? -10pum  -10 pgm  +10 ym
6 0.363 m SB-F  0-11 kW/m? +300 gm -30 yum  +5 pm

A TSP image from Case 3 is shown in Figure 7. The boundary layer is most likely laminar since the
TSP shows a low, even level of heating. The higher heating near the nosetip is due to the thinner boundary
layer. Figure 8 shows the calibrated heat transfer from the TSP using SB-D for Case 3, along with the
heat transfer obtained from the six heat transfer gauges and the theoretical heat transfer. The linear heat
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transfer calibration method appears to work well over most of the axial length of the cone. Data was not
included near the nosetip because the TSP was sanded down in this region. Figure 9 shows the heat transfer
from SB-D over the course of a run, along with the calibrated TSP at the comparative patch. The curve fit
algorithm works well in matching the data from the TSP with the heat transfer from the SB gauge.

o
C

Spanwise reference (m)
Temperature Change AT, ’

0.2 0.25 0.3
Distance from nosetip (m)

Figure 7. TSP image of the 7° half-angle cone at 0° angle of attack. Case 3 from Figure 6. po = 131 psia,
Res = 9.9 x 10%/m, quiet flow.
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Figure 8. Heat transfer rates calculated from TSP with the reduction method and compared to theory.
po = 131 psia, Recc = 9.9 x 105/m, quiet flow.

1. Reducing Heat Transfer from TSP Using Known Paint Thickness and Model Temperature

The final set of tests examined the possibility of calibrating the TSP to heat transfer using the measured
paint thickness and the measured model temperature. For this case, Tinoqe; and T; are assumed to be equal;
therefore the heat transfer equation reduces to

.k
i=AT. (6)
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Figure 9. Plot of heat transfer from SB—D along with the heat transfer calculated at the comparison patch of
TSP. Case 3 from Figure 6. pgp = 130 psia, Rec = 9.9 X 106/m, quiet flow.

According to Prof. Tianshu Liu, the thermal conductivity (k) for the insulating paint is between 0.21
and 0.50 W/m-K, with a typical value being 0.25 W/m-K.?® The paint thickness was measured using an
Elcometer 456 capacitance gauge and the method discussed in Section B. The paint had an average thickness
of 201 pm with a +£5% variation from the mean.

Figure 10 shows the results with the heat transfer calibrated from the TSP with the linear reduction
method (green curve). This plot also shows the heat transfer calculated with the known paint thickness,
thermal conductivity, and model temperature (red and turquoise curve). The thermal conductivity was
chosen to be 0.25 W/m-K. The turquoise curve is the lower limit of the calculated heat transfer assuming
the paint thickness is 5% below the mean, and the red curve is assuming the paint thickness is 5% above
the mean. From this plot, it can be seen that the calibration method needs to be anchored with a SB
gauge due to the large error in the red and turquoise curves. Even if the 0.21 W/m-K is used as the thermal
conductivity, the error is still large. It is not clear if the error is largest in the estimated thermal conductivity,
the measured model temperature or the measured paint thickness.

IV. Forward-Facing Cavity Resonance in Quiet Flow

A. Introduction

The forward-facing cavity was originally used as a passive method of reducing the stagnation point heat flux
for high-speed missiles.?® Dynamic pressure measurements within the cavity showed that the forward-facing
cavity resonated and that the bow shock oscillated at the same resonant frequencies. Cavity oscillations are
always large under conventional noise. Ladoon et al.2” showed experimentally that these oscillations exist
in low-noise environments as well. However, the oscillations are small under quiet flow for shallow cavities.

At some critical depth, self-sustained resonance of the cavity occurs, where noise is damped very little or
not at all. Ladoon®7 attempted to find this critical length in the Purdue Quiet Flow Ludwieg Tube (Mach-
4 Tunnel) using a controlled laser perturbation. Ladoon ran experiments with and without a controlled
perturbation but found that his maximum possible cavity depth was too short to study the critical depth
characteristics. Using extrapolation, Ladoon calculated the critical depth of the cavity to be about L/D =
2.7. Segura®® used a model with a longer maximum possible cavity length of L/D = 3.0 in the same tunnel
and found self-sustained resonance at cavity depths greater than L/D = 1.3. Ladoon and Segura found that
the cavity was very sensitive to the presence of freestream disturbances and that the amplification of these
disturbances increases with the cavity depth. Numerical simulations by Engblom, et al.2%3% showed that
shorter cavity depths require some freestream noise to cause resonance. For longer cavity depths, resonance
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Figure 10. Heat transfer rates calculated from TSP with the reduction method and known paint thickness
and model temperature. py = 131 psia, Ressc = 9.9 x 10%/m, quiet flow.

was obtained with little or no freestream noise.
Experiments and computations have found that the primary resonant frequency for the forward-facing
cavity is that of a standing wave in a resonance tube.?% 33 This resonant frequency is given by the expression:

Win o aop
T 2w AL* (7)

where ag is the speed of sound within the cavity and L* = L+ ¢ is the adjusted cavity depth. L is the depth
of the cavity and ¢ is the average bow-shock stand-off distance. The flow velocity in the cavity is assumed
to be small so that the stagnation temperature can be used to estimate the speed of sound. A bow-shock
stand-off distance of §/D = 0.24 can be used for the forward-facing cavity.?® This is an approximation,
using a value between that of the shock stand-off distance of a three-dimensional cylinder with a flat nose
and that of a hemisphere.?

B. Model and Instrumentation

A forward-facing cavity model designed by Rodrigo Segura® was used in the BAM6QT (Figure 11). The
model is a hemisphere with 19.05 mm radius and a 19.05-mm-diameter circular cavity. The depth of this
cavity is adjusted via a cylindrical steel insert, which can be slid forward or aft in the cavity and secured
with set screws. The maximum depth of the cavity is about L/D = 5.00, or 95.25 mm. One B-screen
Kulite XCQ-062-15A pressure transducer was mounted in the center of this steel insert. Since the Kulite
was mounted in a “pitot configuration,” or facing directly into the flow, a B-screen Kulite was used to protect
the sensor from particle impact. Each cavity depth was run in quiet flow, then again in noisy flow, at an
initial stagnation pressure of 1114.2 4+ 3.4 kPa and an initial stagnation temperature of 159.6 + 5°C. The
uncertainties in these conditions are simply the variation between each of the runs.

C. Data Analysis

Different cavity depths from L/D = 0-5.00 were tested. Time traces for a shallow cavity (black trace) and
a deep cavity (red trace) are given in Figure 12. The blue trace in Figure 12 is the black trace magnified
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Figure 11. Schematic of forward-facing cavity model.

100 times to better show the pressure fluctuations measured at the same condition. Very little resonance
is exhibited by the short cavity. While there may still be some resonance of the shallow cavity, a cav-
ity will not be considered to be “self-resonating” in this paper unless the amplitude of that resonance is
significant compared to pitot-pressure fluctuations under the same conditions. A significant amplitude of
resonance is determined by comparing the normalized RMS amplitudes of several different cavity depths
with measurements of freestream noise with a pitot tube.
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Figure 12. Time trace of shallow cavity (black trace) and deep cavity (red trace) in quiet flow.

Since the Kulite pressure transducers are mechanically stopped at pressures above 15 psia, they do not
provide readings at full stagnation pressure. Therefore, traces were taken at vacuum pressure with no flow
to find the spectra of the baseline electronic noise. The root-mean-squared spectra of the two different cavity
depths at the same condition and a vacuum trace are given in Figure 13. Power spectra are computed
for 0.1-second samples using Welch spectral estimation and Blackman windows. Fast Fourier transforms
(FFTs) of 0.2-second segments with up to 50% overlap were taken and averaged together to form the power
spectrum. A table of calculated RMS values and the frequency band used for integration is provided in
Table 3. The resonant frequency is measured as a peak near the expected organ-pipe frequency. The black
trace in Figure 13 corresponds with a cavity depth of L/D = 0.50, where there should be no self-sustained
resonance. There is, however, a peak at around 6 kHz, which is the cavity depth’s expected resonant
frequency. This is considered a weak resonance of the cavity, but not a clear self-sustained resonance. The
red trace corresponds with a cavity depth of L/D = 3.00, where there is a clear self-sustained resonance.
This is shown by the large fundamental peak at about 1.5 kHz and the presence of large harmonics of the
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fundamental frequency. The presence of these large, sharp peaks indicates large amplitudes of sinusoidal
frequency content. The RMS amplitude of the fundamental peak is about 31% of the mean pitot pressure
(Pb.2/Po,2 = 0.31), which is about four orders of magnitude larger than the pitot-probe trace.

Table 3. RMS amplitudes for selected cavity depths in quiet flow

L/D Frequency Band for Integration (kHz) RMS/mean (pj5/po.2)
Pitot Probe 6.16-6.87 1.57 x 107°
0.50 6.16-6.87 1.82 x 1074
3.00 1.46-1.56 0.308
102 - ———— No Flow, Electronic Noise

Pitot Probe (RMS/mean = 1.57x10%)
L/D = 0.50 (RMS/mean = 1.82x10™)
L/D = 3.00 (RMS/mean = 0.308)

15
Frequency (kHz)

20

Power Spectral Density (p',,/p, ,)*/Hz

Figure 13. Effect of cavity depth on resonant frequency measured.

Figure 14 shows the measured fundamental frequency for various cavity depths and compares them to
the expected theoretical values. At shallow depths, where L/D < 1.00, the measured fundamental frequency
differs from theory by 9-21%. For deeper cavities, where L/D > 1.00, the measured fundamental frequency
differs by 9-11% from theory. Noisy flow measurements of the fundamental frequency differ from quiet flow
measurements by 5.6% at most. This indicates that the measured resonant frequency agrees fairly well with
theory for deep cavities. The small discrepancy between the measured and theoretical fundamental frequency
could come from the estimation of the bow-shock stand-off distance.

The measured pressure fluctuations are normalized by the measured mean pitot pressure. The root-
mean-square of the pressure fluctuations is calculated by taking a power spectra of the normalized pressure
fluctuations, integrating the power spectra of the fundamental peak across the full width at half the maximum
value, and then taking the square root of this integral. These data are given in Figure 15. Figure 15(a) shows
shallower cavities (L/D < 1.5) with the vertical axis expressed on a logarithmic scale. Typical pitot-probe
measurements of freestream noise on the centerline at similar conditions are shown by a gray dashed line
for quiet flow and a gray dash-dot line for noisy flow. The RMS pressure fluctuations for the pitot-probe
measurements are taken by integrating across 6.16—6.87 kHz. This is the same range of frequencies used to
find the RMS pressure fluctuations for L/D = 0.50. The noise level for the pitot-probe measurements is
one order of magnitude less than similar measurements made by Steen.3¢ This is because Steen integrated
from 0-60 kHz to find the RMS pressure fluctuations. Noisy flow data are in red circles and quiet flow data
are in blue squares. RMS fluctuations for deeper cavities, where L/D > 1.0, are presented on linear axes
in Figure 15(b). The pitot-probe measurement of freestream noise is not presented in this graph because it
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Figure 14. Effect of cavity depth on resonant frequency measured.

would be indistinguishable from the horizontal axis at this scale. The noisy flow data are again shown by
the red circles and quiet flow data are shown by the blue squares.
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Figure 15. Change in normalized RMS pressure fluctuation with change in cavity depth.

The RMS pressure fluctuations appear to be similar to the pitot-probe measurements of freestream noise
for cavity depths up to L/D = 1.15. At L/D > 1.15, the fluctuations measured in the forward-facing cavity
in quiet flow are about the same in magnitude as those of the noisy-flow fluctuations. At these depths, the
quiet flow RMS pressure fluctuations increase by at least two orders of magnitude. At shallower cavity depths
(L/D < 1.15) the noisy-flow RMS pressure fluctuations are higher than in quiet flow, which is expected.
However, it is interesting to note that for deeper cavity depths, where self-sustained resonance occurs, the
noisy-flow fluctuations are slightly lower in magnitude than those under quiet flow. The reason for this
is unknown. It is possible that three-dimensional fluctuations break up the resonance and therefore cause
lower-magnitude pressure fluctuations in the cavity.
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1. Effect of Turbulent Spots

A Sentex hot-film array mounted on the BAM6QT nozzle wall shows a turbulent spot (blue trace in Fig-
ure 16). The forward-facing cavity, which was not previously experiencing self-sustained resonance, shows
the effect of this turbulent spot on the model. The red trace in Figure 16 represents the damped resonance
created by the Mach wave radiated from the turbulent spot on the nozzle wall. This uncontrolled experiment
is similar to the controlled laser-perturbation experiments previously done by Ladoon et al.?”

Filtered Forward-Facing Cavity Trace
Uncalibrated Nozzle Wall Hot Film at z = 2.045 m
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Figure 16. Effect of a turbulent spot on cavity resonance. L/D = 1.15, pp = 1018.4 kPa, Ty = 420.5 K.

V. Development of 3-Inch Shock Tube for Sensor Calibration

A half-scale version of the 6-inch (15.2-cm) shock tube in the Graduate Aerospace Laboratories at Caltech
(GALCIT)? has recently been designed and is nearing completion at Purdue. Much of the design work was
completed by Kerlo.?® This stainless-steel shock tube has a 8.9-cm inner diameter, a 3.6-m driven section,
and a 0.9-m driver section. Figure 17 shows a rendering of the shock tube. The driven section is designed to
reach pressures of 1 millitorr (100 Pa) or less, and the driver section can withstand pressures as high as 6895
kPa. The joints of the shock tube are designed to be smooth, so as to avoid disturbing the flow, in order to
form a clean, planar shock wave followed by a clean laminar boundary layer.

Figure 17. Rendering of the 3-inch new shock tube at Purdue.
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The purpose of this shock tube is to calibrate sensors, especially PCB-132 sensors, for use in the BAM6QT
and other hypersonic wind tunnels. Hypersonic boundary-layer instabilities often appear as high-frequency,
small-amplitude fluctuations in pressure, heat transfer, and other quantities. Measuring these fluctuations
accurately requires high-accuracy calibrations at high frequencies. If such calibrations are not provided by
the manufacturer, a shock tube appears to be a good way to obtain them. This is because a shock wave
approximates a step input in pressure, density, heat transfer, and velocity. In theory, a step input excites
all the response frequencies of a system, allowing the determination of the entire frequency response using a
single input. The calibration curve can be found by varying the strength of the shock wave.

PCB-132 sensors are piezoelectric pressure transducers designed to measure the time of arrival of shock
waves. They have been of interest for hypersonic instability measurements since Fujii®® showed that they
were capable of measuring the second-mode instability. Since then, they have been shown to work in many
hypersonic tunnels, performing the first measurements of second-mode waves in multiple tunnels, including
some where such measurements were previously not feasible.!™40-44 They are high-pass filtered at 11 kHz,
with a quoted resonant frequency above 1 MHz. The manufacturer calibrates the sensors in a shock tube,
by running one shock with a static pressure rise close to 7 kPa past the sensor. The calibration is assumed
to be linear, with a 0 V offset.

This calibration technique is not necessarily sufficient for instability measurements. The frequency re-
sponse of the sensors is left unknown, and it is not certain if the response at 7 kPa applies at the low
amplitudes relevant to second-mode waves. The 3-inch shock tube was designed in order to answer these
questions and enable accurate quantitative measurements of second-mode amplitudes.

The high frequencies and low amplitudes of second-mode waves mean that very thin and very low-
amplitude shock waves are required to perform relevant calibrations. Lowering the initial pressure difference
(driver pressure minus driven pressure) tends to weaken the shock wave (reduce the pressure rise across the
shock), and increasing the initial pressure ratio (driver pressure divided by driven pressure) tends to decrease
the thickness of the shock wave by increasing the Mach number. This means that thin, weak shock waves can
be created by using very weak diaphragms that burst at low pressure differences, and reducing the driven
pressure to a medium vacuum. Using the ideal shock tube equations to find the strength of the shock wave,
and Taylor’s solution for weak shocks to find its thickness, it is estimated that the weakest useful shock
wave that can be created in this tube has a static pressure rise of 7 Pa, which is within the range of some
large second-mode wave amplitudes in wind tunnels (estimated as 5-10 Pa from PCB measurements using
the factory calibration). This weak shock wave will not be thin enough to excite high frequencies. Thinner
shock waves can be created at higher driven and driver pressures, and this will be necessary to excite the
higher frequency ranges of some sensors.

The 3-inch shock tube is currently nearing completion. Once finished, the actual vacuum and weak shock
performance will be measured. A system using resistive heating to burst the diaphragms at lower pressure
differences may be added at a later time.

VI. Measurements of Instabilities and Transition on a Flared Cone

The flared cone geometry has presented a unique platform for studying a nonlinear transition process in
a hypersonic boundary layer. The flare of the cone maintains a nearly constant boundary layer thickness
after the region of initial boundary layer growth, causing continuous amplification of second-mode waves in
a narrow frequency band. These waves have been shown to reach N-factors up to 17 near the rear edge of
the cone.*

The transition process creates a set of streamwise streaks of increased heating followed by a decrease
in heating to near-laminar levels. At high enough Reynolds number there is a second increase in heating,
and pressure fluctuation measurements indicate that the flow begins transitioning to turbulence. It has
been hypothesized that this complicated process is due to interactions between the second-mode waves
and streamwise vorticity, possibly as a result of the Gortler instability.*® Fasel, et al. used DNS to show
streak heating behavior due to nonlinear second-mode wave growth that resembles what has been seen in
experiments.?” 49 Sivasubramanian and Fasel state, “The first peak in the skin friction roughly corresponds
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to the streamwise location where the primary wave saturates. As the primary wave starts to decay following
the nonlinear saturation, the skin friction decreases strongly. Then finally, a steep rise in skin friction occurs
when all higher modes experience strong nonlinear amplification...”4” Here the primary wave is at the most
amplified frequency, and the skin friction is considered to be proportional to heat transfer.

Streamwise vorticity has also been introduced via small roughness elements placed on the cone, and a
similar transition process has been observed.*® However, the size and spacing of these roughness elements
were not well controlled, so several methods for improving control are currently being investigated.

With the original flared cone model, transition could be seen at the rear of the model only at stagnation
pressures above 160 psia.?? The high pre-run pressure in the test section necessitated the use of two small
port-hole windows for TSP image acquisition, instead of the larger rectangular window, which is only rated
to 152 psia. The porthole windows limit the field of view on the model, which makes it difficult to obtain an
image of the full transition process. Therefore, a longer flared cone model was fabricated that could achieve
sufficiently high Reynolds number for transition, at a stagnation pressure that is low enough to allow the
use of the rectangular window. The new model has the same flare as the old model, but it is 3-in. longer,
which allows more of the transition process to be seen using the rectangular window at lower stagnation
pressures. The longer model also increases the maximum attainable quiet Reynolds number by approximately
15 per cent. The data presented herein were obtained using the new, larger cone at a stagnation pressure of
approximately 140 psia.

Figure 18 shows the cone’s characteristic transition process, as described above. Sensors were not yet
installed on the cone, so no heat transfer data is available. A streamwise temperature profile is plotted in
Figure 19. This profile was taken along a ray approximately 6.5° below the centerline and it runs through
the center of a streak. The shape of this profile is typical, but the absolute values of the temperatures vary
from run to run. In this case, the maximum temperature change in the streak (at approximately 16-in.) is
roughly three times greater than the temperature change in the laminar region upstream of 13.5-in. and it
is roughly equal to the temperature change in the transitional region downstream of 19-in.
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Figure 18. Typical TSP image at a stagnation pressure of 140 psia.

The temperature profiles at a fixed axial location are plotted in Figure 20 for two runs that were done
back to back with the same cone orientation, and these two baseline cases repeat fairly well. The orientation
of the cone can be identified by the fiducial mark that can be seen just above the centerline registration mark
(the small black dot) at = 11.5 in. in Figure 18. The fiducial mark is the number “01,” which appears
blurry in TSP images, but can be clearly seen in the raw pictures.

The cone was rolled up and down by 30° relative to the baseline orientation to determine whether the
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Figure 19. Temperature change along a ray.

streaks are body-fixed. Figure 21 shows a typical temperature profile from each orientation, plotted in
body-fixed coordinates relative to the fiducial mark. The temperature profiles were also normalized by their
respective maximum temperatures for ease of viewing. It’s clear that the streaks line up, indicating that
they originate with small roughness features on the cone’s surface, rather than freestream disturbances.

The average angle between temperature peaks for the data plotted is shown in Table 4. Averages over
each run were calculated over 14 streaks for the baseline cases (fiducial mark on window centerline), and 7
streaks for the rolled cases (fiducial mark + 30° from the centerline). Streak widths and standard deviations
(STD) of streak widths are rounded to the nearest tenth of a degree, and wavenumbers are rounded to the
nearest integer.

The streak widths are consistent from run to run for each configuration, and the variation in streak widths
across the three configurations is roughly 10 per cent. Again, this indicates that the streaks are induced by
natural surface roughness, and therefore can be controlled through the application of roughness elements.

Table 4. Average Streak Separation and Wavenumbers

Orientation | Streak Width STD of Streak Width ~ Wavenumber
Centerline 4.8° 1.1° 76
Centerline 4.8° 1.1° 76
30° down 5.0° 1.1° 72
30° down 5.0° 1.3° 72
30° down 4.9° 1.4° 74
30° up 4.5° 0.9° 80
Average 4.8° 1.1° 75
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Figure 20. Spanwise Temperature Profiles
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Figure 21. Spanwise Temperature Profile on Cone at Different Roll Angles
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A. Improved Roughness Application Techniques

At the moment, there are computations that show heating patterns on the flared cone that resemble what
is seen in experiments. However, the input disturbances in the experimental setup cannot yet be controlled
to the same precision as in a computation, so the results from each method cannot be directly compared. It
is therefore necessary to develop a method for applying uniformly sized and spaced roughness elements so
that a precise input disturbance can be closely approximated. Three such methods are under development.

Firstly, a thin crenellated aluminum wafer that fits between the nosetip and frustum has been fabricated
such that the teeth protrude from the surface of the cone and act as roughness elements. While the concept
is simple, the wafer is small enough that machining it becomes difficult and the finished product is fairly
delicate, resulting in imperfections in the teeth. This method is still being tested, and it is yet unknown
whether these imperfections are significant to streak formation and control. Furthermore, the particular
wafer that is being tested took roughly 2 days to machine, too long for this method to be a viable long-term
option.

Secondly, dry rub-on transfer dots were custom-printed, as in Hunt and Saric.’° While the diameter of
the dots is controllable, their height is not, and it varies between printings. These have not yet been tested.

Thirdly, an electronic fluid dispensing system was obtained to dole out small volumes of a specialized
epoxy to create uniformly sized roughness elements. A rotary stage was also acquired to allow the cone to
be precisely rotated to less than a tenth of a degree in order to control dot spacing. The apparatus has not
yet been tested.

VII. Effect of Nosetip Roughness on Transition for a Blunt 3° Cone

A. Effect of Nosetip Roughness on Transition for a Blunt 3° Cone

The effect of nosetip bluntness on transition has been studied in multiple experiments, including that of
Miiller and Henckels.?! Nose radii of 1 mm to 15 mm were tested on a 1-m-long 2.89° half-angle cone.
Experiments were performed in the H2K hypersonic blowdown tunnel in Cologne, Germany at Mach 6 and
Reynolds numbers from 4 x 10%/m to 20 x 10°/m. Initially, transition location moved aft on the cone with
an increase in nose radius. However, when a certain bluntness was reached, the trend reversed and increased
nose radius led to a forward movement of the transition location.

A similar cone with a 3° half-angle and a 9.9-cm base diameter was used in the BAM6QT in an attempt to
make a comparison to Miiller’s results. Preliminary experiments were performed by Gilbert and Steen,>? but
issues were encountered with the temperature sensitive paint, and transition location could not be visualized
using this method. A spectral analysis was performed in an attempt to determine if instability waves were
present, but no computations were available for comparison. A tunnel starting analysis was performed, and
it was found that a gap in the pipe insert was necessary to start the tunnel when using a 15 mm nosetip on
the model.

The present experiment continues the work in the BAM6QT to determine if transition can be observed
on the blunt 3° cone. All testing occurred at 0° angle of attack, and tunnel runs were performed under
conventional tunnel noise conditions. A variety of roughness heights and configurations were used on a
15-mm radius nosetip to induce transition. Distributed roughness with average RMS roughness heights of
20 pm and 140 pm and isolated roughness element heights of 130 pm and 380 pm were added to the smooth
nosetip. Data were acquired using TSP and SB gauges. The SB gauge data were used to convert the TSP
temperature data to heat transfer rate, as in Section III.

The TSP showed a region of high heat transfer beginning near 0.61 m from the nosetip of the model
(Figure 22(a)). The curved vertical lines near 0.38 m, 0.46 m, and 0.66 m from the nosetip are due to light
reflections off the windows and are not part of the flow. The onset of higher heating did not vary significantly
in position with a change in Reynolds number, as seen in Figure 22(b).

Streamwise heat transfer profiles were created by averaging 10 pixels in the spanwise direction with a
moving average of 5 pixels in the streamwise direction. Streamwise profiles for the two images of Figure 22
are compared in Figure 23. For both Reynolds numbers, the onset of higher heat transfer rate occurs near
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Figure 22. Heat transfer data for smooth nosetip at two different Reynolds numbers. Flow is from left to
right.
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Figure 23. Heat transfer profiles for the smooth nosetip at Reynolds numbers of 1.8 x 107/m and 1.6 x 107 /m.
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0.61 m from the nosetip. If the region of higher heating were due to transition, it would be expected to move
with a change in Reynolds number. Since it does not move, it is likely that the bow shock from the blunt
nosetip reflects off the wind tunnel walls and impinges on the aft end of the model.

Distributed roughness of two different RMS roughness heights was applied to the nosetip. Sandblasting
the nosetip created an average RMS roughness height of 20 um, and applying nail polish dots created an
average RMS roughness height of 140 ym. Heat transfer rate images using each roughness at a Reynolds
number of 1.8 x 107/m are shown in Figure 24. The images appear similar to each other, and also similar
to the heat transfer image for the smooth nosetip (Figure 22(a)).
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(b) 140 pm distributed roughness on nosetip.

Figure 24. Heat transfer data for different height distributed roughness on nosetip. Re = 1.8 x 107 /m. Flow is
from left to right.

Streamwise heat transfer profiles were created for the experiments with distributed roughness and are
shown in Figure 25. Although the heat transfer rate varies between the different height roughness arrays, the
trend of the data is similar. Distributed roughness of the heights tested does not appear to induce transition
on the model.

Isolated roughness elements 130-pm-high and 380-pm-high were also tested on the nosetip. In both
cases, a region of higher heating was observed behind the roughness element. Heat transfer images for
these roughness elements are shown in Figure 26. The camera was positioned closer to the nosetip of the
cone for these images, so the region of higher heating due to the reflected shock is not visible. A paste-on
thermocouple is seen as a dark-colored rectangle near 0.56 m from the nosetip.
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Flow is from left to right.
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Spanwise heat transfer profiles were created from the images of Figure 26 by averaging 10 pixels in the
streamwise direction with a moving average of 2 pixels in the spanwise direction, centered at 0.353 m from
the nosetip. As the isolated roughness height was increased, the region of higher heating broadened in the
spanwise direction (Figure 27). The isolated roughness elements might be causing transition within the
region of higher heating.
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Figure 27. Heat transfer profiles at 0.353 m from the nosetip, comparing the smooth nosetip data to that with
isolated roughness elements. Re = 1.8 x 107 /m.

B. Summary of Blunt-Nosetip-Roughness Experiments

Several roughness configurations were tested on a blunt 3° half-angle cone, including distributed and isolated
roughness elements. A region of higher heating was observed beginning near 0.61 m from the nosetip in all
roughness configurations. The location of the onset of higher heating did not move with a change in Reynolds
number, so the region is thought to be due to the bow shock reflecting off the tunnel walls and impinging
on the model. No clear difference was visible between the smooth nosetip and the distributed roughness
configurations, so distributed roughness of the heights tested do not seem to affect the flow. When using
an isolated roughness element, a region of higher heating was visible behind the roughness. This region
increased in spanwise width as the roughness height was increased. It is possible that transition is occurring
within the region of higher heating behind the isolated roughness elements.

VIII. Conclusions

Measurements of instabilities in the wake of an isolated roughness element in the laminar nozzle-wall
boundary layer of the BAM6QT are continuing. When the roughness height is nearly-critical, a new set of
instabilities have been measured. Improving the repeatability is vital when attempting to select a case for
comparison with computations. Future tests will look at the effect of various experimental parameters such
as nozzle wall temperature on the repeatability.

Experiments were performed with a 7° half-angle cone at 0° angle of attack in order to test a method of
determining heat transfer from the temperature-sensitive paint images. It was found that five of the six SB
gauges yielded heat transfer that agreed well with the theory, and if one of these accurate gauges was used
to calibrate the TSP, the calibrated TSP also agreed well with the theory.

A forward-facing cavity of adjustable depth was tested in the BAM6QT to determine the critical depth
where self-sustaining oscillations begin. This depth was found to be approximately 1.2 cavity diameters.
The measured resonant frequency at various cavity depths under both noisy and quiet flow agreed well with
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the theory.

A shock tube is being constructed at Purdue to calibrate sensors, in particular the PCB-132 sensors.
The shock tube is expected to be completed shortly. The tube is designed to produce clean, weak shocks
with amplitudes similar to second-mode waves seen in hypersonic wind tunnels. This will allow for accurate
calibrations of sensors for instability measurements.

A flared cone was tested in the BAM6QT, and showed natural transition under fully quiet flow. The
streamwise vortices were seen, and followed the typical pattern of heating, cooling, reheating and then
transitioning to turbulence. This was captured in a single image for the first time. The vortices were also
found to be body fixed when the cone was rolled 30° in either direction.

Several different distributed and isolated roughness configurations were tested on a blunt 3° half-angle
cone. A sharp rise in heat transfer was observed beginning near 0.61 m from the nosetip in all roughness
configurations. The location of the onset of higher heating did not move with a change in Reynolds number,
therefore the region is thought to be due to the bow shock reflecting off the tunnel walls and impinging on
the model. This shock impingement obscured the effect of nosetip roughness on transition.
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