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ABSTRACT Hyperspectral imaging has become a mature technology which brings exciting possibilities in
various domains, including satellite image analysis. However, the high dimensionality and volume of such
imagery is a serious problem which needs to be faced in Earth Observation applications, where efficient
acquisition, transfer and storage of hyperspectral images are key factors. To reduce the time (and ultimately
cost) of transferring hyperspectral data from a satellite back to Earth, various band selection algorithms
have been proposed. They are built upon the observation that for a vast number of applications only a
subset of all bands convey the important information about the underlying material, hence we can safely
decrease the data dimensionality without deteriorating the performance of hyperspectral classification and
segmentation techniques. In this paper, we introduce a novel algorithm for hyperspectral band selection
that couples new attention-based convolutional neural networks used to weight the bands according to their
importance with an anomaly detection technique which is exploited for selecting the most important bands.
The proposed attention-based approach is data-driven, re-uses convolutional activations at different depths
of a deep architecture, identifying the most informative regions of the spectrum. Also, it is modular, easy
to implement, seamlessly applicable to any convolutional network, and can be trained end-to-end using
gradient descent. Our rigorous experiments, performed over benchmark sets and backed up with statistical
tests, showed that the deep models equipped with the attention mechanism are competitive with the state-
of-the-art band selection techniques and can work orders or magnitude faster, they deliver high-quality
classification, and consistently identify significant bands in the training data, permitting the creation of
refined and extremely compact sets that retain the most meaningful features. Also, the attention modules do
not deteriorate the classification abilities, and slow down neither training nor inference of the deep models.

INDEX TERMS Attention mechanism, band selection, classification, convolutional neural network, deep
learning.

I. INTRODUCTION

Current advancements in the sensor technology bring exciting
possibilities in hyperspectral satellite imaging (HSI) which
is being actively applied in various domains, including pre-
cision agriculture, surveillance, military, land cover appli-
cations [1], and more [2]–[4]. It captures a wide spectrum
of light for each pixel [5]—such detailed information can
be effectively exploited in HSI classification (assigning a
class label to each pixel) and segmentation (determining the
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boundaries of objects of a given class in an input HSI) [6].
However, hyperspectral data’s high dimensionality is an
important challenge towards its efficient analysis, trans-
fer, and storage. There are two dimensionality-reduction
approaches for dealing with such noisy, almost always
imbalanced, and often redundant data. Feature extrac-

tion algorithms generate new low-dimensional descriptors
from hyperspectral images and elaborate low-dimensional
embedding spaces, onto which the high-dimensional data
is mapped [7], [8]. On the other hand, feature selection

approaches retrieve a subset of all HSI bands carrying
the most important information [9]. Although the former
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approaches can be applied to reduced HSI sets, they are
generally exploited to process raw HSI data, they are often
computationally-expensive, can suffer from band noisiness,
and may not be interpretable [10]. Band selection tech-
niques are divided into filter (unsupervised) and wrapper

(supervised) algorithms. Applied before classification, filter
approaches do not require ground-truth data to select specific
bands [11]–[13]. They, however, suffer from several draw-
backs: (i) it is difficult to select the optimal dimensionality
of the reduced feature space, (ii) band correlations are often
disregarded, leading to the data redundancy [10], (iii) bands
which might be informative when combined with others are
removed, and (iv) noisy bands are often labeled as infor-
mative due to low correlation with other bands. Wrapper
approaches use the classifier performance as the objective
function for optimizing the subset of HSI bands [14], [15].
Although these methods decrease the memory requirements
of the further HSI analysis, such algorithms induce seri-
ous computational overhead. In this work, we mitigate this
problem, and incorporate the selection process into the deep
network training. Such approaches have not been explored so
far.

Deep learning (DL) has enabled unprecedented achieve-
ments and established the state of the art in a plethora of
domains, including HSI analysis [16]. In general, the HSI
classification and segmentation algorithms encompass con-
ventional machine learning techniques which require feature
engineering [17], and DL approaches [18]. DL can con-
veniently elaborate spectral features [19], or both spectral
and spatial features without any user intervention. These
features are intrinsically extracted by the deep nets operating
on the full HSI. Therefore, we need to face the afore-
mentioned challenges concerning the high HSI dimension-
ality in both conventional and DL-powered segmentation
approaches. Attention mechanisms allow humans and ani-
mals to effectively process enormous amount of visual stimuli
by focusing only on themost-informative chunks of data [20],
[21]. An analogous approach can be applied in DL to localize
the most informative parts of an input image to focus on.
We build upon the painless attention mechanism which is
trained during the network’s forward-backward pass [22], and
exploit it in our convolutional architectures for HSI band
selection. To the best of our knowledge, attention mecha-
nisms have been used neither for this purpose, nor for HSI
classification/segmentation before, and our initial results on
attention-based convolutional neural networks (CNNs) pre-
sented in this paper1 laid foundations for other hyperspectral
band weighting [25] and classification [26] techniques.

A. CONTRIBUTION

In this paper, we introduce a novel HSI band selectionmethod
(Section III) which exploits attention-based CNNs, and is

1Note that the initial results on our attention-based CNNs presented in
this manuscript have been posted in arXiv back in October 2018. For more
details, see our preprint [23] and the review paper by Sun and Du [24].

FIGURE 1. Flowchart of the proposed band selection algorithm. The
bands from the input HSI are weighted according to their importance
using the attention modules seamlessly incorporated into a convolutional
deep network architecture, and the anomaly detection technique is later
used to select those bands which convey the most important information
about the underlying materials. Since the ‘‘important bands’’ are in the
minority, they can be considered as ‘‘anomalous’’. A notable feature of
our approach is that a fully-functional and ready-to-use deep model
trained over the full hyperspectral data is an outcome of the process,
alongside the set of selected bands.

applicable to any HSI data (i.e., with different numbers of
bands). The goal of this system (Figure 1) is to learn which
bands convey the most important information, as an out-
come of the training process, alongside a ready-to-use trained
deep convolutional model. It is in contrast to the wrapper
band selection techniques which require training a supervised
learner to assess the quality of selected subsets of bands
during the optimization. Thus, our method is an embedded
approach—the generation of attention heatmaps is embedded
into the CNN training. These heatmaps quantify the impor-
tance of specific parts of the spectrum, and they are later
processed using an anomaly detection algorithm. We build
upon our observation that only a (very) small subset of all
bands within an original HSI convey the important informa-
tion (necessary to distinguish the underlying materials), and
these bands can be seen as outliers (the other bands, which are
in the majority, are not informative). The contribution of this
work is multi-fold, and can be summarized in the following
bullet points:

- We introduce a new HSI band selection algorithm
(Section III) which couples attention-based CNNs
(Section III-B) and anomaly detection (Section III-C) to
find the most important bands within HSI.

- We introduce new attention-basedCNNarchitectures for
extracting attention heatmaps that show which parts of
the frequency spectrum are important for CNNs dur-
ing their training, hence weight the bands according
to their importance. Although the attention modules
are inspired by [22] (slightly modified, as discussed in
Section III-B), the deep architectures proposed in the
work reported here are new and have been exploited nei-
ther for band selection nor HSI segmentation before. Our
attention-based CNNs are spectral deep networks—they
operate exclusively on the spectral information while
classifying a pixel in an input HSI.

- We performed a rigorous experimental study over
widely-used hyperspectral benchmarks to: (i) compare
our technique with the state of the art in HSI band
selection, (ii) verify the impact of band selection on
various supervised learners (both conventional and DL),
(iii) understand the impact of appending the attention
modules to our CNNs on their classification abilities
and training characteristics, and (iv) verify the statistical
importance of the obtained results.

VOLUME 8, 2020 42385



P. R. Lorenzo et al.: Hyperspectral Band Selection Using Attention-Based CNNs

B. PAPER STRUCTURE

This paper is organized as follows. Section II reviews the cur-
rent advances in automated HSI band selection. In Section III,
which begins with a gentle introduction to the DL concepts
used in this paper (Section III-A), we present our band
selection algorithm. Experimental results are discussed in
Section IV. Section V concludes the paper.

II. RELATED LITERATURE

The number of spectral bands in HSI can easily reach hun-
dreds, and it has become a very useful source of information
in various remote sensing applications. However, its huge
volume brings challenges in efficient analysis, transfer (espe-
cially of HSI acquired on board of a satellite back to Earth is
extremely time-consuming and costly), and storage of such
imagery. Also, data redundancy is a serious practical issue—
the neighboring bands are often correlated, therefore only
their small subset contributes to the HSI classification pro-
cess. Finally, generating ground-truth (manually-annotated)
data for supervised classification and segmentation methods
is extremely difficult, time-consuming, and prone to human
errors, and exploiting small (in terms of the number of
each-class examples) and very high-dimensional datasets can
easily deteriorate the performance of supervised learners (this
phenomenon is known as the curse of dimensionality [27]).
To deal with these issues, HSI is subjected to either feature
extraction (generating new, perhaps more informative, less
redundant, and compressed features from HSI) or feature
selection (determining a subset of all HSI bandswhich convey
the most important and useful information).

Feature extraction (also referred to as feature learning)
methods extract new features from the original HSI [28].
This process leads to obtaining a low-dimensional embed-
ding space in which the physical meaning of specific bands
is lost, and such features are not trivial to interpret. Addi-
tionally, the data noisiness can significantly affect the fea-
ture extraction process and lead to a low-quality reduced
feature space [29]. The most popular feature extraction
methods applied for hyperspectral data include principal
component analysis [30] alongside its multiple modifica-
tions [31]–[34] (encompassing both linear and non-linear
variants [35]), local Fisher’s discriminant analysis [36] and
local geometric structure Fisher’s analysis [37], sparse-
adaptive hypergraph discriminant analysis [38], indepen-
dent component analysis-based techniques [39], tensor-based
algorithms [40], singular spectrum analysis [29], mani-
fold learning [41]–[43], sparse and low-rank linear embed-
dings [44], [45], wavelet-based feature extraction [46],
[47], tensor locality alignment [48], various information
fusion-enhanced techniques [49], hierarchical [50] and mul-
tiple [51] feature learning, saliency-guided unsupervised fea-
ture learning [52], non-parametric feature extraction [53],
and more [54]. Also, there are techniques which combine
multiple feature learning [55] and band selection [56]. For a
more detailed review of the feature extraction methods for the

multi- and hyperspectral satellite data, we refer to the recent
survey by Setiyoko et al. [57].

Band selection methods are aimed at determining a (usu-
ally small) subset of all hyperspectral bands from HSI which
convey the most useful information exploited during the clas-
sification and/or segmentation process. Such techniques can
be divided into two groups, and they include filter (unsuper-
vised) and wrapper (supervised) algorithms. Applied before
classification, filter approaches do not require ground-truth
data to select specific bands [58]. They can utilize ranking
algorithms to score bands [11], [58], [59], sparse representa-
tions to weight them [60], evolutionary algorithms [12], and
various clustering-based techniques [13], [61]–[68]. How-
ever, filtering approaches suffer from several drawbacks:
(i) it is difficult to select the optimal dimensionality of the
reduced feature space, (ii) band correlations are often dis-
regarded, leading to the data redundancy—some methods
exploit mutual band information and their (dis)similarity
characteristics [10], [69]–[71], (iii) bands which might be
informative when combined with others (but are not par-
ticularly useful on their own) are removed, and (iv) noisy
bands are often labeled as informative due to low correla-
tion with other bands [72]. There exist the algorithms which
hybridize different approaches, e.g., clustering and ranking
techniques [73]. In [74], the authors proposed amethodwhich
utilizes a fast and robust PCA on Laplacian graph to select
bands from HSI and showed that their approach can outper-
form other techniques in terms of the classification accuracy
and computational cost. The band selection problem was also
tackled using kernel-based algorithms, including weighted
kernel regularization [75].

Wrapper approaches use the classifier performance as
the objective function for optimizing the subset of HSI
bands [14], [15]. These methods encompass various heuris-
tics andmeta-heuristics, including biologically-inspired tech-
niques [76]–[79], gravitational searches [80], and artificial
immune systems [81]. Cao et al. proposed a semisupervised
approach in which their exploited the edge preserved filter-
ing to improve the pixel-wised classification maps (and to
assess the quality of the selected band subsets) [82]. In [83],
Zhang et al. introduced a multi-objective optimization model
for selecting bands from HSI. It utilizes two (potentially
contradicting) objective functions: the amount of preserved
information, and the redundancy within the selected bands.
This technique utilized an immune system to effectively bal-
ance the exploration and exploitation of the solution space
(the experiments showed that the immune system is able to
outperform other multi-objective algorithms, including a fast
and elitist multi-objective genetic algorithm [84]). Although
the wrapper methods alleviate the computational burden of
the HSI analysis, such algorithms induce serious overhead,
especially in the case of classifiers which are time-consuming
to train (e.g., deep neural nets [85]). In this work, we miti-
gate this problem, and incorporate the selection process into
the training of our attention-based convolutional neural net-
work (we propose an embedded band selection algorithm).
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To the best of our knowledge, such approaches have not been
explored in the literature so far. For a detailed and insightful
review of the current hyperspectral band selection techniques,
we refer to an excellent survey by Sun and Du [24].

III. METHOD

This section is started with a brief introduction to
the basic concepts (convolutions and pooling) in CNNs
(Section III-A). These building components are exploited
in our attention-based CNNs which produce the attention
heatmaps (Section III-B). The heatmaps are finally subjected
to the anomaly detection using the Elliptical Envelope algo-
rithm (Section III-C). The important bands in an input HSI
are treated as the anomaly in the data—the majority of the
bands convey very similar information about the underlying
material, hence can be safely discarded without deteriorating
the classification performance, and only a small fraction of
bands (the minority of them) are ‘‘informative’’.

A. A GENTLE INTRODUCTION TO CONVOLUTIONAL

NEURAL NETWORKS

CNNs have been tremendously successful in solving vari-
ous computer vision and pattern recognition tasks, and have
established the state of the art in many subfields of science
and engineering [16]. Goodfellow et al. [86] defined CNNs
as the neural networks which use convolution instead of a
general matrix multiplication in at least one of their layers.
There are two types of layers in CNNs: convolutional and
pooling ones (which stacked together form the feature extrac-
tion part of a CNN). The feature extractor is then followed by
the classification part of the deep network, commonly built
with fully-connected layers. The convolutional and pooling
layers are discussed in more detail in the following sections.

1) CONVOLUTIONAL LAYERS

This type of the layer is an essential building block of CNNs.
Convolutional layers expose three important ideas which
help improve machine learning engines—parameter shar-
ing, equivariant representations, and sparse interactions [86].
A convolutional layer encompasses n trainable kernels of size
k which are convolved (with a stride s) with an input signal to
generate n feature maps. The input signal and the kernels are
represented asmulti-dimensional data arrays (tensors). In this
work, we focus on one-dimensional signals—each pixel in an
input HSI is a 1D tensor of values (for specific wavelengths),
and the kernels are also one-dimensional. Therefore, if an
input 1D signal I is convolved with the kernel K (this oper-
ation is denoted by the ∗ sign), we have the i-th entry in the
output tensorO(i) given as (tomake it mathematically correct,
we flip the kernel—note that when the index in the input
increases, the corresponding index in the kernel decreases;
without kernel flipping, it would be cross-correlation):

O(i) = (I ∗ K )(i) =
∑

j

I (j) · K (i− j). (1)

FIGURE 2. Example of an 1D signal (rendered in blue) convolved (stride
s = 3) with a kernel of size k = 3 (in red). The positions in which the
kernel is centered during the convolution process are rendered in dark
blue.

In Figure 2, we render an illustrative example of con-
volving a kernel (of size k = 3) with an input 1D signal.
Here, we restrict the kernel positions only to those in which
it is entirely positioned within the input signal (otherwise,
we would have to pad the ‘‘border’’ of the input). The kernel
is sliding with a stride s = 3. Hence, it is first centered at
the second position in the input tensor, then—at the fifth posi-
tion, and so forth (these positions are rendered in dark blue
in Figure 2). Therefore, the first entry in the output feature
map becomes 1 · 1 + 2 · 1 + 1 · 0 = 3, and the second entry:
1·1+2·1+1·1 = 4. The size of the featuremapOs depends on
the kernel size, size of the input Is, padding p and stride s, and
can be calculated asOs = ⌊(Is−k+2p)/s⌋+1. In our example
(Figure 2), assuming that Is = 100, we would have the 1D
output feature map of theOs = ⌊(100−3+2 ·0)/3⌋+1 = 33
size. Convolutions can be applied for inputs of variable size.

2) POOLING LAYERS

The aim of pooling layers is to replace the outputs of certain
parts of the deep network by a summary statistics of the
neighboring outputs, in order to ensure the representation
invariancewith respect to small translations of the input [86].
This invariance means that if the input is slightly translated,
the pooled output does not change. A pooling layer effectively
reduces the size of its input (thus performs downsampling)—
the size of the output is Os = (Is − k)/s + 1, where Is
is the input size, k denotes the pooling window size, and s
denotes the stride. Additionally, pooling can be perceived as
a regularizer which helps avoid overfitting.

As in convolutional layers, the pooling layer utilizes a
sliding kernel of size k (stride s) which is moved across
the input. In Figure 3, we present an example of two most
popular pooling operations applied to the same input—the
average (yellow) and maximum (orange). We set k = 3 and
s = 3, and the positions in the input tensor where the pooling
window is centered are rendered in dark blue.

B. ATTENTION-BASED CNNs

We introduce attention-based CNNs for extracting attention
heatmaps from HSI. These CNNs exclusively exploit the
spectral information acquired for each pixel in an input
HSI (pixels are processed separately—we do not utilize any
spatial information concerning the pixels’ neighborhood in
HSI, therefore our deep networks are the spectral CNNs).
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FIGURE 3. Example of the 1D signal (rendered in blue) pooled (stride
s = 3) with the average and maximum pooling operations (the size of the
pooling window is k = 3). The positions in which the kernel is centered
during the convolution process are rendered in dark blue.

However, they could be potentially extended by incorporating
the convolutional layers which would operate in the spa-
tial HSI dimension (the network would be a spatial-spectral
CNN), because the attention modules are topology-agnostic.
Our attention-based CNNs are inspired by the recent paper

by Rodriguez et al. [22], where the authors proposed a new
attention mechanism that can be seamlessly incorporated into
any convolutional architecture (without any extra supervi-
sion, as no additional class labels are exploited), and applied
it in the context of fine-grained object recognition in digital
images. In contrast to [22], we do not modify the network
loss during the training process—Rodriguez et al. introduced
an additional regularization loss that forces the multiple
attention heatmaps to be different from each other. This
approach may be useful in image analysis where fine-grained
object features might be manifested in various parts of the
input image. Here, we do not intend to push these heatmaps
towards orthogonality (multiple heatmaps which are ‘‘sim-
ilar’’ may better highlight the most important frequencies
in the spectrum, hence more ‘‘confidently’’ distinguish the
most informative bands from all others). Also, we avoid
inferring with standard loss functions to make the attention
modules straightforwardly applicable in CNNs—modifying
a loss requires performing the sensitivity analysis to properly
tune the weight of the regularization term which quantifies its
impact on the loss function.

1) GENERAL OVERVIEW OF THE DEEP NETWORK

ARCHITECTURE

In the attention-based CNNs for HSI (Figure 4), an attention
module is inserted after each max-pooled activation of a
convolutional layer Z l (l denotes the depth within the network
topology, and l ≥ 1), in order to reduce the computational
burden of the attention mechanism. This module is com-
posed of two elements: an attention estimator, extracting the
most important regions of a feature map, and a confidence
gate, producing a confidence score for the prediction (these
elements are discussed in detail in the following sections).
We can easily modify the number of building blocks (BBs)
in our CNNs—each BB encompasses the one-dimensional
(1D) convolution followed by the non-linearity, batch nor-
malization, and 1D max pooling layer (we operate only in
the spectral dimension, hence both types of the layers are

FIGURE 4. In attention-based CNNs, features at different levels Z l are
processed to generate the attention heatmaps, and they are used to
output (i) a class hypothesis based on the local information, and (ii) a
confidence score c l . The final output is the softmaxed weighted sum of
the attention estimators, and the output of the network’s classifier (here,
an artificial neural network, ANN containing two hidden layers containing
512 and 128 neurons with ReLU).

one-dimensional), alongside the attached attention module.
We exploit the rectified linear unit (ReLU) as a non-linearity,
which outputs zero for any negative input x, and it returns
the value of x otherwise. Hence, it can be formally written
as ReLU (x) = max (0, x). In this work, we experimentally
analyzed the attention-based CNNs with two, three, and four
BBs (Section IV). To the best of our knowledge, such CNN
architectures have been used neither for band selection from
HSI, nor for classification or segmentation of such imagery.

Each layer in our CNN2 is parameterized with the cor-
responding hyper-parameter values: the number of kernels
n, together with the size of the kernels in the convolutional
layers, and the size of the pooling windows (both sizes are
denoted as k in Figure 4 for brevity). The kernel size is kept
constant for all convolutional layers (k = 5, unit stride,
and the padding of 2). The pooling window size was kept
unchanged (k = 2, stride of 2) in all layers. The number of
kernels n in the consecutive convolutional layers decreases
with the increase of the number of BBs (Figure 4) in order to
reduce the computational complexity of the model, alongside
its memory footprint. We expect that the shallower convo-
lutional layers will be able to extract low-level discriminant
deep features based on the spectral information, as they
should be manifested in specific parts of the spectrum.

In Table 1, we present the dimensionality of the input
and output tensors for the selected operations in our deep
architecture (annotated as A, B, C, and D in Figure 4; b is
the number of bands in the input HSI). The details of the
C and D steps (in the attention module) are discussed below.

2) ATTENTION ESTIMATOR

The attention estimator module encompasses the 1D convo-
lution with one kernel applied (therefore, n = 1; in [22],
the number of kernels is greater). The kernel size is equal to
the number of feature maps extracted by the corresponding

2The attention hyper-parameters are discussed later.
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TABLE 1. Data input and output dimensionality of selected steps in our
attention-based CNNs (annotated as A, B, C, and D in Figure 4).

BB. This kernel performs the dimensionality reduction (all
feature maps are reduced to one using 1D convolution), and
it is followed by the ReLU activation and spatial (across
all entries within the feature map) softmax to elaborate the
final attention heatmap (note that we do not softmax sepa-
rate confidence scores, as suggested in [22], to decrease the
computational burden of attention).
The attention estimator learns the following embedding:

F : Rb×n → R
b×1, (2)

where b and n denote the number of HSI bands and the
number of feature maps, respectively. The attention estimator
effectivelymerges all featuremaps (FMs) at depth l into a sin-
gle one (hence, the dimensionality reduction is performed).
The estimator builds an attention heatmap Ẑ l—it is used to
normalize each activation map in Z l , which denotes the set of
all activation maps at the level l (i.e., the attention heatmap
is exploited to highlight the importance of each entry in each
activation map). The hypothesis H l of the output space given
its local information is finally produced:

H l = AvgPool(Ẑ l ⊙ Z l), (3)

where the ⊙ sign represents the element-wise (Hadamard)
product. Note that the number of activationmaps Z l at a given
level l is variable (i.e., 96 after the first BB, 54 after the second
BB, and 36 after the third BB), and this normalization is exe-
cuted to each of them—they are average-pooled to produce
the hypothesis H l . It is later exploited by a linear classifier to
predict the label of the input sample:

ol = H lW l
o. (4)

The most computationally intensive part of the attention
estimator is the 1D convolution. In general, the time com-
plexity of a 1D convolutional layer amounts to O(k · b · n),
assuming a single input channel to this layer, and k denotes
the kernel size, b is the size of the input tensor, and n is
the number of kernels in this layer [87], [88]. Importantly,
we exploit just a single kernel in the C step (Figure 4).
Then, the computational complexity of theHadamard product
alongside the pooling layer is of O(b′ · n), where n is the
number of feature maps in this context, and b′ is the input
size.

3) CONFIDENCE GATE

The local features are very often not enough to output a
high-quality class hypothesis. Thus, we couple each attention
module with the network’s output to predict the confidence

score c by the means of an inner product with the gate weight
matrixWc (at the l-th level):

cl = tanh(H lW l
c ). (5)

The final output of the network is the softmaxed weighted
sum of the attention estimators and the output of the classifier
onet multiplied by its confidence score cnet :

output = softmax(onet · cnet +

||BB||
∑

l=1

cl · ol). (6)

The softmax function (which can be calculated in linear time)
converts a real-valued score x (e.g., the network output) into
a probability value p in the multi-class classification. Thus,
a vector of such scores x ∈ R

C is converted into a vector of
probabilities p ∈ [0, 1]C , where pi is the probability of an
input pixel HSI belonging to the i-th (out of C) class, and it
is given as:

pi =
exi

∑C−1
k=0 e

xk
. (7)

The output vector p is the probability vector, therefore it is
non-negative, and

∑C−1
c=0 pc = 1, and can be used to predict

the final class label for each incoming HSI pixel.

4) ILLUSTRATIVE ATTENTION-BASED CNN EXAMPLE

To better understand the influence of the data dimensionality
reduction in the deeper parts of our attention-based CNNs
(with three BBs), we render (Figure 5) an example process
of extracting attention heatmaps from an input HSI (with
b = 103 bands). Let us assume that the fifth entry in each
example feature map is informative, and should be selected
by the attention mechanism. The final attention heatmap
should return the attention score for each band in the input
HSI, hence the attention heatmaps extracted in the deeper
parts of the CNN architecture are interpolated (i.e., their
dimensionality is increased, as presented in Figure 5, where
we render the heatmaps with the size corresponding to b).
We can appreciate that the attention scores gradually decrease
in the larger (deeper) neighborhoods of the fifth entry in each
heatmap (the attention mechanism is applied over the feature
maps, and the receptive field within the CNN is larger in the
deeper parts of the architecture). Eventually, we average all
the heatmaps to elaborate the final attention heatmap which
is subjected to the anomaly detection (Section III-C). The
anomaly detection approach can be counter-intuitive (we are
often interested in removing outliers from the data in machine
learning applications), however these ‘‘outliers’’ represent the
most informative HSI bands in this context—the remaining
bands are annotated with low attention scores, hence are
considered less useful during the classification.

C. SELECTION OF HSI BANDS AS ANOMALY DETECTION

In this work, we exploit an Elliptical Envelope (EE) algorithm
to extract the most important (discriminative) bands from
the input (full) HSI based on the final attention heatmap
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FIGURE 5. Extracting the attention heatmaps from an example HSI (with
b = 103 bands) using our attention-based CNN (with three BBs).
We visualize the influence of the dimensionality reduction in the feature
maps (FMs) extracted in the deeper parts of our attention-based CNN on
the attention heatmaps: the fifth entry in each FM is considered
informative, and the corresponding attention heatmap is rendered
below—the darker red the cell is, the higher attention value is obtained.
The final attention heatmap is obtained by averaging the heatmaps
extracted at all levels in the deep architecture.

(Section III-B.2). Since the number of such important bands
should be low, they can be understood as an anomaly in the
input (full) set (see an example of this phenomenon rendered
in Figure 5; also we present the attention heatmaps extracted
for real benchmark datasets which manifest the same feature
of the attention heatmaps later in the paper, see the exper-
imental Section IV-C, more specifically Figure 7). In EE,
the data is modeled as a high-dimensional Gaussian distri-
bution with covariances between feature dimensions (here,
the entries of the final attention heatmap extracted using an
attention-based CNN, as presented in Figure 5; thus, the input
tensor to the EE algorithm is of the b× 1 size), and an ellipse
which covers the majority of the data is determined. These
samples which lay outside of this ellipse are classified as
anomalous [89]. EE utilizes a fast algorithm3 for the mini-
mum covariance determinant estimator [90], where the data
is divided into non-overlapping sub-samples for which the
mean (µ) and the covariancematrix in each feature dimension
(C) are calculated. Finally, the Mahalanobis distance D is
extracted for each sample x:

D =

√

(x− µ)TC−1(x− µ), (8)

and the samples with the smallest values of D are retained.
In EE, the fractional contamination rate (λ) defines howmuch
data in the analyzed dataset should be selected as anomalies

3For the detailed analysis of its time complexity, see [90].

(hence, should not lay within the final ellipse). These data
samples (i.e., spectral bands) are selected as important in our
technique—they are assigned significantly larger attention
values in the heatmap compared with all other bands.

IV. EXPERIMENTS

A. EXPERIMENTAL SETUP

In all experiments, we perform Monte-Carlo cross-validation
and divide each HSI dataset (Section IV-B) 30 times into
balanced training (T ) and validation (V ) sets (we perform
under-sampling of the majority classes and ignore back-
ground pixels), and the unseen test sets (9). We randomly
sample pixels (not patches, as it would be done in the case
of spatial-spectral segmentation algorithms) from the input
HSI, and put them into T , V or 9. These sets encompass
80%, 10%, and 10% of all pixels in the HSI, respectively,
and they never overlap—since we analyze only spectral
segmentation algorithms here (i.e., utilizing exclusively the
spectral information while classifying a pixel), this training-
validation-test division does not cause a training-test infor-
mation leak (which would have appeared if we had analyzed
spatial-spectral approaches over this data split, and it would
ultimately lead to over-optimistic conclusions on the classi-
fication performance of such methods that exploit the spa-
tial neighborhood information about a pixel being classified,
as shown in our recent paper [6]). The T and V sets are used
during the CNN training, whereas 9 is utilized to quantify
the generalization of the trained models. We report per-class
and average (AA) accuracy, and the values of the Cohen’s
kappa coefficient4 given as κ = 1−

1−po
1−pe

, where po and pe are
the observed and expected agreement (assigned vs. correct
class label), respectively, and −1 ≤ κ ≤ 1. Interestingly,
there is no single ‘‘correct’’ interpretation of kappa values,
and even a score as low as 0.4 might be acceptable in cer-
tain applications [91]. However, the larger the kappa score
becomes, the better is the performance of the classifier. All
the measures reported in this paper are averaged across all
30 runs for each investigated setup.

Our CNNs were implemented in Python 3.6 with
PyTorch 0.4—we made the implementation publicly
available at https://github.com/ESA-PhiLab/hypernet/tree/
master/python_research/experiments/hsi_attention. TheCNN
training (ADAM optimizer [92] with the default parametriza-
tion: learning rate of 0.001, β1 = 0.9, and β2 = 0.999)
terminates if after 25 consecutive epochs the accuracy over
V does not increase.

B. DATASETS

We focused on two multi-class HSI benchmarks: Salinas
Valley (acquired using the NASA Airborne Visible/Infrared
Imaging Spectrometer AVIRIS sensor), and Pavia Uni-
versity (Reflective Optics System Imaging Spectrometer
ROSIS sensor). AVIRIS registers 224 contiguous bands with

4The kappa coefficient shows us howmuch better is the analyzed classifier
than a random one which guesses the label based on the data distribution.
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FIGURE 6. Benchmark HSI: a) Salinas Valley scene, b) Salinas Valley ground-truth, c) Pavia University scene,
and d) Pavia University ground-truth.

TABLE 2. The number of examples from each Salinas-Valley class.

wavelengths in a 400 to 2450 nm range (visible to near-
infrared), with 10 nm bandwidth, and it is calibrated to
within 1 nm. ROSIS collects the spectral radiance data
in 115 bands in a 430 to 850 nm range (4 nm nominal
bandwidth). Both sets are imbalanced (Tables 2–3), and con-
tain under-represented classes, e.g., class 13 (C13) in Salinas
Valley or class 9 (C9) in Pavia University.

1) SALINAS VALLEY

This set (217 × 512 pixels) was captured over Salinas Val-
ley in California, USA, with a spatial resolution of 3.7 m.
The image shows different sorts of vegetation, correspond-
ing to 16 classes (Figure 6a–b). The original data contains
224 bands, however 20 bands were removed by the authors
of this set due to either atmospheric absorption or noise
contamination [93] (204 bands remained5).

2) PAVIA UNIVERSITY

This set (340×610 pixels) was captured over PaviaUniversity
in Lombardy, Italy, with a spatial resolution of 1.3 m. It shows
an urban scenery with nine classes (Figure 6c–d). The set

5See details at: http://www.ehu.eus/ccwintco/index.php/Hyperspectral_
Remote_Sensing_Scenes; last access: January 8, 2020.

TABLE 3. The number of examples from each Pavia-University class.

FIGURE 7. Example average attention-score heatmaps for a) Salinas
Valley and b) Pavia University show that certain bands convey more
information than the others (the brighter the regions are, the higher
attention scores were obtained).

contains 103 bands, as 12 most noisy bands (out of 115) were
removed by its authors.

C. SELECTION OF BANDS USING THE PROPOSED

ALGORITHM

In this experiment, we extracted bands from the bench-
mark HSI using our attention-based CNNs followed by the
anomaly detection. For each dataset, we ran CNNs equipped
with two, three, and four BBs (referred to as CNN-2A,
CNN-3A, and CNN-4A) 30 times using Monte-Carlo cross-
validation, and the attention scores (which were fairly con-
sistent for all runs; p < 0.01, two-tailed Wilcoxon tests)
were averaged across all executions and CNN architectures
(example scores are visualized as heatmaps in Figure 7).
Given the average attention scores, the Elliptic Envelope
algorithm with different values of the contamination rate

VOLUME 8, 2020 42391



P. R. Lorenzo et al.: Hyperspectral Band Selection Using Attention-Based CNNs

FIGURE 8. Averaged attention scores for the Salinas Valley dataset.

FIGURE 9. Averaged attention scores for the Pavia University dataset.

TABLE 4. Number of bands selected using the proposed algorithm for the
a) Salinas Valley and b) Pavia University datasets.

λ = {0.01, 0.02, . . . , 0.05} (the lower λ is, the smaller num-
ber of bands will not be encompassed by an elliptical enve-
lope and will be annotated as ‘‘anomalous’’, hence carrying
important information) was used to extract the final subset of
HSI bands. The band selection results are gathered in Table 4.
Although the contamination rate is a hyper-parameter of
our method and it should be determined a priori, the dif-
ferences (in terms of the number of selected bands) across
different λ values are not very large (note that for Salinas
Valley, the number of bands extracted for λ = 0.01 and
λ = 0.02 were equal). Very small λ values can be used to
further lower the number of HSI bands if necessary (e.g., in
hardware-constrained environments and/or to compress HSI
before transferring it back to Earth from the satellite). Our
technique drastically decreased the number of HSI bands for
all datasets, and for all λ’s: less than 14% and 9% of bands
were selected as important for λ = 0.01 for Salinas and Pavia,
which amounts to 28 and only 9 bands, respectively.
The average attention scores for the Salinas Valley and

Pavia University datasets are visualized in detail (for each
class and for each CNN separately) in Figures 8–9. There
exist several attention peaks for Salinas Valley indicating
the most meaningful part of the spectrum that is used to
distinguish between pixels of all classes (see the highest peak
in the middle of the spectrum). Although for Pavia University

there are less such clearly selected bands, some parts of the
spectrum are definitely more distinctive than the others (see
both ends of the spectrum in the second row of Figure 7). This
experiment showed that our CNNs (with various numbers of
BBs) followed by the anomaly detection retrieve very con-
sistent attention scores annotating the most important bands,
and that our approach is data-driven (it can be easily applied
to any new HSI dataset).

D. INFLUENCE OF ATTENTION MODULES ON

CLASSIFICATION

This experiment verifies if applying attention modules in
a CNN has any (positive or negative) impact on its per-
formance and convergence of the training process. For
each set, we trained the deep networks with and without
attention using original HSI data (without band selection).
The CNNs with the attention modules are referred to as
CNN-2A, CNN-3A, and CNN-4A (for two, three, and four
BBs, respectively), whereas those which are not accompa-
nied with them include CNN-2, CNN-3, and CNN-4 (two,
three, and four convolutional-pooling blocks, as depicted
in Figure 4).
The average per-class accuracy scores (averaged across

30 executions) for Salinas and Pavia are gathered in Tables 5
and 6. The differences between the architectures are not
statistically important (i.e., CNN-2 compared with CNN-2A,
CNN-3with CNN-3A, and CNN-4with CNN-4A), according
to the Wilcoxon tests at p < 0.01. Therefore, attention mod-
ules did not adversely impact the performance of the CNNs—
they allow for building a high-quality model and selecting the
most important bands at once. Deeper CNNs delivered more
stable results (std. dev. of the accuracy over9 decreased from
0.007 to 0.005 for Salinas, and from 0.03 to 0.01 for Pavia).
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TABLE 5. Classification accuracy (in %) of various models obtained for the full and reduced Salinas Valley dataset (we report the number of bands and
the contamination rate in parentheses; ‘‘Full’’ for no reduction). The best results in each column and for each classifier (collectively for CNNs with and
without attention) are boldfaced, whereas the worst results are grayed.

FIGURE 10. Average kappa scores obtained for the full and reduced Salinas Valley set (we report the number of bands in
parentheses).

On the other hand, we can observe only minor improvements
in the performance when more BBs are appended. It shows
that the shallower models can extract high-quality features
using just two convolutional-pooling blocks. The same obser-
vation can be drawn from Figures 10–11, where we render
the kappa scores for Salinas and Pavia. There are classes

(C8 and C15 for Salinas, and C1, C2 and C8 for Pavia)
which are ‘‘difficult’’ for all classifiers (Tables 5–6). In both
cases, it is observed for the most numerous classes, and it can
be attributed to the fact that they are under-sampled while
creating the balanced training sets. Therefore, the sampled
examples are not representative.
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TABLE 6. Classification accuracy (in %) of various models obtained for the full and reduced Pavia University dataset (we report the number of bands and
the contamination rate in parentheses; ‘‘Full’’ for no reduction). The best results in each column and for each classifier (collectively for CNNs with and
without attention) are boldfaced, whereas the worst results are grayed.

FIGURE 11. Average kappa scores obtained for the full and reduced Pavia University set (we report the number of bands in
parentheses).

The average number of training epochs before reaching
convergence, and the average processing time6 of a single
epoch are presented in Figs. 12–13, respectively. Appending

6Using NVIDIA Titan X Ultimate Pascal GPU 12 GB GDDR5X.

attention modules increases neither the number of epochs
nor the processing time (see CNN-2 vs. CNN-2A, CNN-
3 vs. CNN-3A, and CNN-4 vs. CNN-4A in both figures;
standard deviations remain the same too), hence they can
be considered as a seamless CNN extension to enhance its
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FIGURE 12. Average number of epochs before reaching convergence for
the a) Salinas Valley and b) Pavia University datasets.

FIGURE 13. Average processing time [s] of a single epoch for the
a) Salinas Valley and b) Pavia University datasets.

operational ability (it not only does learn how to effectively
classify HSI pixels but also selects important HSI bands).
Similarly, more BBs minimally affected the overall execution
time of our band selection algorithm (reported in Table 8).

E. CLASSIFICATION ACCURACY OVER REDUCED DATASETS

In this experiment, we evaluated the classification perfor-
mance of well-established state-of-the-art models trained
using full and reduced HSI datasets. These classifiers
included Support Vector Machines (SVMs), Random Forests
(RFs), and Decision Trees (DTs). We followed the same
experimental scenario, however we also executed grid search
to optimize the hyper-parameters of all models: C and γ

of the radial-basis kernel function in SVMs, number of
trees in RFs, minimum samples per leaf in DTs, and min-
imum samples in a split in both RFs and DTs. The train-
ing with grid search was repeated 30 times (Monte-Carlo
cross-validation). We report the grid-search characteristics
in Table 7. The results show that decreasing the HSI datasets

TABLE 7. Average grid-search time [s] for the a) Salinas Valley and b)
Pavia University datasets for all contamination rates λ.

(the lower λ values are, the higher reduction rates are
obtained, as given in Table 4) helps shorten the grid-search
timewhich can easily become very large for full datasets (e.g.,
SVM for Salinas). Such hyper-parameter optimizations are
not necessary in our CNNs.

The average-accuracy results gathered in Tables 5–6 show
that for most of the classes, the performance of the inves-
tigated classifiers is not diminished by our band selection
technique. Although there exist classes for which the accu-
racy decreased (e.g., C2 and C3 in Pavia), the differences
for other classes are rather negligible, especially for CNNs
for λ ≥ 0.03 (note that CNN-4A could not be trained for
very small number of bands because of the dimensionality
reduction performed in the pooling layers). This observation
is proved by theWilcoxon tests (across both Salinas and Pavia
sets) executed to analyze the differences between models
trained with different datasets (with and without reduction).
Although the differences in AA of the classifiers trained with
the reduced numbers of bands are statistically important (at
p < 0.01), they are not as dramatic as in other state-of-the-art
band selection algorithms [60].

The inference time of all investigated learners was very
short, and allowed for real-time processing. Reducing the
number of bands decreased the total inference time (of all
examples in the test sets 9 which amounted to approx.
1,500 examples in Salinas Valley, and to approx. 850 exam-
ples in Pavia University, averaged across all runs) for both
datasets: 0.06 down to 0.03 s (CNN-2A), 0.07 to 0.04 s (CNN-
3A), 0.09 to 0.04 s (CNN-4A), and 0.16 to 0.12 (SVM) for
Salinas Valley (λ = 0.01; the inference time for RF and
DT remained unchanged and it amounted to 0.1 s and less
than 0.01 s, respectively). The decrease in the inference time
was analogous for the Pavia University dataset. Also, we do
not report the times for CNNs without attention as they were
practically the same as for the attention-based CNNs. This
inference time is independent from the utilized band selection
algorithm—it depends on the number of selected bands.

F. COMPARISON WITH THE STATE OF THE ART

We compare our band selection algorithm with other state-of-
the-art techniques. For the sake of thoroughness, we took into
consideration both filter and wrapper approaches. As a fil-
ter (unsupervised) algorithm, we implemented the method by
Guo et al. [70] which exploits the mutual information across
the bands in the band selection process (we refer to this algo-
rithm asMI). In [70], the authors used the estimated reference
maps (rather than the ground-truth segmentation) to calculate
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FIGURE 14. Kappa coefficient scores elaborated over the unseen test sets 9 for Salinas Valley.

the mutual information. Since this map should be estimated
using available knowledge about the spectral signatures of
the materials encountered within the scene, the lack of such
signatures may easily lead to inaccurate (or even incorrect)
reference maps. For fair comparison, we used the original
ground-truth information instead of such estimated reference
maps—it, in turn, can render over-optimistic results for this
method (i.e., ourMI implementation is ‘‘handicapped’’ by the
availability of the ground truth).

As the wrapper approaches, we selected two modern algo-
rithms by Zhang et al. [83] and by Cao et al. [82].
Zhang et al. [83] introduced a multi-objective immune algo-
rithm (BOMBS) for band selection from HSI. Two objec-
tives incorporated in thismulti-objective optimization include
the amount of conveyed information and the redundancy
within the selected subset of bands. In [82], the authors
assess the quality of selected subsets of HSI bands using the
pixel-wised classification map (obtained using support vector
machines with the radial-basis kernel function) enhanced by
the edge preserved filtering (they use the information about
the unlabeled and labeled pixels simultaneously)—we refer
to this method as ICM (Improved Classification Map). The
hyper-parameters of all state-of-the-art methods were set as
reported in the corresponding papers, however in all methods
we need to specify the desired number of bands in the reduced
HSI. For fair comparison, we extracted the same number of
bands as presented in Table 4. All state-of-the-art methods
were implemented in Python 3.6, and they are available
in the same Git repository (see Section IV-A).
The kappa scores are presented in Figures 14 and 15

for Salinas Valley and Pavia University, respectively. They
consistently grow for all techniques with the increase of the

TABLE 8. Average time [s] of the investigated algorithms for the a) Salinas
Valley and b) Pavia University datasets for all contamination rates λ.

number of extracted bands, and ultimately converge to the
same values. As already mentioned, the results for MI may
be over-optimistic, as we utilize the entire ground-truth infor-
mation to extract the important bands. Hence, we ‘‘leak’’
the information across the training and test sets because
the training-validation-test splits are created after the band
selection step, and before training a supervised learner. The
execution times (Table 8) show that our technique is orders
of magnitude faster when compared with the wrapper algo-
rithms (BOMBS and ICM) while delivering competitive clas-
sification results. Also, the number of bands selected in all
methods was set according to our contamination factors—if
we did not know the desired number of bands, we would have
to execute each method in a grid search-like manner, and it
would drastically increase their running time.

In Figures 16–17, we render RGB color-composite visu-
alizations of three bands randomly sampled from the sub-
sets of bands obtained using all investigated band selection
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FIGURE 15. Kappa coefficient scores elaborated over the unseen test sets 9 for Pavia University.

TABLE 9. A rough comparison (the kappa values) of our band selection with other state-of-the-art techniques over a) Salinas Valley and b) Pavia
University. For Salinas Valley, we selected 28 bands using attention-based CNNs followed by anomaly detection (the contamination rate was λ = 0.01,
as presented in Table 4), whereas the results of other techniques are reported for 24 bands. On the other hand, we selected 20 bands for Pavia University
(λ = 0.04) using our algorithm, to keep the number of bands (and contamination rates) consistent across the experiments for this set, whereas the other
techniques extracted 21 bands [9].

algorithms (the reflectance values captured within the bands
mentioned in the parentheses are mapped onto the RGB
space, hence the values for each band are normalized to
the [0, 255] range [94]). These examples show that all band
selection algorithms can effectively extract informative bands
which are indeed useful in distinguishing different mate-
rials in the scene (see e.g., different shades of green for
the attention-based CNN in Figure 16, or different shades
and colors for all methods in Figure 17). However, we can
also appreciate examples in which three randomly selected
bands would not be enough to accurately segment the image,
e.g., the sixth column, (83, 89, 103) for BOMBS in Figure 16
(they are likely useful when combined with other bands in the
corresponding reduced HSI).
Finally, to further confront our attention-based CNNs

with the state of the art, we performed a rough compari-
son of the results obtained using maximum-variance PCA
(MVPCA) [11], clustering by fast search and find of density
peaks (CFSFDP) [62], [95], spectral clustering (SC) [96],
sparse self-representation (SSR) [97], improved sparse sub-
space clustering (ISSC) [62], low-rank subspace clustering
(LRSC) [9], and its several variants: ℓ2/3-norm regular-
ized LRSC (L2/3-LRSC), total variation-regularized LRSC

(TV-LRSC), and ℓ2-norm regularized LRSC (L2-LRSC).
The aforementioned techniques have been applied to select
24 and 21 bands for the Salinas Valley and Pavia University
datasets, respectively [9], whereas we selected a similar (but
not exactly the same) number of bands using attention-based
CNNs—28 for Salinas Valley, and 20 bands for Pavia Univer-
sity, in order to keep the contamination rates consistent across
all experiments (see Table 4). The kappa values (Table 9)
indicate that the attention-based CNNs followed by anomaly
detection can consistently deliver high-quality subsets of all
bands, and they are competitive with the state of the art.
All of the methods ran in well below 2 minutes for both
datasets [9].

G. DISCUSSION

The experimental results reported in Sections IV-C–IV-F
shed more light on the abilities of our attention-based CNNs
followed by anomaly detection exploited for hyperspec-
tral band selection. Our technique was not only compared
with other methods from the literature, but we also investi-
gated the impact of applying the attention modules in var-
ious convolutional architectures. The experiments showed
that the attention-based CNNs are able to effectively select
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FIGURE 16. The RGB visualization of three randomly selected bands for Salinas Valley.

important bands from an input HSI without deteriorating the
classification performance of supervised learners (both deep
learning-powered and conventional classifiers), the atten-
tion modules adversely affect neither the training/inference

times nor the classification accuracy of the underlying mod-
els (according to the non-parametric Wilcoxon tests), and
they are competitive with the state-of-the-art band selection
approaches.
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FIGURE 17. The RGB visualization of three randomly selected bands for Pavia University.

Importantly, the training process is designed in such a
way that it outputs the weighted bands (according to the
attention scores), alongside a ready-to-use deep model that
can be exploited to classify the incoming hyperspectral sam-
ples. The computational investigation showed that our algo-
rithm can run orders of magnitude faster than the wrapper

techniques while delivering very competitive results. Addi-
tionally, the reduced datasets can significantly speed up the
grid-search process that is required while deploying practi-
cally all popular supervised learners (note that the only hyper-
parameter of our method is the contamination rate), together
with the inference time of the trained models. On the other
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TABLE 10. The advantages and disadvantages of the proposed
attention-based CNNs for hyperspectral band selection.

hand, the attention-based CNNs elaborated slightly worse
reduced band subsets for the smallest contamination rates.
It may indicate that the selected bands were neighboring
in the spectral dimension (due to the peaks in the attention
scores), and more diversely selected bands could have been
more appropriate to represent the characteristics of objects
captured in the analyzed scenes. Also, as the deep networks
are high-capacity learners, they may be vulnerable to the lack
of ground-truth samples. These issues, however, require fur-
ther investigation and constitute our current research focus.
Our experiments provided us with the quantitative, qual-

itative, and statistical evidence on the capabilities of the
proposed band-selection framework, and allowed us to gain
insights into the most important advantages and disad-
vantages of our technique—they have been summarized
in Table 10.

V. CONCLUSION

In this paper, we proposed new attention-based CNNs cou-
pled with anomaly detection for selecting bands from HSI.
The attention modules can be seamlessly incorporated into
any CNN architecture and they affect neither classifica-
tion abilities nor training times of CNNs. Such CNNs are
fully-functional after their training, and can be used for
classifying new data. Experimental validation executed over
two benchmark HSI datasets (Salinas Valley and Pavia Uni-
versity), backed up with statistical tests, showed that the
proposed algorithm extracts important bands from HSI, and
allows us to obtain state-of-the-art classification accuracy
using only a fraction of all bands (14–19% for Salinas, and
9–27% for Pavia). Various visualizations helped understand
which parts of the spectrum are important in each dataset (our
band selection can also enhance interpretability of HSI), and
showed that our approach is data-driven and can be easily
applied to any HSI dataset. Overall, our rigorous experiments
revealed that:

- Attention-based CNNs deliver high-quality classifica-
tion, and adding attention modules does not impact

classification abilities and training time of an underlying
CNN.

- Attention-based CNNs followed by the anomaly detec-
tion extract the most informative bands in a HSI dataset
during the training process (hence, it is an embedded
algorithm).

- Bands selected by our algorithm can be used to identify
relevant and discard unimportant parts of the spectrum,
drastically shortening training times of a classifier, and
compressing theHSI datawithout sacrificing the amount
of conveyed information. This compression is especially
useful in hardware- and cost-constrained real-life sce-
narios.

- Our technique is data-driven and can be easily applied
to any HSI dataset and any CNN architecture.

- Our technique is competitive with the state-of-the-art
filter and wrapper band selection approaches, and works
orders of magnitude faster than the latter algorithms.

Our approach can be used to reduce HSI datasets on board
of a satellite before transferring HSI to Earth without sacri-
ficing the amount of important information being transferred.
It would ultimately decrease the transfer time (alongside its
enormous cost), and make the hyperspectral imaging even
more affordable in real-life Earth Observation scenarios.

Generating high-quality ground-truth hyperspectral scenes
that may be used for training supervised learners is a time-
consuming, user-dependent and cumbersome task. Hence,
the size of annotated hyperspectral datasets is very limited
in practice, and data augmentation [98] and transfer learn-
ing [99] techniques are being researched to deal with this
issue in the context of their deep learning-powered supervised
classification and segmentation. Since our attention-based
CNNs require ground-truth hyperspectral data to extract use-
ful bands from the original imagery, our current research
focus is put on understanding the impact of the training set
size on their performance. Also, we aim at verifying the
influence of synthetic training samples on the abilities of our
CNNs, especially when generated using noise-injection tech-
niques and generative adversarial nets [100]. Finally, wework
on the quantized versions of our attention-based CNNs which
will be deployed on board of an imaging satellite, in a very
hardware-constrained execution environment [101].
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