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Abstract. Typical inductive discharges, such as are used for plasma processing, exhibit two
modes of operation: the true inductive discharge known as the H mode, and a weak capacitive
discharge known as the E mode. Experimentally, the transition between these modes as the
coil current is increased is clear and is marked by a large increase in discharge power, plasma
density and optical emission occurring as the H mode appears. According to simple theory,
this transition and the reverse transition occur at a single well defined current. In practice, this
is usually not the case. The E-to-H transition occurs at a larger coil current than the H-to-E
transition, and a range of currents between these values supports either E or H mode. This
effect is called hysteresis. In this paper we show that hysteresis can be understood to arise
from nonlinear effects, most notably in the electron power balance equation. We survey
various mechanisms that can produce hysteresis and attempt to provide quantitative estimates
of their significance.

1. Introduction

Inductive discharges have been investigated scientifically
almost continuously since their discovery in the last century.
These studies have been motivated as often by economic
imperatives as by abstract scientific curiosity, as a series
of important applications of inductive discharges have
been developed [1]. The operating conditions for these
applications vary widely, especially with respect to discharge
gas pressure, which can range from mTorrs or even less
to atmospheric pressure or greater. The lower part of this
pressure range, from a few mTorr to a few hundred mTorr,
is widely used for semiconductor processing applications
[2–4]. Inductive discharges operated at such low pressures
present special theoretical problems, because the length and
time scales usually considered microscopic, such as the mean
free paths of electrons and ions, and the respective collision
frequencies of these species, can be comparable with or even
larger than the macroscopic scales of the discharges, such as
their characteristic spatial dimensions and the period of the
driving frequency.

Although much recent work has focused on these issues,
they are not the only points of interest. This paper is
concerned with another striking feature of this type of
discharge, namely the existence of a threshold value of the
radio frequency current exciting the discharge below which
no inductive discharge can be formed. One can indeed
form a discharge when the current is below this threshold,
but this is a weak discharge of low density, dissipating
comparatively little power, which is generally attributed to
stray electrostatic coupling from the induction coil through
which the radio frequency current passes. Thus an ‘inductive’

discharge supports two operating modes, the true inductive
discharge, known as the H mode, which is an electromagnetic
phenomenon, and an electrostatic or capacitive discharge,
which is called the E mode. The existence of these two
modes was recognized long ago, and was then an important
discovery, since a notorious controversy concerning the
operating mechanism of ‘inductive’ discharges was thereby
resolved [5–8]. Theoretical arguments based on discharge
power balance [3, 9–11], which we review below, make it
clear why the threshold current exists. However, scrutiny
of recent [9, 12] and older experiments [13] demonstrates
that the threshold current is not in fact always so well
defined: there is usually a difference between the minimum
coil current required to initiate the inductive discharge
(the starting current) and the minimum coil current required
to sustain the inductive discharge once it is formed
(the maintenance current). Consequently, a range of coil
currents exists that can support either an E or an H mode
discharge, with the mode actually present depending on the
history of the system. Such behaviour is calledhysteresis.

In this paper we show how power balance arguments
may be extended to admit hysteresis. In section 2 we
outline the arguments that lead to the expectation of a
threshold current for ideal H mode discharge operation. In
section 3 we identify sundry mechanisms omitted from the
ideal model of section 2 that may produce hysteresis and
discuss their relative importance in typical circumstances.
These mechanisms are related to nonlinearities in the plasma
itself or in its interaction with the coil. Finally in section 4
we show how the presence of hysteresis can change the
characteristics of inductive discharge systems coupled to
non-ideal excitation circuits, and in particular we show that
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hysteresis is affected by the configuration of, e.g., matching
networks.

2. Background theory

Any plasma discharge has to satisfy two basic equilibrium
conditions, namely particle balance and power balance
[3, 14]. The combination of these constraints essentially
explains the mode transitions that are observed in inductive
discharges, as we will show. In an electropositive plasma
under the conditions we are considering, particles are created
in the plasma volume by electron impact ionization and
recombine at the walls. Therefore the particle balance
condition is that the volume integral of the ionization source
termSmust equal the surface integral of the fluxF of charged
particles to the wall:∫

V

S dV =
∫
S

F dA. (1)

If we assume that the plasma density and electron temperature
are uniform or can be represented by volume averages, then
this equation determines the electron temperature, since both
sides are proportional to the plasma density and there are no
other unknowns.

If the electron temperature is fixed, then the energy that
must be supplied to support an electron–ion pair over its
lifetime is also fixed, and the plasma density is proportional
to the power dissipated by the discharge electrons:

n = Pdis

uBAeff εTe
(2)

in the notation of [3], wheren is the plasma density,Pdis is
the power dissipated by the electrons,uB is the Bohm
velocity, Aeff is the effective surface area of the plasma
and εTe is the electron energy lost per electron–ion pair
created in the discharge. This energy loss is primarily due
to electron–neutral elastic and inelastic collisional processes
(ionization, excitation etc). For rare gases, where basic data
such as cross sections are available, the quantities appearing
in this expression can be calculated with fair accuracy for
simple geometries and low pressures. For higher pressures,
and more complex gases and geometries, such computation
may be impractical, but it is sometimes reasonable to assume
nevertheless that a constant of proportionality exists between
power and plasma density, as experiments and simulations
generally show.

The powerPdis that is required to sustain the discharge at
any given density must be supplied by the external circuit, in
this case the induction coil. It is convenient to characterize the
response of the plasma to the currents flowing in the induction
coil in terms of a surface impedance (which has the same
dimensions as ordinary impedance, i.e.,�) given by

ζ ≡ E

J
(3)

whereE is the complex amplitude of the rf electric field at
the surface of the plasma andJ is the rf amplitude of the
surface current (here taken to be purely real, with units of
A m−1). These quantities are related by geometrical factors

Figure 1. The surface impedance of an inductive discharge
plasma as a function of electron density, showing the imaginary
part (dashed line) as a monotonically decreasing function of the
electron density and the real part (solid line) having a peak where
the skin depth is comparable with the chamber size. This example
calculation is for a plasma slab of thickness 6 cm and ratio of
electron collision frequency to angular driving frequency
ν/ωrf = 10.

to the voltage across the coil and the coil current, and the
real and imaginary parts ofζ are correspondingly related
to the resistanceRL and coil inductanceLL of the more
general model discussed below. If the electron temperature
is independent of the plasma density, then so is the electron
collision frequency (supposing electron–neutral collisions to
be dominant), and in such a case the surface impedance
is a function of the electron density. The variation of the
surface impedance with electron density can be calculated
analytically in simple geometries: For a one dimensional
plasma slab of thicknessL it is given by [15, 16]

ζ = iωµ0

k
tanhkL (4)

where k = (ωp/
√

2c)[
√
φ(1 +φ) + i

√
φ(1− φ)], ωp is

the electron plasma frequency andφ = 1/
√

1 + ν2
e /ω

2

with νe the electron–neutral collision frequency. Figure 1
shows the real and imaginary parts of this expression as
functions of the electron density. The behaviour shown here
is qualitatively the same in any geometry. Of special interest
is the real part, since the power dissipated in the plasma by
its interaction with the coil is given by

Pabs = 1
2Aplasma ReζJ 2 (5)

whereAplasma is the surface area over which the plasma
is excited. Note that as figure 1 shows, for small electron
densities the real part of the surface impedance is proportional
to the electron density. In this regime the skin depth is much
larger than the system size. At higher electron densities
the skin effect begins to exclude the induced electric field
from the plasma, and the real part of the surface impedance
decreases. The peak of the real part of the surface impedance
occurs when the skin depth is comparable with the size of the
chamber.

Electron power balance requires thatPabs in equation (5)
be identical withPdis appearing in equation (2); i.e.,

1

2
Aplasma Reζ(n)J 2 = n

uBAeff εTe
. (6)
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Figure 2. Power balance diagrams for an ideal inductive
discharge without capacitive coupling or hysteresis effects,
showing the appearance of a stable operating point when the coil
current exceeds some threshold. The solid line is the fixed curve of
Pdis as a function ofn, while the dashed curves showPabs for three
values of the coil current: less than the starting current equal to the
starting current; and greater than the starting current. In all cases
there is an equilibrium point atn = 0 which is not shown in this
diagram. This equilibrium point is unstable once the threshold
current is exceeded.

This is an equation for the plasma density, that might also be
written as

1

2
RLI

2 = n

uBAeff εTe
(7)

whereI is the coil current andRL is the resistance presented
to the coil by plasma electrons. These equations have either
one or two solutions depending on the value ofJ , as shown
in figure 2. If there is only one solution, it is atn = 0; if there
are two solutions, one is atn = 0 and the second is at some
finite density, and since the first of these solutions is always
unstable with respect to the second, the finite density solution
is the physically relevant one. This argument indicates that
a pure inductive discharge exists only whenI exceeds some
well defined threshold. At small enough electron densities,
RL is proportional ton and equation (7) can be written as

1

2

dRL
dn

nI 2 = n

uBAeff εTe
(8)

so that the smallest current that will maintain the inductive
discharge is

Im =
(

2

(dRL/dn)uBAeff εTe

)1/2

. (9)

As we suggested in section 1, this is too simple a picture,
and we now proceed to consider how things must change to
accommodate hysteresis effects.

3. Mechanisms producing hysteresis

The appearance of hysteresis implies the existence of more
than one stable equilibrium of equation (7), the power balance
equation, for a given value of the coil current. This can
happen if eitherPabs or Pdis or both depart from the linear
behaviour assumed in equation (9). Such nonlinearities can
be divided into circuit or absorbed power nonlinearities,

Figure 3. A power balance diagram for the electrons in a
non-ideal inductive discharge including capacitive coupling and
nonlinear ionization processes leading to hysteresis. As in
figure 2, the solid line is the fixed curve ofPdis as a function ofn,
while the dashed curves showPabs for three values of the coil
current. The upturn in these curves at the left-hand side of the
figure is due to dissipation in the capacitive branch of the
equivalent circuit shown in figure 4, which is important at low
electron density. The family of curves ofPabs all havePabs = 0 at
n = 0, so there exists some finite starting current for the E mode
which is not shown here [37]. The lower dashed curve is below the
maintenance current for the H mode, with the single crossing point
being a stable equilibrium corresponding to the E mode; the
middle curve is between the maintenance current and the starting
current—here two stable operating points corresponding to the E
and H modes are separated by an unstable equilibrium point; the
upper curve is above the starting current and the single crossing
point is an H mode equilibrium.

affecting the left-hand side of equation (8), and plasma or
dissipated power nonlinearities, affecting the right-hand side.
When nonlinearity of this type is present, there can be one
or two stable operating points withn 6= 0, corresponding
to E mode only, H mode only, or the possibility of either.
Examples are shown in figure 3, for the case where the
nonlinearity is inPdis .

In the two subsections following we discuss various
mechanisms that tend to produce nonlinearities that might
be responsible for hysteresis effects. We attempt to quantify
the size of the effects, and thus assess their likely significance
in typical experiments. Our calculations are predominantly
analytic, but we have made use of a kinetic plasma simulation
code based on the particle in cell algorithm with Monte
Carlo collisions [17, 18]. This simulation is one dimensional
and has cylindrical geometry, with the radial coordinate
explicitly represented. Both particles and fields are advanced
in time using an implicit procedure [19], so that none of
the usual stability conditions relating to plasma frequency,
Debye length and the transit time of light waves applies.
Consequently, this code can simulate discharges with electron
density 1012 cm−3 or higher, with computer resources
no greater than are required for simulations of capacitive
discharges of two or three orders of magnitude less density.
A wider range of collision processes than usual is also
represented, so that the significance of Coulomb collisions
[20] and other nonlinear processes to be discussed below can
be assessed.
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3.1. Nonlinearities in absorbed power

3.1.1. General remarks. From a strictly electrical
perspective, the most important difference between a real
inductive discharge and the idealized model discussed above
is that some of the discharge power will always be deposited
capacitively in a real discharge: there will necessarily be a
substantial voltage produced across the induction coil, and
this voltage will drive a capacitive current in the plasma. The
nonlinearities to be discussed in this section are all related to
the presence of this capacitive effect. Such stray capacitive
coupling is responsible for the E mode discharge discussed
above. The effect can be made small by the introduction
of, e.g., a Faraday shield, but this measure is not completely
effective, and is not commonly adopted in industrial practice
because it reduces the inductive coupling efficiency.

In a real discharge the capacitive current distributes
itself across the antenna in a fashion that is complex to
evaluate without a full multi-dimensional treatment. For
analytic purposes it is convenient to represent the inductive
discharge with capacitive coupling by a lumped element
circuit model, as has often been adopted before [21, 22], and
as shown in figure 4. In the present case there are two parallel
branches representing the current paths through the antenna
(the inductive branch) and through the dielectric window
(the capacitive branch). The rf voltageVrf is the same for
each path. Capacitive coupling is modelled by the series
combination of the coil-to-plasma window capacitanceCq ,
the sheath capacitanceCc and the resistorsRohm andRion,
representing respectively the capacitive energy deposited into
the discharge electrons due to ohmic heating and the heating
of ions that fall through the dc sheath potentialVdc ≈ 0.4Vc,
where Vc is the rf voltage magnitude across the sheath.
The ion resistance represents the energy supplied by the rf
source to maintain the sheath against the flow of ions to the
wall. This sometimes important contribution to the total
discharge power balance is not included in equation (6),
which represents the electron power balance only. The
inductive coupling is represented as a transformer having
primary inductanceL1 and winding resistanceR1, secondary
(geometric) inductanceL2 and mutual inductanceM, with
the secondary connected to a series combination of the
electron inertia inductanceLe and the plasma resistanceRe.
Le andRe give the reactive and resistive response of the one
turn plasma loop to the induced secondary voltage generated
by the rf inductive electric field. Figure 4 also shows details
of the matching network, which will be addressed in section 4
below. It is customary to transform the secondary load into
the primary circuit of the transformer, as shown in the figure.
Here

LL = L1− ω2M2(L2 +Le)

R2
e + ω2(L2 +Le)2

(10)

RL = R1 +
ω2M2Re

R2
e + ω2(L2 +Le)2

. (11)

The capacitive and inductive circuits in figure 4 are in
parallel and would seem to respond independently to a given
antenna voltageVrf . However, these circuits are coupled
because the plasma-dependent lumped element values are not
constant but are nonlinear functions of the plasma density and
the sheath voltage.

+

−

+

−

Figure 4. Lumped element models: (above) basic model with
capacitive and transformer coupled inductive circuit; (below) with
the secondary transformer impedance transformed into the
primary circuit.

In principle, the circuit-related nonlinearities that we
discuss in this section can be experimentally distinguished
from the plasma nonlinearities to be discussed in section 3.2
below, since all the circuit effects are associated with
capacitive currents, and these can be at least partially
suppressed by Faraday shielding. The plasma nonlinearities,
however, should not be so affected.

3.1.2. Dependence of the reactances on plasma density.
A nonlinear behaviour forPabs in the left-hand term of
equation (9) can arise simply because the partition of current
between the inductive and capacitive branches depends on the
plasma density. For typical values of the circuit parameters,
the branch impedances are mostly reactive (i.e. the real part
of the impedance is relatively small) and both of the branch
impedances have a component that depends on the plasma
density, since the capacitance branch includes the capacitance
of the plasma sheath adjacent to the coil, and the inductance
of the coil is partly modified by the coupling to the plasma
as shown in figure 1.

3.1.3. Child law sheath capacitance. At high voltages,
Vc � Te, the sheath has a Child law behaviour with a
sheath capacitanceCc = KV −3/4

c . HereVc (a positive real
number) is the amplitude of the rf voltage across the sheath
andK is a constant of proportionality. If we ignore the
resistive components, then depending on the settings of the
matching network elements, window capacitance and plasma
parameters, the sheath capacitance can ‘see’ (be driven by) an
inductive Thevenin-equivalent source with some positive real
amplitudeV and source impedance jX (X is a positive real
reactance). Equating the rf current supplied by this source to
the currentI flowing through the sheath, we obtain

Vc ± V
X

= ωCcVc = ωKV 1/4
c (12)
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Figure 5. Sheath current amplitudeI versus sheath voltage
amplitudeVc, at a fixed Thevenin-equivalent source voltage
amplitudeV ; the curve is theI–Vc characteristic of the Child law
sheath capacitance, and the two straight lines are the out-of-phase
(top) and in-phase (bottom) Thevenin source characteristics;s and
u denote stable and unstable solutions.

where the± signs correspond to the voltagesVc and V
either being 180◦ out of phase or in phase, respectively. As
illustrated in figure 5, forV < 3(ωXK/4)4/3, there are two
stable solutions forVc (one withV andVc in phase, and one
out of phase), yielding a hysteresis in the discharge (V –I )
characteristic. It can be shown that the resistive components
modify but do not destroy this potential source of hysteresis.

3.1.4. Paschen sheath breakdown. At high pressures
and/or sheath voltages the mean free path for creation of
electron–ion pairs within the sheath can be equal to or
smaller than the sheath thickness, leading to breakdown of
the sheath. In this case the discharge can make an abrupt
transition from the so-calledα regime, where ionization in the
plasma bulk sustains the discharge, to the so-calledγ regime,
where the multiplication of secondary electrons emitted by
the electrodes as a result of ion bombardment plays a very
important role in discharge maintenance [23]. This form
of rf discharge is similar to a dc glow discharge in that the
electrodes behave as ‘cathodes’ during part of the rf cycle.
The sheath thickness is usually much smaller than the sheath
of anα discharge, while the ion density and electric field in
the sheath are larger.

The condition for formation of aγ discharge is very
similar to the condition for breakdown of a gap between two
plane electrodes in a low pressure gas, the so-calledPaschen
breakdown, with the maximum sheath width and maximum
voltage playing the role of the gap width and the dc Paschen
breakdown voltage. A simple analytical evaluation of the
transition from theα to theγ regime is given in Raizeret al
[24], based on this analogy. Adapting such a model, we can
introduce an approximate form for the breakdown curve:

Vc = Vp +1Vp

(
log

psγ

(pd)min

)2

(13)

where sγ is the sheath width in theγ regime, Vp ≈
140 V, 1Vp ≈ 34.8 V, and (pd)min ≈ 0.003 Torr m
for argon. Ignoring the resistive elements, the capacitive

Figure 6. Sheath voltageVc versus sheath thicknesss; the solid
curve gives the breakdown characteristics of the sheath; the
hysteresis loop is shown with arrows.

voltage division across the quartz window and sheath yields
the expression:

Vc = 0.83Vrf

(
1 +

Cc

Cq

)−1

(14)

whereCc ∝ s−1
γ . Equating (13) and (14) for a given coil

voltageVrf , we can solve forsγ .
For Vc > Vp, the breakdown curve equation (13) has

two solutions forsγ at a givenVc. This can be a source
of hysteresis. If the Child law sheath thicknesssm > sγ ,
then the discharge enters theγ regime. Analogous to the
abnormal regime of a dc glow discharge, forps < (pd)min,
this transition is continuous, with a continuously increasing
Vc yielding a continuously decreasing sheath thicknesss =
sγ (Vc) after theγ regime has been entered. However, for
ps > (pd)min, an abrupt transition to a smaller sheath width
with ps < (pd)min (higher plasma density in the sheath) is
possible, as has been observed [23]. First increasing and then
decreasingVc can then lead to a hysteresis loop as illustrated
in figure 6.

3.1.5. Reduced inductive coupling due to capacitive
sheath. It is evident that the existence of capacitive
coupling will lead to the appearance of a capacitive sheath in
the region between the coil and the plasma. A driven sheath
of this kind is substantially wider than an undriven Bohm
sheath, so one effect of the presence of capacitive coupling
is to substantially exclude the plasma from a region adjacent
to the coil; i.e., to decrease the electron density fromn to n̄
near the coil. This effect can also be thought of as equivalent
to increasing the effective thickness of the dielectric window
separating the coil and the plasma, which generally has the
effect of reducing the effectiveness of inductive coupling
(decreasing the mutual inductanceM). As the width of
the capacitive sheath is substantially less in the high density
H mode relative to the low density E mode, inductive coupling
is somewhat suppressed in the E mode, and this can have the
effect of postponing the transition to H mode to higher coil
currents that would otherwise be the case. Particle in cell
calculations illustrating this effect are shown in figure 7.

A qualitative estimate of this effect, based on the
condition of constant ion flux within a Child law sheath, is
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Figure 7. Particle in cell calculations illustrating how the
capacitive sheath in a low density discharge interferes with
inductive coupling and reduces its efficiency. The dashed line
shows the inductive discharge density profile with a peak density
n ∼ 1012 cm−3 and a thin sheath. The solid line is a capacitive
discharge density profile with peak densityn ∼ 1010 cm−3. These
data are selected from the calculations summarized in figure 10,
further details of which are discussed in the text.

thatn̄ ∝ n(Te/Vc)1/2. A more accurate calculation, based on
a self-consistent capacitive sheath model forVc � Te, is [25]

n̄

n
≈ 0.196

(
Teδp

Vcsm

)1/2

+ e−2sm/δp (15)

whereδp is the skin depth andsm is the sheath thickness.
BecauseRe andLe in figure 4 depend inversely on density
within the skin depth layer, the result is a reduced inductive
electron power absorption. This has been observed to lead to
a significant hysteresis in some inductive discharges [12, 25].

3.1.6. Further remarks. To a large extent, the potential
hysteresis due to the nonlinear sheath behaviour is buffered
by the weak electrostatic coupling of the coil to the plasma,
represented in figure 4 by a small window capacitanceCq .
For representative values of the parameters, the fraction of the
total current that flows through the capacitive branch while
in H mode is generally less than 0.1, and capacitive current
variations are insufficient to produce hysteresis effects of the
magnitude observed in some experiments [12].

3.2. Nonlinearities in dissipated power

3.2.1. General remarks. In the electron power balance
equation (6) and the succeeding development in section 2,
the efficiency of plasma production is specified byεTe ,
the electron energy that must be supplied to support an
electron–ion pair over its lifetime. In section 2, this quantity
was taken to be independent of the plasma density, but
there are volume collisional processes that tend to violate
this assumption: for example, Coulomb collisions between
electrons, which make the electron energy distribution
function (EEDF) more Maxwellian; and multi-step ionization
through intermediate excited states of the background gas,
which is a well known effect in, e.g., mercury discharges [26].
These processes tend to increase the proportion of the power
absorbed by the electrons from the coil that directly produces
ionization, and this is potentially a significant source of

hysteresis, since direct ionization can be a rather small part of
the power balance: the most important contribution toεTe is
the energy dissipated by electrons in elastic and inelastic
collisions, εc, which in argon is∼40–100 eV [3] and is
considerably larger than the ionization energy of 15.8 eV, with
the balance of the energy primarily deposited in excited states.
This energy is dispersed by a miscellany of processes, of
which the most important in pure rare gases is likely radiative
decay. The nonlinear processes mentioned above both tend
to reduceεc. In the absence of electron–electron collisions,
the EEDF in typical discharges is generally Druyvesteyn-like,
with a depleted high energy tail. Electron–electron collisions
make the EEDF more Maxwellian, increasing the proportion
of the discharge power that is deposited in high-threshold
electron impact processes, so that the ionization rate increases
at the expense of electronic excitation rates, thus reducingεc.
Multi-step ionization processes compete with other decay
processes for the energy deposited in excited states, so that
some of this energy is recycled into ionization, and this also
decreasesεc.

3.2.2. Multistep ionization. Multistep ionization is
examined in a simple theory retaining the assumption of a
Maxwellian EEDF. In the simplest reasonable representation
of the argon excited state manifold, the four lowest excited
states are lumped into a single model state, Ar∗, and all
higher excited states are assumed to cascade collisionally or
radiatively into this level. A more detailed model separating
the metastable and resonance states of this composite level
is discussed in the appendix. The loss processes for Ar∗

are electron impact ionization and radiative coupling to the
ground state. Radiative decay of the composite state is
at a rate which is a weighted average of the constituent
states decay rates, each evaluated using the Holstein trapping
factor [27]. This approximate treatment leads to an effective
radiative lifetime which depends on the discharge dimensions
and gas pressure, but which is likely to be in the range of
1–100µs. Further discussion of the processes affecting the
excited state densities can be found elsewhere [28–31]. With
such a model for the excited state kinetics, there are two
limiting cases: at low electron density, multistep ionization is
not important, excited states decay radiatively and the excited
state density increases linearly with electron density; at high
electron density, radiative decay is not important, multistep
ionization is the dominant loss process for excited states, and
the excited state density is independent of electron density.
The solution of a volume-averaged model including these
kinetics shows thatεTe is considerably changed in passing
from the first of these regimes to the second (figure 8).
Moreover, the transition between these regimes occurs over
the range of electron density that is typically crossed at
the E-to-H transition of an inductive discharge. So these
elementary calculations lead to an expectation of a substantial
difference inεTe between the inductive and capacitive modes.

More detailed calculations using the particle in cell
approach mentioned above confirm these conclusions. A
model system with cylindrical symmetry was investigated,
having inner radius 2 cm and outer radius 6 cm, with the
outer electrode grounded. The discharge is in argon at
a pressure of 100 mTorr, with electron–neutral processes
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Figure 8. The total energy required per electron–ion pair,εT , as a
function of electron density. The nonlinear behaviour shown here
is produced by multistep ionization, as discussed in the text. The
two curves are for different values of the effective radiative
lifetime of excited states,τ = 1 ms (left-hand curve) andτ = 10µs
(right-hand curve). Note the effect saturates across the range of
densities usually associated with the E-to-H transition.

Figure 9. Species densities from a particle in cell simulation of an
inductive discharge including excited states. The solid line shows
the electron density (which is practically identical with the ion
density), the dashed line is the Ar∗ density and the dotted line is
the density of Ar∗∗. These data are selected from the calculations
summarized in figure 10, further details of which are discussed in
the text.

using essentially the cross sections of [31], and ion–neutral
processes using cross sections from [32] and [33]. This
model can be excited either inductively or capacitively,
by a boundary condition at the inner radial boundary
forcing a current either radially (for capacitive excitation)
or azimuthally (for inductive excitation). These calculations
were aimed at verifying the results given above concerning
the efficiency of plasma production in different operating
regimes, and did not examine hysteresis effects directly. The
treatment of the excited states adopted in the particle in cell
calculations includes a second energy level, denoted as Ar∗∗

and representing essentially 6p states with an energy about
1.5 eV above the metastable levels. Appropriate additional
collisional processes coupling the various states are also
included. Representative plasma and excited state densities
are shown in figure 9. Figure 10 shows the plasma density
as a function of power absorbed by the discharge electrons
for three cases: a capacitive discharge with no excited state
kinetics; an inductive discharge with no excited state kinetics

Figure 10. Particle in cell calculations showing volume averaged
power density absorbed by the plasma from the circuit. The
various curves show: (i) inductive mode with multistep ionization
and Coulomb collisions (solid line); (ii) inductive mode without
multistep ionization or Coulomb collisions (dotted line);
(iii) power absorbed by electrons only in capacitive mode (dashed
line) and (iv) total power absorbed by electrons and ions in
capacitive mode (dot–dashed line). Note that curves (ii) and (iii)
fall almost on the same straight line. These data are for a discharge
in argon at a pressure of 100 mTorr, sustained between cylindrical
electrodes of radii 2 and 6 cm.

and an inductive discharge including excited state kinetics
and the electron–electron collisions to be discussed below.
In the last of these cases we chose an improbably long
radiative lifetime for the metastable state with the intention
of demonstrating the effect of multistep ionization with
maximum clarity. The results may however be taken as
more representative for experiments where the area to volume
ratio and/or the pressure are larger than our model system.
It is evident that theεTe calculated with respect to power
deposited in electrons is almost the same for capacitive and
inductive excitation when nonlinear effects are neglected.
With respect to total power (which is what is normally
measured in experiments),εT is of course much larger in
capacitive mode, because substantial power is supplied to
the ions.

3.2.3. Electron–electron collisions. Elaborate cal-
culations are required to assess the importance of
electron–electron collisions in detail, but simple estimates
of their significance are available. We are chiefly interested
in the effect on the high energy tail of the distribution func-
tion, which is depopulated by inelastic collisions of various
kinds and losses at the plasma boundary. In steady state,
this depopulation is replenished by a compensating flow of
electrons from low energy to high energy, which is usually
considered to be driven by the electric field only. When the
density of electrons is large enough, however, there can be
a significant contribution from electron–electron collisions.
Comparison of the fluxes driven by Coulomb collisions and
by the electric field shows that the former term will be larger
at electron energyε when [34]

n

ng
>

e2

3me

(Eeff /ng)
2

〈νe/ng〉
√
ε

α
√
e/2πε0me

(16)

whereng is the neutral gas density,E2
eff = (E2/2)ν2

e /(ν
2
e +

ω2) the effective electric field, withE the rf electric field
amplitude, νe is the electron–neutral collision frequency,
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and α = 2/3π(e2/4πε0)
2 ln3, with ln3 the Coulomb

logarithm. There are thus two crucial parameters to be
considered in assessing the importance of electron–electron
collisions: n/ng and Eeff /ng. The rf electric field
amplitude E is not a very sensitive function either of
discharge gas pressure or of rf power—typical values
obtained in experiments [35, 36] are∼1 V cm−1—so
Eeff /ng normally decreases with increasing gas pressure
and, for example, is likely to be around 10 Td(1 Td =
10−21 V m−2) in argon at a pressure of 100 mTorr. It is
commonly found that the plasma density that can be achieved
in given conditions is such thatn/ng in the vicinity of the
starting current is not a strong function of pressure, and
this parameter can take values as large as 10−3 [22]. The
inequality given by equation (16) then requiresEeff /ng to be
a few Td or less. It would appear then that electron–electron
collisions cannot be a dominant effect at the lower end of
the pressure range we are considering, but might become so
at higher pressures. However, this issue is complicated by
the assumption implicit in equation (16) of a uniform electric
field. This is far from being the situation in an inductive
discharge with the electromagnetic disturbance confined to
a skin depth layer. At low pressure, when the nonlocal
approximation [37] holds, the electric field in equation (16)
might reasonably be replaced by an average over the plasma
volume. At higher pressures, this is not appropriate and no
simple approach is apparent. In either case the condition
of equation (16) is unduly stringent, and electron–electron
collisions might be more important that it suggests. We have
not discussed the effect of electron–ion collisions, which at
high enough plasma density and low enough gas pressure can
affect the electron momentum transfer frequency [34]. Such
conditions are not usual in inductive discharges of the class
we are considering, but this is another potential source of
hysteresis.

In the particle in cell calculations discussed above for an
inductive discharge in argon at 100 mTorr, we findEeff /ng ∼
40 Td, n/ng ∼ 4 × 10−4, and no significant parameter is
changed by more than 5% by electron–electron collisions,
which is consistent with the discussion above. However, the
relatively large surface to volume ratio of this model system
drives up the volume averaged electric field, which is often
lower than this in experiments, as noted above.

In the global model to be discussed in section 4 we
adopt a simple model for electron–electron collisions, with
a transition from a Druyvesteyn to a Maxwellian EEDF near
n/ng ≈ 10−5 [34]. Here the Druyvesteyn and Maxwellian
distributions are given by [38]

FD ∝ E1/2 e−0.547E2/E2
m (17)

FM ∝ E1/2 e−1.5E/Em (18)

whereEm is the mean energy (Em = 3Te/2 for a Maxwellian
distribution). The mean energy is determined according
to equation (1) by equating the production of pairs due to
ionization to their loss to the walls:

KiznngV = nuBAeff (19)

whereKiz is the ionization rate constant,V is the plasma
volume and uBD = (0.914eEm/Mg)

1/2 and uBM =

(0.667eEm/Mg)
1/2 are the Bohm (ion loss) velocities at

the sheath edge for the Druyvesteyn and Maxwellian
distributions, respectively [38]. For a given pressure and
discharge geometry, equation (19) determinesEm. The
collisional energy loss factorεc can then be evaluated by
integrating the energy loss processes over the appropriate
EEDF and summing the results. Applying this procedure,
we find that the ratio of energy loss factors for argon at the
same value ofEm (not the same pressure) is approximately

εcD

εcM
≈ 1.27 +

14.60

Em
(20)

over a range ofEm from 1 to 10 eV. Accounting for the
transition from a Druyvesteyn to a Maxwellian distribution,
we then adopt a heuristic form for the electron power loss:

Pdis ∝ n
(
εcD

εcM

)1/(1+105n/ng)

(21)

where we have chosen the transition to occur atn/ng ≈ 10−5.

3.2.4. Further remarks. The condition for multistep
ionization in a weakly ionized diffusion-loss dominated
discharge has the form [39] (see also the appendix)

nng > const (22)

whereng is the neutral gas density, while the condition for
electron–electron collisions is given by equation (16) and
has the same form if we assume that the electric field is
approximately constant. (Measurements show thatE, the
induced electric field amplitude, is weakly dependent on
both pressure and power [36]. Moreover, in the pressure
range where hysteresis effects are most evident,νe > ω

so Eeff ≈ E/
√

2.) Hence either process may dominate
the other at low gas pressures, depending on the value
of the constants in equation (22) (except in gases without
metastable states at any pressures). At higher pressures, it
will be apparent that if multistep ionization can dominate all
other excited state decay processes, then electron–electron
collisions must be of minor importance, since it does not
matter how the electron energy is initially divided between
excited states and one step ionization. The importance that
these processes have at a given gas pressure depends on how
large the electron density must become in order that they
can be significant. Both of these processes are saturable
nonlinearities that tend to produce curves ofPdis as a function
of ne with a kink, as in the example of figure 3. In this
case there is a simple interpretation of the hysteresis effect
in terms of equation (7). The transition from E to H mode
is initiated from a low electron density, whereεTe is large, as
at the left-hand side of figure 8. So the starting current must
satisfy equation (7) withεTe relatively large. On the other
hand the H-to-E transition begins in a state with a relatively
large electron density and correspondingly smallerεTe . So
the maintenance current need only satisfy equation (7) with
this smaller value ofεTe .
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Figure 11. Densityn versus antenna coil voltageVrf and versus source voltageVT at a pressure of 20 mTorr in argon; the dashed curves
show the equilibrium, with the matching network elements set to match the discharge at the single point havingn = 3× 1017 m−3

(Pabs = 1290 W); the solid curves with arrows show the hysteresis loop generated for aVT (t) variation given in figure 12(a).

4. Global discharge model with hysteresis

In this section we discuss the interaction of the external
circuit parameters—in particular the matching network—
with the hysteresis mechanisms discussed above, which have
been incorporated into a volume-averaged (global) argon
discharge model, including the matching network shown
in figure 4. This global model does not explicitly include
multistep ionization, but as we have shown in section 3 above,
for a fixed gas pressure the qualitative effect of multistep
ionization is the same as that of electron–electron collisions:
in both casesεTe becomes a function of the electron density
as shown in figure 8.

The high inductive voltage required for the antenna
coil of an inductive discharge is generally supplied by a
50� rf power source through a capacitive matching network
[3], as shown in figure 4. HereCs andCp are variable
series and parallel capacitors, andVT andRT (= 50 �)
are the Thevenin-equivalent rf source voltage amplitude and
resistance. As will be shown, the source resistance and
matching network can significantly affect the hysteresis. In
the global model, Kirchhoff’s laws for the circuit of figure 4
are solved along with the particle and energy balance relations
to determine the discharge equilibrium in the steady state for
given settings of the matching network capacitors and for a
specified source voltageVT . This solution determines the
density- and sheath-voltage-dependent element values in the
circuit, the plasma parametersn andTe and all voltages and
currents. By choosing different values ofVT , the complete
equilibrium characteristics can be determined.

The discharge response to a (slowly) time-varying rf
source voltage amplitudeVT (t) is then examined. This
is done by solving the circuit equations along with the
differential equations for particle and energy conservation.
A typical voltage variation chosen is

VT (t) = VT 0 − 1VT 0

2
(1− cosωslowt). (23)

Different types of hysteresis curve can be examined
depending on the valuesVT 0,1VT 0 andωslow that are chosen.

Figure 11 shows the equilibrium (dashed) curves of
densityn versus source voltageVT andn versus antenna coil
voltageVrf for an inductive discharge driven by a three-turn
coil (resistance 0.1�) at 13.56 MHz, and incorporating as a

hysteresis mechanism the rearrangement of the EEDF from
a Druyvesteyn distribution at low densities to a Maxwellian
distribution at high densities, according to equation (21). The
discharge is modelled as a cylinder of height 7.5 cm and
radius 10.25 cm. The argon pressure is 20 mTorr and a quartz
window thickness of 1 cm is used. The matching network
capacitorsCs andCp were chosen to match the source to
the load at a single value ofVT = 360 V, corresponding to
the single densityn = 3× 1017 m−3 and absorbed power
Pabs = 1290 W, well within the H mode. It is apparent from
the equilibrium curves that the discharge is in H mode for
n > 1017 m−3 and in E mode forn < 1016 m−3. The curves
bend back on themselves in the rangeVT ∼ 270–290 V,
indicating the presence of hysteresis. Figure 11 also shows
the hysteresis loop (solid curves with arrows) generated
by a VT (t) variation with1VT 0 = 0.3VT 0 and Tslow =
2π/ωslow = 5 ms. The time-varying source voltage is shown
in figure 12, along with the resulting variation in the density
and the sheath voltage. It is seen from the density and sheath
voltage time variation that the discharge cycles between H
and E modes. In contrast, for1VT 0 = 0.2VT 0, the discharge
is found to always remain in H mode, and the time variation
merely traces out the equilibrium characteristics.

We have found that the region of source voltages over
which the density bends back on itself (region of hysteresis)
decreases with increasing pressure. For example, at 40 mTorr
the same initial densityn = 3× 1017 m−3 (VT = 334 V,
Pabs = 1120 W) lies considerably above the region of
hysteresis(VT ∼ 210–230 V). Hence, a larger reduction
in VT (1VT 0 ≈ 0.4VT 0) is required to cycle between H and
E modes. We have also noted that the range of source voltages
over which the density bends back on itself increases with
decreasing frequency. However, a detailed parametric study
of the dependence on pressure and frequency has not been
performed.

It is noteworthy that the hysteresis loop is determined
by the density–source voltage characteristics, and not by
the density–antenna coil voltage characteristics. This is
evident from figure 11, where the backward (negative slope)
part of the density–antenna coil voltage characteristics is
accessed during the motion around the hysteresis loop. This
demonstrates the importance of the source resistance and
matching network impedance in modifying the hysteresis
characteristics.

321



M M Turner and M A Lieberman

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

100

200

300

V
T
 (

V
)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

10
16

10
17

n 
(m

-3
)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

20

40

60

t (ms)

V
c (

V
)

(a)

(b)

(c)

Figure 12. Source voltage amplitudeVT (a), sheath edge densityn (b) and sheath voltageVc (c) versus time for the hysteresis loop shown in
figure 11.

5. Conclusion

We have shown that in general the origin of hysteresis effects
in inductive discharges must be sought in the electron power
balance equation. When this equation has multiple solutions
for a given value of the coil current—as shown in figure 3—
hysteresis will appear. There will then be a range of values
of the coil current that permit either E or H mode discharges
to exist, and there will be discontinuous jumps in operating
parameters between the modes. Effects of this type are
observed in experiments, and can be large: the ratio of the
starting current for the H mode to the minimum maintenance
current can be as much as a factor of three [12]. Although
hysteresis on this scale may not be common, a degree of
hysteresis is probably ubiquitous.

We have attempted to catalogue the mechanisms
that produce hysteresis. These mechanisms can be
conveniently divided into circuit mechanisms affecting the
rate of power absorption by the discharge, and plasma
mechanisms affecting the efficiency of conversion of power
into ionization. Each of these groups of mechanisms affects
the electron power balance differently: circuit nonlinearities
appear on the left-hand side of the power balance equation,
equation (7), while plasma nonlinearities appear on the right-
hand side. Moreover, since the circuit mechanisms we
have identified all involve the capacitive coupling, these two
classes of nonlinearities may in principle be distinguished
experimentally with the help of a Faraday shield, although
no such experiments are known to us.

It is difficult to be categorical about the relative
importance in practice of the various mechanisms we have
described, in part because of the limited experimental data

presently in hand, and in part because of the large parameter
space in which inductive discharges are operated: the answers
are probably not the same in every case. Some general
remarks are possible however. Electron–electron collisions
are evidently a universal phenomenon, in that they are present
in all discharges, but this is a difficult effect to evaluate
precisely in the general case, short of a large-scale kinetic
calculation which would necessarily be numerical. Multistep
ionization can be important in the smaller but still significant
class of discharges where the chemistry supports long-lived
excited states. Again, detailed evaluation is difficult without
precise knowledge of the excited state kinetics. The circuit-
side effects are also universal, in that they will appear in
any inductive discharge without an ideal Faraday shield. We
should note that, as far as we can determine, the presence
of hysteresis does not lead to instabilities in electropositive
gases. In particular, the H mode is stable with respect to the
E mode even when both are allowed at a given coil current. A
full quantitative understanding of all these effects will require
more detailed experiments and improved models.

Appendix. Multistep ionization

We consider a simple model for multistep ionization in a low
pressure discharge [39]. Letε0i and εmi be the ionization
energies from the ground and metastable levels, having
degeneraciesg0 andgm and densitiesn0 andnm, respectively.
In the steady state we have

dnm
dt
= k0mnen0 − km0nenm − nm

τm
= 0 (A1)
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where ne is the electron density,k0m is the forward rate
constant for excitation of the metastable levels from the
ground state,km0 is the corresponding rate for (superelastic)
de-excitation of metastable levels andτm is the characteristic
time for loss of excited species to the walls. From the detailed
balance condition, we find

k0m = km0
gm

g0
exp(−(ε0i − εmi)/kBTe). (A2)

Substituting equation (A2) into (A1) we find

nm = n0
gm

g0
exp(−(ε0i − εmi)/kBTe) 1

(1 +nekm0τm)−1
.

(A3)
The ratio of the ionization ratesν0i andνmi from the ground
and metastable levels is

ν0i

νmi
≈ n0 exp(−ε0i/kBTe)

nm exp(−εmi/kBTe)
(
εmi

ε0i

)2

. (A4)

Substituting (A4) into (A3) yields the condition for multistep
ionization

nekm0τm
gm

g0
>

(
εmi

ε0i

)2

. (A5)

For a diffusive loss of metastables to the walls

τm = 32

Dm

(A6)

whereDm is the metastable diffusion coefficient and3 is
the characteristic size of the discharge. BecauseDm ∝ n−1

g ,
equation (A5) has the form

neng > const. (A7)

For argon, the energies of the metastable and resonance
levels practically coincide, and electron collisional transfer
between the metastable and resonance levels occurs with
a large rate coefficient,kmr . Assuming that the resonance
level density is small and neglecting metastable loss by de-
excitation and by diffusion to the walls, equation (A1) is
modified to

dnm
dt
= k0mnen0 − kmrnenm. (A8)

Solving equation (A8) fornm and using equation (A2), we
obtain

nm = n0
gm

g0

km0

kmr
exp(−(ε0i − εmi)/kBTe). (A9)

Substituting equation (A9) into equation (A4), we find

ν0i

νmi
≈ g0

gm

kmr

km0

(
εmi

ε0i

)2

. (A10)

For an argon discharge withTe = 3 eV, we have [30]
g0 = 1, gm = 6, kmr ≈ 2 × 10−7 cm3 s−1 and km0 ≈
5× 10−10 cm3 s−1, yielding

ν0i

νmi
∼ 5 (A11)

hence the condition for multi-step ionization is not obtained.

However, re-absorption of optical emission from the
resonance level by ground state atoms can lead to a resonance
level density of order of the metastable level density. In
this case the reverse electron collisional transfer process,
from resonance to metastable levels, becomes important in
equation (A8), and the condition for multistep ionization can
be met. The effective radiative decay rate from the resonance
levels can be written as

Aeff = A21
S

V

1

ngσν
(A12)

whereA21 is the EinsteinA coefficient,S/V is the surface
to volume ratio of the discharge andσν is the optical
absorption cross section. Evaluating equation (A12) for
a typical discharge size(S/V ≈ 0.4 cm−1) we obtain
Aeff ≈ 2.5 × 1021/ng s−1, with ng in cm−3. The ratio
of resonance to metastable densities may be estimated as

nr

nm
≈ kmrne

Aeff
∼ 0.8× 10−28neng (A13)

hence the condition for multistep ionization in argon is
neng > 1.2× 1028 cm−6.
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