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Abstract 

Context: The technical debt metaphor describes the effect of immature artifacts on 

software maintenance that bring a short-term benefit to the project in terms of increased 

productivity and lower cost, but that may have to be paid off with interest later. Much 

research has been performed to propose mechanisms to identify debt and decide the most 

appropriate moment to pay it off. It is important to investigate the current state of the art 

in order to provide both researchers and practitioners with information that enables 

further research activities as well as technical debt management in practice.  

Objective: This paper has the following goals: to characterize the types of technical debt, 

identify indicators that can be used to find technical debt, identify management strategies, 

understand the maturity level of each proposal, and identify what visualization techniques 

have been proposed to support technical debt identification and management activities.  

Method: A systematic mapping study was performed based on a set of three research 

questions. In total, 100 studies, dated from 2010 to 2014, were evaluated.  

Results: We proposed an initial taxonomy of technical debt types, created a list of 

indicators that have been proposed to identify technical debt, identified the existing 

management strategies, and analyzed the current state of art on technical debt, identifying 

topics where new research efforts can be invested.  

Conclusion: The results of this mapping study can help to identify points that still require 

further investigation in technical debt research.  

Keywords: Technical Debt, Software Maintenance, Software Engineering, Systematic Mapping. 

1. Introduction 

 The technical debt (TD) metaphor was first mentioned by Ward Cunningham in 1992 
[Cunningham, 1992].  His definition, “not-quite-right code”, remains the most commonly cited, but 
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it has been extended to refer to those internal software development tasks chosen to be delayed, but 
that run a risk of causing future problems if not done eventually. Thus, it describes the debt that the 
development team incurs when it opts for an easy or quick approach to implement in the short term, 
but with a greater possibility of a negative long-term impact. 

 Debt can refer to any aspect of the software that we know is inappropriate, but do not have 
time to fix at the moment, such as outdated/missing documentation, planned testing that is not 
executed, overly complex code that needs to be restructured or refactored, and known defects that 
remain uncorrected. The result of these immature artifacts is observed in unexpected delays in 
carrying out necessary modifications, and in difficulties meeting the established quality criteria of 
the project [Spínola et al., 2013] [Zazworka et al., 2013]. 

 TD is usually incurred in software projects when there is a need to choose between 
maintaining the quality standards of the system, and putting the software to work in the shortest 
possible time, using minimal resources. These TD “items”, or instances, may have to be paid with 
interest later in the project. Translating this metaphor into a tractable model for analysis, we identify 
the following variables: 

 The principal on the debt refers to the cost to eliminate the debt (i.e. the effort required to 
complete the task);  

 The interest amount is the potential penalty in terms of increased effort and decreased 
productivity that will have to be paid in the future as a result of not completing these tasks in 
the present [Seaman and Guo, 2011], including the extra cost of paying off the debt later, as 
compared to earlier; 

 It is also necessary to consider the interest probability, because TD will not always bring 
negative impacts on future project activities. For example, the higher the probability that the 
artifact that contains the debt will undergo maintenance, the higher the probability that the 
interest will negatively impact the project. 

 To illustrate the aforementioned variables, we can imagine a scenario where a software 
product, over time, becomes highly coupled and contains many redundant modules. Reducing the 
coupling and cleaning up the code constitutes the principal on this debt. Although the software may 
be functioning properly, any addition of new functionalities may be time consuming and require 
extra effort to deal with the coupling or redundancy issues. The probability that extra effort will be 
required is the interest probability, while the amount of extra effort that is likely is the interest 

amount. Although such design decisions do no harm in the current stage, or may even have benefits 
such as reduced design time, these immature artifacts can be seen as a type of debt that may burden 
software maintenance in the future. 

 Despite similarities between terms and concepts that are used, technical debt is not the same 
as financial debt. The major difference is that the interest associated with technical debt may or may 
not need to be paid off [Guo et al. 2014]. By incurring technical debt, software managers can trade 
off software quality against productivity. If on one side maintenance time or cost is reduced in the 
short term (which is the main advantage of incurring technical debt), on the other side, this 
advantage is achieved at the cost of extra work in the future [Guo et al. 2014]. Therefore, software 
managers have to balance the costs and benefits of technical debt and make informed decisions on 
when and what technical debt should be paid off [Lim et al. 2012]. 

 In order to ensure productivity in the short term and at the same time monitor the progress of 
the project so that incurred debt doesn’t impede the development of the project, TD management 
techniques have started to be developed [Seaman et al., 2012]. These techniques are generally 
concerned with identifying and monitoring TD items (instances of technical debt) so that they are 
explicit and are paid at the right time. 

 But even before we can effectively work on the management of debt, we need to know what 
types of debt can be incurred, how they can be identified, and what strategies can be used to manage 
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it. Although technical debt is being increasingly discussed, as reported by trends.google.com 
indicating that over the last seven years more and more Google users have been searching for the 
term “Technical Debt”), it is still difficult to have a broad understanding of the area because the 
information about it is still spread out in the technical literature. 

 Beyond a general investigation of technical debt identification and management techniques, 
we focus in particular on software visualization techniques. Software visualization techniques have 
been used in software engineering as a possible solution to the task of software systems 
understanding. Software visualization uses visual aids to facilitate software comprehension [Novais 
et al., 2013]. While it seems clear that tools that have been found useful for software comprehension 
should be highly useful in the identification and management of technical debt, it is still not clear 
how visualization techniques can support TD related activities. Thus, in this study, we specifically 
examine the literature that suggests ways that this might be done. 

 In this context, this work presents a systematic mapping of the literature, conducted to 
address the following high-level research question: “What are the strategies that have been 

proposed to identify or manage TD in software projects?”. The following complementing research 
questions were derived from the main question:  

 (Q1) What are the types of TD?  
 (Q2) What are the strategies proposed to identify TD?  

o (Q2.1) Which empirical evaluations have been performed?  
o (Q2.2) Which artifacts and data sources have been proposed to identify the TD? 
o (Q2.3) Which software visualization techniques have been proposed to identify TD?  

 (Q3) What strategies have been proposed for the management of TD?  
o (Q3.1) Which empirical evaluations have been performed?  
o (Q3.2) Which software visualization techniques have been proposed to manage TD?  

 By answering these questions, in this study, we have identified the types of TD, the 
indicators of their existence in projects, and the strategies that have been developed for the 
management of this debt. Further, we assess the degree of maturity of the existing proposals 
through an analysis of the empirical evaluations that have been carried out. In addition, we also 
investigated how software visualization capabilities have been used to support the identification and 
management of TD by identifying which visual metaphors have been proposed and what platforms 
are being used to show the different types of debt. These results contribute to the evolution of the 
TD Landscape [Izurieta et al., 2012]. 

 We believe that the results of the study presented in this paper will be beneficial for both 
researchers and practitioners. For the research community, this mapping will provide information 
about the current status of TD research, as well as topics that require further investigation. For 
practitioners, the paper shows the types of TD currently considered, as well as strategies for their 
identification and management. Professionals may use this information as a basis for adapting and 
developing strategies to control the TD in their projects. 

 Besides this introduction, this paper has seven other sections. Section 2 discusses some 
related work. In section 3, the methodology used in this work is presented. Section 4 presents our 
implementation of the research methodology, including the process of defining the addressed 
research questions, the study selection process, and the classification scheme we used. Next, in 
section 5, the results of the systematic mapping are shown. Section 6 discusses the results, compares 
them to related work, and presents implications for practitioners and researchers. Section 7 presents 
the threats to the validity of the study. Finally, Section 8 presents the conclusions of this work and 
directions for further research. 

2. Related Work 

 Technical debt has been increasingly investigated in recent years. An indicator of this trend 
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is the existence of five other secondary studies in the area. In this section, we will discuss in 
chronological order the goals and results of each study.  

 Tom et al. (2012) presented, to the best of our knowledge, the first secondary study in the 
area. By performing a systematic review, Tom et al. intended to provide a consolidated 
understanding of the TD phenomenon (research questions: What are the elements of technical debt? 

Why does technical debt arise?), to reflect this consolidated understanding in the form of a 
theoretical framework, and discuss the positive and negative outcomes of TD (research question: 
What are the benefits and drawbacks of allowing technical debt to accrue?). According to the 
authors, the resulting theoretical framework portrayed a holistic view of TD that incorporates a set 
of precedents and outcomes, as well as the phenomenon itself (behaviors, metaphors, and elements).
 In another secondary study in the area, Villar and Matalonga (2013) performed an initial 
mapping of the area by answering the following research questions:  

 Which are the current definitions of technical debt and development debt? 
 What research activities have been performed in the area? 
 How has the area evolved over time? 
 Who are the main researchers in the area?  

 As results, the authors presented: 

 11 definitions of TD; 
 the number of published papers over the years; 
 four categories (general papers on TD, code debt, other types of debt, stakeholders that deal 

with TD in their projects) that were created to group the analyzed papers, and; 
 a list of the most active (in terms of published papers) authors in the area.  

 

 Tom et al. (2013) extended the work from Tom et al. (2012) by performing an exploratory 
case study that involved a multivocal literature review, using accessible writings such as internet 
blogs, white papers, and trade journal articles, supplemented by interviews with software 
practitioners and academics to establish the boundaries of the TD phenomenon. The research goal 
of this study was to consolidate understanding of the nature of technical debt and its implications 
for software development, thus establishing the boundaries of the phenomenon and a more complete 
theoretical framework to facilitate future research. The findings of this study included the creation 
of a useful theoretical framework, consisting of a set of TD dimensions, attributes, precedents and 
outcomes, as well as the phenomenon itself and a taxonomy that describes and encompasses 
different forms of TD. However, it does not provide a comprehensive taxonomy either of the types 
of TD, nor of indicators that can be used to support the identification of different types, that is 
commonly accepted and broadly used by the research community. Further, this study did not focus 
on the research literature in a way that allows future researchers to build on existing work.  

 More recently, Ampatzoglou et al. (2015) performed a systematic review focusing on the 
financial perspective in the discussion about TD. The goal of their study was to analyze research 
efforts on technical debt, by focusing on their financial aspect. Specifically, the analysis was carried 
out with respect to how financial terms are defined in the context of technical debt and how they 
relate to the underlying software engineering concepts. The authors found that the most common 
financial terms that are used in technical debt research are principal and interest, whereas the 
financial strategies that have been more frequently applied for managing technical debt are real 
options, portfolio management, cost/benefit analysis and value-based analysis. The authors also 
emphasized that the application of such strategies lacks consistency, i.e., the same strategy is 
differently applied in different studies, and in some cases lacks a clear mapping between financial 
and software engineering concepts.  

 In another significant related work in this area, Li et al. (2015) performed a systematic 
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mapping study aimed at collecting studies on TD and TD management, and performing a 
classification and thematic analysis on these studies. Their main goals were to get a comprehensive 
understanding of the concept of TD, an overview of the current state of the research on TD 
management, identify the quality attributes that are compromised when TD is incurred, and 
promising future research directions. As a result, TD was classified into 10 types, 8 TD 
management activities (for instance: TD identification, repayment, prevention, communication, and 
monitoring) were identified, and 29 tools for TD management were collected.  

 As can be seen, other studies shared research questions Q1 and Q3, but took slightly 
different perspectives in terms of scope and how collected data was categorized. A discussion on 
the differences will be presented in section 6.1. 

 Finally, it should be noted that the previously published preliminary results of this study 
[Alves et. al, 2014] consist of a taxonomy of types of TD represented as a lightweight ontology. In 
this paper, we also summarize this ontology, and present the rest of the results of the mapping 
study.  

3. Mapping Study Method 

 Systematic literature mapping is a useful tool for achieving quality of information in a 
literature review. It provides a means to perform comprehensive and unbiased literature reviews, 
providing considerable scientific value. The systematic mapping (SM) is a type of secondary study 
that aims to characterize a particular area of research through a systematic procedure whose purpose 
is to identify the extent and nature of the primary studies available in the area [Budgen et al., 2008]. 

 While a systematic review (another controlled approach to conducting secondary studies) is 
a way of identifying, evaluating and interpreting all available relevant research on a particular issue 
[Kitchenham et al., 2007], the SM intends to "map" the investigation instead of answering the 
research question in detail. Budgen et al. (2008) states that the early stages of a mapping study are 
generally very similar to those of a systematic literature review, although the research question 
itself is likely to be much broader, in order to adequately address the wider scope of such a study. In 
this work, we choose to perform systematic mapping rather than systematic review because of the 
wider scope of our study. We intend to search the literature to determine what sorts of studies 
addressing the research question on TD identification and management have been carried out, 
where they are published, in what databases they have been indexed, and what sorts of outcomes 
they have assessed. Both data extraction and analysis are largely concerned with classification of 
the available studies. 

 A well-organized set of guidelines and procedures for carrying out SMs in the context of 
Software Engineering is defined [Petersen et al., 2008] [Budgen et al., 2008], which lays the 
foundation for the study presented in this paper. The main reasons to perform a SM are to 
systematically identify gaps in the current body of research and support the planning of new 
research, avoiding the unnecessary duplication of effort and error [Budgen et al., 2008]. It is worth 
noting that the importance and use of SM in the area of Software Engineering is growing [Petersen 
et al., 2008] [Budgen et al., 2008], showing the relevance and the potential of the method.  

 The empirical software engineering research community has defined a standard process for 
conducting this type of study [Peterson et al., 2008]. Figure 1 shows the phases of SM used in this 
study. The execution of each phase will be explained in detail in the following sections.  
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Figure 1. The systematic mapping process (adapted from [Petersen et al., 2008]). 

4. Study Implementation 

 In this section, we explain how we implemented the process outlined in Figure 1, including 
our research questions, our specific search strategy and terms, our selection criteria and process, and 
our classification scheme. 

4.1 Definition of Research Questions 

 For this study, a primary research question was defined: “What are the strategies that 
have been proposed to identify or manage TD in software projects?”. The following 
complementary research questions were derived from the main question. By answering these 
questions, we will have a detailed characterization of the identified studies: 

Q1. What are the types of TD? 

 Many initiatives have been undertaken to investigate the TD research area from different 
perspectives, e.g. what causes TD, what effects TD has, how to avoid TD, etc. One perspective 
involves the different types of TD that can be found in software projects. It is necessary to organize 
this knowledge about existing types so that the TD research community can share a common 
vocabulary. Thus, this research question aims to identify the different types of TD found in the 
study. 

Q2. What are the strategies proposed to identify TD? 

 Once the types of TD are known, it is also important to know how they can be identified and 
documented in software projects. There are several ways of identifying TD of different types. Some 
of them involve simply making explicit (and in some cases quantifying) TD that is not really 
hidden, e.g. outdated documentation or incomplete tests. Other identification strategies involve the 
use of tools to analyze source code or other artifacts to find hidden debt, e.g. poorly structured code, 
architecture problems, etc. Each identification strategy has associated with it some kind of 
“indicator”, sometimes a metric or sometimes something less formal, that can be used to point to 
areas with specific types of debt. This question aims, for each identified type of TD, to identify the 
indicators that have been proposed for their identification. This association between types of debt 
and their respective indicators is important because it will allow, when choosing to manage a 
particular type of TD, informed decisions about the indicators that could be used. 

Q2.1. Which empirical evaluations have been performed? 

 Beyond proposing technologies for identifying TD, it is important to evaluate technologies 
that have been developed so that their effectiveness is characterized. Different types of assessments 
can be used, such as survey, case study and controlled experiment. 

 In this context, the purpose of this question is to identify what types of empirical studies 
have been used to assess strategies for the identification of TD proposed in the literature. Obtaining 
this information is important to get an idea of the level of the maturity of the existing proposals. 

Q2.2. Which artifacts and data sources have been proposed to identify the TD? 
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 TD of different types can be identified in different artifacts (e.g. requirements, source code) 
generated during software development. In addition, various types of data sources (where the 
artifacts are organized) may contain relevant information that makes the discovery of TD possible. 
Version control and defect management systems are examples of possible data sources that can be 
analyzed to discover the debt in a project. The purpose of this question is to know which artifacts 
and data sources have been proposed to identify TD. 

Q2.3. Which software visualization techniques have been proposed to identify TD? 

 Software is becoming increasingly complex in terms of innovation and size. A consequence 
of this is the increasing amount of information generated from software development activities. This 
further complicates the task of analyzing the project artifacts, looking for TD items and also, once 
identified, monitoring their behavior during the evolution of the software. One of the tools that can 
be used to make this task easier is software visualization. Visualization techniques allow the 
representation of information that is often difficult to analyze in textual or tabular form. 
Considering this scenario, this research question seeks to identify whether, and which, visualization 
techniques have been proposed in the identification of TD. 

Q3. What strategies have been proposed for the management of TD? 

 Just as important as identifying the TD items in a project, is to implement an efficient and 
effective management strategy for them. Techniques such as Cost-Benefit Analysis [Seaman and 
Guo, 2011] and Modern Portfolio Theory [Guo and Seaman, 2011] have been proposed for this 
purpose. However, various other strategies have also been defined. The purpose of this question is 
to perform a characterization of the strategies that have been proposed for managing TD. 
Addressing this question will help us understand, for example, what criteria have been used in the 
decision to pay the debt or maintain it in the project. 

Q3.1. Which empirical evaluations have been performed? 

 The purpose of this question is to identify what types of empirical studies have been used to 
assess strategies for the management of TD proposed in the literature.  

Q3.2. Which software visualization techniques have been proposed to manage TD? 

 This research question seeks to identify whether, and which, visualization techniques have 
been proposed in the management of TD. 

4.2 Search strategy 

 We first chose the following keywords to perform the search in the digital libraries: 
● Population: 

o Technical Debt; 

o Software Project, Software; 

● Intervention: 
o Practice, technique, method, process; 

o Identification, identify, gathering, detection, discovery; 

o Management, Monitoring. 

 Table 1 presents the search string derived from these keywords.  

Table 1. Search String. 

(("technical Debt") AND (“Software Project” OR “Software”))  

AND 

(“Practice” OR “Technique” OR “Method” OR “Process”) 
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 AND 

(“Identification” OR “Identify” OR “Gathering” OR “Detection” OR “Discovery”) 

OR 

(“Management” OR “Monitoring”) 

 However, after some tests performed in digital libraries, it was observed that the search 
string was too restrictive and returned a small number of papers. This could result in an incomplete 
mapping process. Therefore, we chose a more general search strategy, using only the following 
keywords: 

● Population: 
o Technical Debt; 

o Software. 

 For these keywords, the search string shown in Table 2 was defined. We applied this search 
string to Titles and Abstracts. We chose not to do full text search because we found that full text 
search resulted in a very large number of studies from domains other than software development.  

Table 2. Generic search String. 

(“Technical Debt”) 

AND 

(“Software”) 

4.3. Data Sources 

 In choosing data sources, we aimed to include important journals and conferences regarding 
the research topic. We restricted the search to studies published up to December 2014. We included 
publications retrieved from several digital libraries and web search engines: ACM Digital Library, 
IEEE Xplorer, Science Direct, Engineering Village, Springer Link, Scopus, Citeseer, and DBLP. 
According to [Brereton et al. 2007], these are the recommended data sources of papers for software 
engineering researchers as they provide access to important journals and conferences in the area. 

4.4. Study selection 

 As the search string was generic, the search returned many papers that were not relevant for 
this research. Thus, it was necessary to filter out the irrelevant papers, which required a set of 
criteria. 

 Our inclusion criteria were: 

 Published papers that describe how to identify and/or manage TD; 
 When several papers reported the same study, only the most recent was included; 
 When multiple studies were reported in the same paper, each relevant study was considered 

separately. 

 The exclusion criteria were: 

 Papers that do not have information on how they handle the identification or management of 
TD; 

 Papers that are only available in the form of workshop/conference reports, abstracts or 
Power Point presentations; 

 Duplicate papers. 
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 The identification and filtering of the papers was divided into five stages, as shown in Figure 
2. The first step consisted of searching for papers using the search string in each of the digital 
libraries selected for this study (ACM Digital Library, IEEE Xplore, Science Direct, Engineering 
Village, Springer Link, Scopus, Citeseer and DBLP).  

 In the second step, the first filtering (Figure 2 - Filter1) took place and was performed by 
only one researcher. In this process, the exclusion criteria were used, removing all the proceedings 
abstracts, Power Point presentations, and duplicate papers. 

 In the third step a second filter (Figure 2 - Filter2) was applied. Each paper was analyzed by 
two researchers, and in the event of a conflict, a third researcher analyzed them and took the most 
appropriate decision. Filtering was carried out by reading the titles, abstracts and introductions (if 
necessary) using the inclusion and exclusion criteria. When a decision was not yet possible, the 
paper proceeded to the next step, where it was read in full. After this step, 100 papers were selected 
to go on to the next filtering stage. 

 In the fourth stage, the last filter (Figure 2 - Filter3) was applied. This time, the selected 
papers were read in full. At the end of this stage, 12 more papers were excluded. For example, Cai 
et al. (2013) reported on an experiment applying a tool-supported architecture review into software 
design education and Tomas et al. (2013) has done a study on the existing tools to calculate metrics 
of internal quality on software projects. However, the focus of these studies was different from the 
research question and/or did not have enough information about the identification or management 
of TD specifically.  

 Finally, in the fifth stage we applied the snowballing by checking the references of each 
selected study (89) in order not to miss any potentially relevant studies (Budgen et al., 2008). At the 
end, the selected studies (11) from the snowballing process were combined into the final results of 
the study selection. The remaining 100 (listed in Appendix A) papers were used to extract the 
information to answer the research questions. 
 

 

Figure 2. The filtering process of the papers 

 The final number of selected papers from each digital library is shown in Figure 3. Clearly, 
most of the selected papers came from ACM Digital Library and IEEE Xplore online libraries.  
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Figure 3. Number of papers included by digital library. 

4.5 Classification scheme 

 The attributes in the classification scheme were structured into six categories to allow a 
better information analysis: metadata about the selected studies, TD types, TD indicators, 
management strategies, evaluation studies, and strategies for software visualization. Each category 
is related to one or more research questions (as defined in section 3) and is presented below. 

− Metadata of the studies 

 The first category contains data about the selected studies such as: venues where the studies 
were published, authors and affiliations of the papers, type of the papers (e.g. short, full or journal 
papers), and year of publication.  

 To collect the information for this category, we counted the number of papers per 
publication venue, as well as the type of venue (e.g. conference, workshop, or journal) where they 
were published. In addition, the papers were classified into two types: short papers and full papers. 
Papers with up to 4 pages are considered short papers; longer papers are full papers. 

− TD types (Q1) 

 This category includes information about the TD types. Basically, its attributes are TD types 
and their definitions. TD can occur in different artifacts throughout the life cycle of a product. Even 
different instances of debt in the same artifact can be of different types. Different types of TD have 
differing nature depending on the moment in which they are incurred or on the activities that they 
are associated with. Multiple types of TD have been studied and presented in the literature.  

 The types of debt are usually identified in papers in one of the following ways:  

 Direct: name of the type + the word debt (for instance: design debt, defect debt) or; 
 Indirect: indentified in phrases such as the developer incurred a type of debt related to the 

architecture of the project (architecture debt) or this type of debt is derived from late 

decisions regarding training people or hiring developers (people debt). 

 Thus, in order to identify the different types of debt in each paper, three researchers 
documented the types and their definitions from each paper, using terminology straight from the 
papers.  At the end, this information was consolidated for each type of debt that was found. The 
types of debt are not orthogonal, i.e. some instances of TD could conceivably fit into more than one 
category.  

− TD indicators (Q2, Q2.1, and Q2.2) 
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 In the third category, information about the identified TD indicators is represented. 
Basically, its attributes are the list of indicators, their relationship with each TD type, the type of 
empirical evaluation performed on each indicator, and where (data source) each indicator can be 
found in software projects.  

 In order to identify different TD indicators, during the reading of the selected studies, three 
researchers collected the mentioned indicators as well as types of debt they are associated with and 
software development artifact in which they are identified, following the terminology straight from 
the papers. At the end, this information was consolidated. 

− TD management strategies (Q3 and Q3.1) 

 The fourth category represents the TD management strategies. We listed all strategies 
described in the literature with the aim to manage any type of TD in the project. Besides the 
strategies and their definitions, we also investigated the type of empirical evaluation performed on 
them. 

 In order to identify the different strategies, three researchers collected the mentioned 
strategies and their corresponding definitions following the terminology straight from the papers. 
To be considered a management strategy, we adopted the criteria that the strategy needs to support 
decisions about when and if a TD item should be paid. At the end, this information was 
consolidated for each management strategy that was found. 

− TD evaluation studies (Q2.1 and Q3.1) 
Software engineering aims to support the development of software systems within 

previously established limits of time, cost and quality [Pfleeger, 2007]. However, according to 
Kitchenham et al. (2004), using good processes is not enough to improve quality during software 
development. This is because development is dependent on technologies that do not often present 
sufficient evidence of their potential benefits, limitations, cost of implementation and associated 
risks. To deal with this, Kitchenham et al. (2004) argue that the use of evidence would allow the 
characterization of a technology prior to its adoption in software projects by the industry, so that it 
would be possible to determine, with reasonable levels of confidence, the feasibility of its use when 
considering specific use scenarios. 

In this context, there are different types of empirical studies that could be used to gain 
evidence about the feasibility and effectiveness of any proposed strategy. The application of these 
types of study, and consequently the use of the empirical paradigm, to support evaluation in 
software engineering is important because they contribute to a higher level of maturity. This also 
applies to research on TD. 
 The fifth category shows the collected information about empirical studies found in the 
literature. To classify the types of performed evaluations, we used the following taxonomy [Wohlin 
et al., 2000]:  

 Case study: used to monitor projects, activities or assignments aiming to trace a specific 
attribute or establish relationships between different attributes without much formal control 
over the activities related to the experimental method;  

 Controlled experiment: an empirical enquiry that manipulates one factor or variable of the 
studied setting. Based on randomization, different treatments are applied to or by different 
subjects, while keeping other variables constant, and the effects on outcome variables are 
measured. In human-oriented experiments, humans apply different treatments to objects, 
while in technology-oriented experiments, different technical treatments are applied to 
different objects; 

 Ethnographic study: applied to understand user behavior in detail. This is a specialized 
type of case study with focus on cultural practices or long duration studies with large 
amounts of participant-observer data. 
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− TD software visualization techniques (Q2.3 and Q3.2) 

Software visualization techniques have been investigated in software engineering to help in 
understanding, maintaining, testing, and evolving software systems [Novais et al., 2013]. Software 
visualization techniques are increasingly researched, motivated by the fact that vision is the most 
used sense by humans [Diehl, 2007]. In this sense, software visualization techniques can support the 
developer in the identification and/or management of different types of TD in software projects. 
Thus, it is important to investigate which software visualization techniques have been proposed to 
support the identification and/or management of TD and what platforms are being proposed to show 
such visualization techniques.  

 The sixth category reflects the papers that make use of software visualization techniques to 
identify and manage TD in software projects. We classified the software visualization techniques 
according to [Novais et al., 2013]. 

 Finally, for analysis of the TD indicators and TD evaluation studies, the papers were 
classified into two types: papers that analyze (those that present indicators and describe them in 
detail) and papers that only cite (those that do not go into details). 

5. Mapping Results 

 For data extraction, the included studies were read in full by three researchers who were 
directly involved in the mapping. A spreadsheet1 was used to collect and to analyze the data.  

 In this section we present the analysis of the data extracted from the selected studies. First 
we present the analysis of metadata related to publications and authors. In subsequent subsections, 
we present the types of TD, their indicators, management strategies, identified evaluation studies 
and the types of software visualization strategies being used.  

 The largest number (38 out of 100) of papers is concentrated in the International Workshop 
on Managing TD. Another small cluster of papers (5) were found from a special issue of IEEE 
Software on TD. However, publications are already emerging in other venues, such as the Agile 
Conference, the IEEE Annual Computer Software and Applications Conference, the International 
Conference on Software Engineering (ICSE), the IEEE International Conference on Software 
Maintenance (ICSM), the International Symposium on Empirical Software Engineering and 
Measurement (ESEM), the Cutter IT Journal, and the Software Quality Journal. There were a total 
of 51 different venues with 1 or 2 papers each. 

 As can be seen in Figure 4, the study distribution over publication types is 40% (40 studies) 
for workshops, 32% (31 studies) for conferences, 4% (4 studies) for symposia, 15% (15 studies) for 
journals, and 9% (9 studies) for magazines. If we merge the publication types conference and 
symposium, and journal and magazine (peer-reviewed) into two groups, we will have a distribution 
of studies close to that obtained by Li et al. (2015). Besides, there has been an increase in the 
number of both full papers and publications in journals, which indicates that the area of research is 
maturing.  

 

                                                           
1 https://drive.google.co]m/file/d/0B_x3JCtCrSomdW56NFJqQnJ2N00 
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Figure 4. Studies by manner of publication, type of paper and by year. 

 The 100 selected papers were written by 115 different authors, showing a wide interest on 
this subject in the software engineering research community. However, it was found that only 10 
researchers (Antonio Vetro’, Carolyn Seaman, Clemente Izurieta, Forrest Shull, Ipek Ozkaya, Nico 
Zazworka, Rami Bahsoon, Robert Nord, Yuanfang Cai and Yuepu Guo) were involved in more 
than 5 papers each. Of this group, the five most active authors are all very close collaborators (22 of 
the 100 papers had at least one of these authors). 

5.1. Technical debt types (Q1) 

 Here, the types found in this mapping study are presented sorted by frequency, as well as 
their definitions (an initial version of this taxonomy of types, based on selected papers up to 2013, 
is reported  separately [Alves et. al, 2014]): 

● Design Debt: Refers to debt that can be discovered by analyzing the source code and 
identifying violations of the principles of good object-oriented design (e.g. very large or 
tightly coupled classes) [Guo and Seaman, 2011] [Izurieta et al., 2012]; 

● Architecture Debt: Refers to the problems encountered in product architecture, for 
example, violation of modularity, which can affect architectural requirements (performance, 
robustness, among others). Normally this type of debt cannot be paid off with simple 
interventions in the code, implying more extensive development activities [Brown et al., 
2010] [Kruchten et al., 2012]; 

● Documentation Debt: Refers to the problems found in software project documentation and 
can be identified by looking for missing, inadequate, or incomplete documentation of any 
type [Guo and Seaman, 2011]; 

● Test Debt: Refers to issues found in testing activities that can affect the quality of those 
activities. Examples of this type of debt are planned tests that were not run, or known 
deficiencies in the test suite (e.g. low code coverage) [Guo and Seaman, 2011]; 

● Code Debt: Refers to the problems found in the source code that can negatively affect the 
legibility of the code making it more difficult to maintain. Usually, this debt can be 
identified by examining the source code for issues related to bad coding practices [Bohnet 
and Dцllner, 2011]; 

● Defect Debt: Refers to known defects, usually identified by testing activities or by the user 
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and reported on bug tracking systems, that the Configuration Control Board (CCB) agrees 
should be fixed but, due to competing priorities and limited resources, have to be deferred to 
a later time. Decisions made by the CCB to defer addressing defects can accumulate a 
significant amount of TD for a product, making it harder to fix them later [Snipes et al., 
2012]; 

● Requirements Debt: Refers to tradeoffs made with respect to what requirements the 
development team needs to implement or how to implement them. Some examples of this 
type of debt are: requirements that are only partially implemented, requirements that are 
implemented but not for all cases, requirements that are implemented but in a way that 
doesn’t fully satisfy all the non-functional requirements (e.g. security, performance, etc.) 
[Kruchten et al., 2012]; 

● Infrastructure Debt: Refers to infrastructure issues that, if present in the software 
organization, can delay or hinder some development activities. Some examples of this kind 
of debt are delaying an upgrade or infrastructure fix [Seaman and Spínola, 2013]; 

● People Debt: Refers to people issues that, if present in the software organization, can delay 
or hinder some development activities. An example of this kind of debt is expertise 
concentrated in too few people, as an effect of delayed training and/or hiring [Seaman and 
Spínola, 2013]; 

● Test Automation Debt: Refers to the work involved in automating tests of previously 
developed functionality to support continuous integration and faster development cycles 
[Codabux and Williams, 2013]. This debt can be considered a subtype of test debt; 

● Process Debt: Refers to inefficient processes, e.g. what the process was designed to handle 
may be no longer appropriate [Codabux and Williams, 2013]; 

● Build Debt: Refers to issues that make the build task harder, and unnecessarily time 
consuming. The build process can involve code that does not contribute to value to the 
customer. Moreover, if the build process needs to run ill-defined dependencies, the process 
becomes unnecessarily slow. When this occurs, one can identify build debt [Morgenthaler et 
al., 2012]; 

● Service Debt: Refers to the inappropriate selection and substitution of web services that 
lead to mismatch of the service features and applications’ requirements. Besides, this type of 
debt also leads to under- or overutilization of the system by integrating a service that does 
not use the system resources in the expected way (for instance, lack of memory due to a 
service that does not follow the expected data processing process, or lack of performance 
due to a service that does not use the available memory for the task). This kind of debt is 
relevant for systems with service-oriented architectures [Alzaghoul and Bahsoon, 2013]; 

● Usability Debt: Refers to inappropriate usability decisions that will need to be adjusted 
later. Examples of this debt are lack of usability standard and inconsistence among 
navigational aspects of the software [Zazworka et al., 2013][Potdar and Shihab, 2014]; 

● Versioning Debt: Refers to problems in source code versioning, such as unnecessary code 
forks [Greening, 2013]. 

Table 3 shows the number of papers that analyzed or mentioned each TD type identified in 
this mapping. It is also observed that some papers did not discuss a specific type of debt, and 
therefore are represented on the graph by the term "Technical Debt". 

 

Table 3. Papers by type of TD over the years. 

TD Type 2006 2010 2011 2012 2013 2014 Total 

Design 1 5 8 11 9 8 42 

Architecture 0 2 3 11 5 9 30 
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Documentation 0 2 4 6 4 12 28 

Test 0 2 2 8 6 6 24 

(Type not specified) Technical Debt 0 1 1 5 6 10 23 

Code 0 3 1 9 5 3 21 

Defect 0 1 5 3 3 5 17 

Requirement 0 0 0 2 0 2 4 

Infrastructure 0 1 0 1 1 0 3 

People 0 0 0 1 0 2 3 

Test Automation 0 0 0 0 2 1 3 

Process 0 0 0 0 2 1 3 

Build 0 0 0 1 0 1 2 

Service 0 0 0 0 2 0 2 

Usability 0 0 0 0 1 1 2 

Versioning 0 0 0 0 1 0 1 

 

 Table 3 also shows that, in the years 2010 and 2011, papers were highly concentrated on 
architecture, design and documentation debt, along with some papers on code and test debt. 
Moreover, it can be seen that the TD types have expanded with time, indicating that new fields are 
being included, such as service, process, usability, and versioning. We can also observe that there is 
a high concentration of studies on types of debt more related to the source code (design, 
architecture, code, and defect). A possible explanation for this is that there is a plethora of tools that 
perform source code analysis and can be used to support the detection of TD from the source code. 

5.2. Technical Debt Indicators (Q2, Q2.1, Q2.2, Q2.3) 

 TD indicators allow the discovery of TD items when analyzing the different artifacts created 
during the development of a software project. Table 4 shows the indicators that were identified in 
this study organized by the TD type that they are associated with. To map indicators to types of TD, 
we used information provided by the papers where each indicator was identified. It is also important 
to mention that the identified indicators were explicitly mentioned in the papers as a way to identify 
a specific type of debt, for example: god classes were used to support the identification of design 

debt or one alternative to identify architectural issues is to look for modularity violations.  

 We can observe that some types, such as design, already have a fair number of indicators. 
On the other hand, indicators were not identified for some types of debt in the literature: process, 
infrastructure, people, and usability debt. We also observe that, just as the types of debt are not 
orthogonal, we also have some indicators that are mapped to more than one type. For instance, the 
line that separates design and code debt is sometimes tenuous. Design debt is usually more 
concentrated on object oriented design practices. On the other side, code debt is more related to 
good coding practices. However, as the design is reflected in the code, we clearly have some 
overlap between these TD types and, as a consequence, we also have some overlap between their 
indicators. Besides, it is also possible to have indicators that can be extracted from the code but that 
are related to other types of debt, other than code debt. For example, indicators of design debt are 
extracted from the source code, but some of them cannot be considered indicators of code debt 
because they reflect the lack of object oriented design practices. 



16 

 

 Table 4 also shows the number of papers that identified each indicator. For this analysis, the 
papers were classified into two types: papers that analyze (those that present indicators and describe 
them in detail) and papers that only cite (those that do not go into details). It can be observed that, 
with some exceptions (e.g. Code Smells, Automatic Static Analysis - ASA Issues, Documentation, 
Coding Standards, and Modularity Violation), there are few papers detailing each indicator. In fact, 
most of the identified indicators are either cited or analyzed by only one paper. This indicates that 
more studies need to be performed in order to investigate the real benefits and limitations of each 
indicator when identifying items of TD in software projects. 

Table 4. Indicators organized by TD type 

Indicators 

Articles 

that 

analyze 

Articles 

that only 

cite 

TD Type 

Violation of Modularity 6 3 

Architecture Debt 

Software Architecture Issues 7 2 

Betweenness Centrality 1 - 

Augmented Constraint Network (CAN)  1 - 

Pairwise-Dependency Relation (PWDR) 1 - 

Index of Package Changing Impact (IPCI) 1 - 

Index of Package Goal Focus (IPGF) 1 - 

Structural Dependencies 3 - Architecture Debt / Build Debt 

Structural Analysis 1 1 Architecture Debt / Design Debt 

Build Issues 3 - Build Debt 

Code without Standards 3 5 

Code Debt Slow Algorithm - 1 

Multithread Correctness 1 1 

Code Metrics (not specified) 3 3 

Design Debt / Code Debt Automatic Static Analysis (ASA) Issues 7 2 

Code Smells 38 14 

Grime 3 2 

Design Debt 

Software Design Issues 2 2 

Low External / Internal Quality 1 2 

Afferent / Efferent Couplings (AC / EC) 1 - 

Depth of Inheritance Tree (DIT) 1 - 

Referential Integrity Constraints (RICs) 1 - 

Uncorrected Known Defects 3 3 Defect Debt / Test Debt 

Insufficient Comments in Code - 1 

Documentation Debt 
Lack of Documentation 1 - 

Comments (hack, fixme, is problematic, ...) 1 - 

Documentation Issues 6 11 

- - - Infrastructure Debt 

- - - People Debt 

- - - Process Debt 

Requirement Backlog List 1 - Requirement Debt 

Selection/Replacement of Web Service 1 - Service Debt 

Lack of Automated Testing 1 - Test Automation Debt 

Incomplete Tests 3 4 
Test Debt 

Defects Deferred 3 - 
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Insufficient Code Coverage 1 - 

Lack of Test Case Documentation 1 - 

Lack Test Case planning 1 - 

- - - Usability Debt 

Unnecessary code forks - 1 Versioning Debt 

 

The results show that the most cited and analyzed TD indicator is Code Smell. Figure 5 
shows the detail of the types of code smells that have been considered as indicators. Some authors 
did not specify the type of code smell, in these cases we grouped them as "Type not specified". We 
can observe that the type of code smell that has been most investigated is God Class. An 
explanation for this is that God Classes are conceptually easy to understand, are up to 13 times more 
likely to be affected by defects and up to seven times more change-prone than their non-smelly 
counterparts, what makes them a good candidate when starting to detect TD from the source code 
[Olbrich et al., 2010][Zazworka et al., 2011]. 

 

 

Figure 5. Papers per Code Smell. 

5.2.1 Evaluation Studies 

 The research community has published work on 45 different TD indicators over the years 
we studied. Four TD indicators appeared in 2010, 7 in 2011, 15 in 2012, 8 in 2013, and 11 in 2014. 
We also observed that, as the new types of debt appear, new indicators also emerged. Although 
many indicators have been characterized in this study, we found that few of them have actually 
been evaluated, i.e. had some empirical evidence assessing their usefulness or validity. To classify 
the types of evaluation performed, we considered the following taxonomy from Wohlin et al. 
[2000]: Case study, Controlled experiment, and Ethnographic study.  

 Our results show that case studies and controlled experiments are the most commonly used 
types of study among the evaluated indicators. Figure 6 shows the distribution of the number of 
papers that used each type of empirical study. The case study method was the most used type, and 
only four controlled experiments were identified. This implies that most of the proposals in the TD 
area still require more experiments, so that their benefits and limitations can be known with 
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increased confidence. 

 
Figure 6. Papers by type of study. 

 Among the indicators evaluated, we can highlight god class, reported by six studies (three 
controlled experiments and three case studies). This suggests that the potential usefulness of god 
class in supporting the activities of TD identification in software projects is already established. 
Another indicator that stands out is ASA issues, which were evaluated through five case studies and 
two controlled experiments. Furthermore, Documentation and Software Architecture Issues have 
been evaluated in five case studies. Violation of Modularity and Structural Dependency indicators 
have been used in four case studies. 

5.2.2 Artifacts and Data Sources 

Indicators can also be classified by the software development artifact in which they are 
identified. Figure 7 shows the artifacts that have most often been used for analysis in the TD 
literature. There is a clear focus on strategies for identifying TD items from the source code. The 
other artifacts have only been used occasionally. Again, a possible explanation for this is that there 
is a set of tools that perform source code analysis and can be used to support the detection of TD 
from the source code and that there is a high concentration of studies on types of debt more related 
to the source code. 

 



19 

 

 

Figure 7. Papers by artifact considered. 

As a complement to the results shown in Figure 7, Figure 8 shows the different 
programming languages used where TD indicators have been investigated in the source code. It 
should be noted that although different programming languages have been considered, there is a 
higher concentration on Java. A possible explanation for the frequency of Java-based case studies is 
the plethora of tools that perform source code analysis in Java. 
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Figure 8. Papers by programming language 

Finally, Figure 9 shows the data sources (DS) that have been reported in the literature as 
sources of useful information in the strategy of identifying TD. For example, if the TD is located in 
the code, the DS refers to the location where the code is stored. The identified DSs were: 

● Bug Tracking Systems (BTS): a software application that keeps track of reported software 
bugs and records maintenance and change occurrences over the software lifecycle (e.g. 
Bugzilla2); 

● Configuration Management Systems (CMS): software that enables the project team to 
work in a controlled and organized way on the artifacts created during software 
development (e.g. SVN3 Systems and GIT4);  

● Repositories of Applications: refers to open databases containing information about 
products that can be used, free of charge, for collecting metrics and conducting studies (e.g. 
Google Repository5);  

The most common data source type used was Repositories of Applications and CMS, in six 
papers. Repositories of applications are important when conducting studies, however the practical 
impact of such studies is questionable given that the applications are very different from those 
maintained by practitioners in the software industry. On the other hand, it was observed that BTSs 
are also being used in some studies. 

 

                                                           
2 www.bugzilla.org 
3 https://subversion.apache.org/ 
4 http://git-scm.com/ 
5 https://code.google.com/ 
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Figure 9. Papers by identified data source 

5.2.3 Software Visualization Techniques 

Only 6 of the 100 primary studies proposed software visualization techniques in the context 
of TD identification, indicating a fairly low use of visualization in this area. The types of software 
visualization techniques proposed to identify TD were: Flags in code, 2D maps, scatterplot and 
correlation matrix, time range, timeline, and treemap. Each type was cited only once. 

 Besides, the most common type of platform proposed to display visualizations is an 
automatic tool (with 4 citations). Spreadsheet was considered only on two papers. This is an 
expected result because TD identification activities usually collect a lot of data from the project, 
often more than can be easily handled in a spreadsheet, which is the only other platform used in 
studies involving visualization. 

5.3. Strategies for Managing Technical Debt (Q3, Q3.1, Q3.2) 

 In this section, the TD management strategies found in the literature are presented, along 
with their definitions.   

 The only strategies with two or more references were: 
● Cost-Benefit Analysis: This evaluates whether the expected interest is high enough to 

justify the payment of the debt. The interest rate is composed of two parts: the probability of 
interest and its value. The first part refers to the probability that the debt, if not paid, will 
result in extra cost to the project. The second part is an estimated amount of additional work 
that will be required if this item is not paid [Seaman et al., 2012]; 

● Portfolio Approach: The central concept of this strategy is the list of TD items. This list 
contains debt items identified for the project. The registration information is reported in a 
table that contains the location of the debt, the time at which it is identified, the responsible 
person, the reason why it is considered TD, an estimate of the principal, estimates of the 
expected interest amount (EIA) and interest standard deviation (ISD), and estimates of the 
correlations of this item with other TD items. During the planning of each software 
increment, an analysis of what should be paid and what can be postponed is done [Guo and 
Seaman, 2011]; 
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● Options: For this strategy, investment in paying off the debt is analogous to purchasing the 
option that facilitates change to the software in the future, if the software has to be changed, 
but without immediate profits [Seaman et al., 2012]; 

● Analytic Hierarchy Process (AHP): AHP provides a method for structuring a problem, 
comparing alternatives with regard to specified criteria, and determining an overall ranking 
for each alternative. When applied to TD, the decision alternatives would be the various 
identified instances of technical debt, and the outcome of the strategy would be a prioritized 
ranking of these items, indicating which should be paid off first [Seaman et al., 2012]; 

● Calculation of TD Principal: The strategy focuses on the estimated principal. The 
objective is to use a defined process to estimate the TD Principal and to associate the 
identified issues with different quality attributes (ISO 9126). According to the authors, 
having the principal associated with quality attributes drives managers to make better 
decisions [Curtis, 2012];  

● Marking of Dependencies and Code Issues: This is a strategy used to manage problems 
and dependencies in the project source code. The objective is to insert tags in the project’s 
source in a way that is easy for the development team to visualize where TD is inserted and 
thus decide when to pay it, based on the involved effort and the availability of project time 
[Holvitie and Leppanen, 2013]. 
 

 For more information on other management techniques, note the references in Table 5. In 
the table we can see that the management strategies “Portfolio Approach” and “Cost Benefit 
Analysis” were the most cited. But as the number of papers is still small, and mostly the strategies 
have not been evaluated, it is not possible to say whether the two strategies are more effective than 
other strategies. 

Table 5. References of each management strategy 

Management Strategy 
(Approaches, Methods and Models) 

References 
Number 
of Papers 

Cost-Benefit Analysis [Guo et al., 2011] 
[Seaman et al., 2012] 
[Stochel, 2012] 
[Holvitie and Ville, 2013] 
[Monteith and McGregor, 2013] 
[Griffith et al., 2014] 
[Alzaghoul and Bahsoon, 2014] 
[Ojameruaye and Bahsoon, 2014] 
[Ramasubbu and Kemerer, 2014] 
[Guo et al., 2014] 
[Holvitie, 2014] 

11 

Portfolio Approach [Guo and Seaman, 2011] 
[Seaman et al., 2012] 
[Stochel, 2012] 
[Snipes et al., 2012] 
[Power, 2013] 
[Zazworka et al., 2013] 
[Ken, 2013] 
[Griffith et al., 2014] 
[Alzaghoul and Bahsoon, 2014] 
[Ojameruaye and Bahsoon, 2014] 

10 

Options [Zazworka et al., 2011] 
[Seaman et al., 2012] 
[Alzaghoul and Bahsoon, 2013] 
[Griffith et al., 2014] 
[Alzaghoul and Bahsoon, 2014] 
[Ojameruaye and Bahsoon, 2014] 

6 
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Analytic Hierarchy Process [Seaman et al., 2012] 
[Alzaghoul and Bahsoon, 2014] 
[Ojameruaye and Bahsoon, 2014] 

3 

Calculation of TD-Principal [Curtis et al., 2012] 
[Curtis et al., 2012b] 

2 

Marking of dependencies and Code Issues [Morgenthaler et al., 2012] 
[Tom et al., 2013] 

2 

Debt Symptoms Index [Marinescu, 2012] 1 

Empirical Model of Technical Debt and 
Interest 

[Nugroho et al., 2011] 1 

Formal Approach to Technical Debt 
Decision Making 

[Schmid, 2013] 1 

Game Theoretic Competitive Source 
Control Approach 

[Morrison-Smith et al., 2012] 1 

Measuring symptom severity on a smell 
thermometer 

[Ligu et al., 2013] 1 

Metric for Managing Architectural 
Technical Debt 

[Nord et al., 2012] 1 

RE-KOMBINE Model [Ernst, 2012] 1 

SQALE Method [Letouzey and Ilkiewicz, 2012] 1 

Supply Chain Management [Alzaghoul and Bahsoon, 2013] 1 

Framework for Estimating Interest [Singh et al., 2014] 1 

Managing TD in database schemas [Weber et al., 2014] 1 

Benchmarking-Based Model [Mayr et al., 2014] 1 

Model for optimizing technical debt [Ramasubbu and Kemerer, 2013] 1 

Finance and accounting practices [Conroy, 2012] 1 

 The number of published papers per year discussing management strategies was also 
investigated. In 2010, no management strategy was identified in any published paper. Only a 
handful of TD management papers were published in 2011, introducing such ideas as cost-benefit 
analysis and portfolio management. In 2012, the number of papers, and the number of newly 
introduced management techniques, exploded, with 16 papers published that year. In 2013, a total 
of 10 TD management papers were identified. Finally, in 2014, the number of papers exploring TD 
management was also high reaching 17 papers. 

 
5.3.1 Evaluation Studies 
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 Figure 10 shows the number of papers on management strategies and the type of performed 
evaluation. It can be observed that the studies are concentrated on case study method. Besides, not 
all strategies were evaluated. This implies that most of the proposals in the TD management area 
still require more experiments, so that their benefits and limitations can be known with increased 
confidence. 

 

 

Figure 10. Papers by management strategy and type of study. 

5.3.2 Software visualization techniques  

As can be seen in Figure 11, 22 of the 100 primary studies proposed software visualization 
techniques in the context of TD management. The most proposed visualization techniques were 
dependency matrix, bar graph, and pie chart format. One opportunity that arises here is to 
investigate different types of software visualization techniques already proposed in other contexts in 
software maintenance and evolution [Novais et al. 2013], and adapt them to manage TD. 

 

 

Figure 11. Types of software visualization techniques proposed to manage TD. 
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 In complement, the most common type of platform proposed to display visualizations is the 
spreadsheet (with 15 citations). Automatic tool had only 7 citations. This is interesting in contrast to 
results of software visualization for TD identification, which shows that automatic tools are more 
prevalent and that papers describing visualization for TD identification are many fewer than those 
for TD management. This kind of manual solution, a spreadsheet, is far from ideal, as it requires a 
lot of effort to record the data extracted from the software project and keep it up-to-date. 

6. Discussion 

 In this section, we compare our results to those of other secondary studies in this area, 
discuss and synthesize the results presented in section 5, and present the implications of these 
results for both researchers and practitioners. 

6.1. Comparison to related work 

 In this section, we will discuss how this work differs from the related work introduced in 
Section 2. Table 6 shows the correspondence among the research questions found in each study. 

 Regarding “(Q1) What are the types of TD?”, there is a partial overlapping among the 
studies. The overlapping is associated with the goal of the question, but looking into the results 
from each study, it is possible to observe a complementary relationship between them. Tom et al. 
(2012) classified debt into seven elements and, after, Tom et al. (2013) categorized them into five 
dimensions. The work of [Li et al., 2015] and our mapping study have 10 types in common but 
differ on 5 that were only identified in this work. Figure 12 represents the intersection among the 
studies. Thus, our proposed taxonomy complements other relevant categorizations of TD performed 
in the last years [Tom et al., 2013][Li et al., 2015]. However, the identified types of debt still 
require some sort of evaluation by the research community and software practitioners.  
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Figure 12. Intersection among the studies for Research Question 1 (types of TD) 

 The goal of our second research question, “(Q2) What are the strategies 

proposed to identify TD?” and its sub-questions (Q2.1, Q2.2, and Q2.3) is not addressed 
by any of the other secondary studies. 

 For “(Q3) What strategies have been proposed for the management of TD?”, 
both the goals and results of each study are different. Ampatzoglou et al. (2015) 
presented a list of finance-based TD management strategies. In comparison to our work, 
we reached a more comprehensive list of management strategies (including the 
strategies found by Ampatzoglou et al. (2015)) because we considered any TD 
management strategy. The work of Li et al. (2015) identified activities that are 
performed (for instance: TD identification, repayment, prevention, communication, and 
monitoring) to manage TD. Our work focuses on strategies that have been proposed to 
support the TD management (for instance: cost-benefit analysis, portfolio approach, and 
SQALE Method). Thus, this research question has a strong complementary relationship 
among the studies and weak overlapping between them as can be seen in Table 7. 
Besides, our research question “(Q3.2) Which software visualization techniques have 

been proposed to manage TD?” does not overlap with any of the research performed in 
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the other related work. 

Table 7. Intersection among the studies for Research Question 3 (TD Management) 

  Our 
Mapping 
Study 

[Ampatzoglou 
et al., 2015] 

[Li et al., 
2015] 

T
D

 M
a

n
a

g
em

en
t 

A
p

p
ro

a
ch

es
 

Cost-Benefit Analysis x x  

Portfolio Approach x x  

Options x x  

Analytic Hierarchy Process x x  

Calculation of TD-Principal x   

Marking of dependencies and Code Issues x   

Debt Symptoms Index x   

Empirical Model of Technical Debt and 
Interest 

x x  

Formal Approach to Technical Debt Decision 
Making 

x   

Game Theoretic Competitive Source Control 
Approach 

x   

Measuring symptom severity on a smell 
thermometer 

x   

Metric for Managing Architectural 
Technical Debt 

x   

RE-KOMBINE Model x   

SQALE Method x   

Supply Chain Management x   

Framework for Estimating Interest x   

Managing TD in database schemas x   

Benchmarking-Based Model x   

Model for optimizing technical debt x x  

Finance and accounting practices x x  

T
D

 

M
a

n
a

g
em

en
t 

A
ct

iv
it

y
 Prevention   x 

Communication   x 

Representation/Documentation   x 
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Repayment  x x 

Monitoring  x x 

Prioritization  x X 

Measurement  x X 

Identification  x x 

 Regarding “(Q2.1 and Q3.1) Which empirical evaluations have been 

performed?”, there are no similar research questions in the other studies. However, we 
analyzed each of the other studies more closely in order to identify possible 
intersections. Li et al. (2015) was the only study that took into consideration if the 
identified technique had been evaluated. The authors used this information to represent 
a general view of the evidence levels of their selected studies. In contrast, in our work 
we used this information to characterize the level of confidence we have about TD 
indicators and TD management strategies. 

 Finally, the mapping study presented in this work considers papers published up 
to 2014. Specifically, this means 27 additional papers published in the last year selected 
for analysis. 

6.2. Synthesis of the results 

 In this section, we present a discussion of the results. The objective of this 
systematic mapping was to identify strategies that have been proposed to identify or 
manage TD in software projects. For this, we analyzed 100 studies in order to identify 
types of TD, strategies proposed to identify them, and strategies proposed to support 
their management.  

 In order to consolidate the results achieved in the mapping, Figure 13 details the 
relationship between the number of analyzed papers by subject (indicators, artifacts, 
data sources, management strategy, and software visualization), the types of TD and the 
number of performed empirical studies. Through this figure, one can observe that most 
studies deal with TD at the source code level, i.e. design, defect, code and architecture 
debt (i.e. in the upper left area of the bubble chart). 

It is also possible to observe that there is debt throughout the whole lifecycle of 
the project. Thus, ensuring the quality of the project’s source code is not the only way to 
enhance project quality. However, despite many types of TD, much of the work focuses 
on studying existing problems in the source code.  The emphasis on source code in TD 
research may be explained by the fact that there are already a set of metrics and 
automated support tools to extract information that can be used as indicators of TD (e.g. 
ASA Issues, Code Smells, among others). Another possible explanation is that the body 
of knowledge in TD is still consolidating itself. For example, the TD types 
infrastructure, process, service, and test automation debt were only first cited in 2013. 
These newer types are not yet fully vetted by the community. Thus, it is too soon to say 
whether these newer types will be accepted as “real” types of TD, or a case of stretching 
the metaphor too far. If they appear to be useful categorizations of debt, then work will 
proceed on developing indicators and tools and techniques to use those indicators. 
Management of these new types of TD will then be addressed.  

We were able to identify several studies on strategies to manage TD. However, 
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although this is a considerable number, only five strategies (Portfolio Approach, Cost-
Benefit Analysis, Analytic Hierarchy Process, Calculation of TD Principal, and 
Marking of dependencies and Code Issues) were cited in more than two papers and few 
of them were evaluated. This shows that most of the authors propose new strategies, but 
few are conducting studies to evaluate their real applicability. 

 We can also see in Figure 13 that there are still few studies conducted on using 
software visualization techniques to support TD related activities. However, we believe 
that the use of software visualization techniques can facilitate the work of identification 
and management of TD in the evolution of software projects. 

 

Figure 13. A visualization of the systematic mapping in the form of a bubble chart 

Furthermore, when looking at the right side of the graph in Figure 13, where the 
empirical studies in the area are presented, we can see that our knowledge regarding the 



32 

 

real benefits and limitations of what has been proposed by the research community is 
still limited. Figure 14 summarizes the number of studies by research topic. The 
categories used to group the research topics were extracted from the goal of each 
analyzed empirical study: 

● Evolution: research that investigates the behavior of the TD items during the 
evolution of the software; 

● Identification: studies whose focus is on the definition of processes/activities 
and indicators that allow the discovery of TD items in software projects; 

● Management: papers that propose strategies to measure the quantity and value 
of incurred TD, as well as criteria to define the best moment to pay the debt; 

● Perception of TD: studies that investigate TD in a more generic perspective, 
dealing with issues such as the developer’s perception of TD. 
 

 Our results show that there is a balance between efforts aimed at the evaluation 
of TD management and TD identification strategies. This result is expected, since these 
activities are the first ones that the development team has to consider when servicing the 
debt in its projects. However, little effort has been spent on studies related to the 
evolution of debt during the development and maintenance of the project. 

 

 

Figure 14. Papers by research topic. 

6.3 Implications for Practitioners and Researchers 

 This mapping study has primarily focused on facilitating and guiding future 
research in TD identification and management. However, our results have important 
implications for practitioners as well, particularly those looking to the literature for 
guidance on how to manage TD on real projects:   

 TD can be found in many different artifacts produced during the software 
development process. As consequence, a variety of strategies must be employed if 
the goal is to find all types of TD that might have a negative impact; 

 There are several indicators for each type of TD. So developers have choices 
when defining a strategy to identify and track TD in their projects, and should define 
criteria for choosing indicators; 
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 Visualizing TD through software visualization techniques is still a hard task due 
to the lack of support tools and research; 

 Most research regarding TD identification is code-related. This could suggest 
that focus on TD identification activities considering, initially, code-related debt 
(code, design, and architecture debt) would make sense. However, this must be 
assumed to be a risk because debt can be hidden in the project in different ways (not 
only code-related) and non-code-related debt can bring significant negative impacts 
to the project. Thus, our suggestion is to avoid the temptation to limit the focus to 
code-related debt; 

 We also have identified several TD management strategies. Most of them still 
require further investigation and empirical evaluation. However, they can be a good 
starting point for customizing or defining a TD management strategy for a real 
software project. 

 For researchers, the findings of this mapping study point to the following 
implications: 

 There are different types of TD and some indicators for each of them, but we 
have not identified any evidence on how to use this set of information to guide 
initiatives of TD identification in real settings. Despite progress in different areas of 
TD, there is still a need to take a look at the big picture and investigate holistic 
strategies to managing TD effectively in the software industry; 

 Despite the fact that software visualization has been shown to benefit the 
process of software understanding, there is still little investigation relating TD and 
software visualization; 

 Few empirical studies have been performed in real settings. This is an indicator 
that, for some areas, we still do not fully understand all the costs or benefits of the 
proposed TD indicators and management strategies. Many of these proposals require 
deeper investigation. Some of them were just cited in some papers; 

 Research on TD is highly concentrated on a few types of debt (design, 
architecture, code, and defect) while other types are currently under-investigated. 
This shows a clear gap that could be explored in the coming years. 

 Our results clearly show an active and fruitful area of investigation that is 
continuing to grow and is still in need of maturation, in terms of consolidating concepts 
and empirically validating new proposals. In order for this body of work to present a 
useful contribution to practice, the research community must find ways to guide 
practitioners to those strategies most likely to be helpful in a particular context, and to 
adapt those strategies to a given situation. 

7. Threats to validity 
The results of this systematic mapping may have been affected by some threats to 
validity, such as: 

● Research Question: The defined research questions in this study may not cover 
the entire area of TD. To address this risk, the defined questions were analyzed 
by at least two researchers, one of whom acted as an external reviewer of the 
protocol. In addition, the protocol was presented at the 1st Latin American 
School of Software Engineering6 and evaluated by at least two other 
independent researchers. All comments were considered in defining the final list 

                                                           
6 www.inf.ufrgs.br/elaes2013 
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of research questions. 
● Publication Bias: It is difficult to ensure that all relevant work was returned as 

results in the performed searches. To minimize this threat, the main digital 
libraries in computing were considered. 

● Search string: There are two main concerns regarding the search string. Both 
are related to the using of the term “technical debt” as part of the search string: 

o First, there are potentially some relevant studies published before 
the term “technical debt” was widely used. For example, god classes (a 
type of code smell) are considered a good indicator of design debt, but 
they existed before they were associated with design debt. Thus, there 
are some papers discussing god classes that do not mention TD in their 
text (and so are not included in our mapping study). However, the scope 
of this mapping study was limited to how those subjects have been 
discussed from the point of view of TD. Thus, rather than presenting a 
comprehensive view of what the technical literature has said about god 
classes, we were interested in how the research community relates god 
classes and TD; 
o Second:  there is a risk of excluding some papers that just use the 
term “debt” or a particular type of debt without using the term “technical 
debt”. To investigate the extent of this risk, before performing the search 
in this study, we tested the search string using the string ("debt" AND 
"software”). The result was too generic and returned a substantial 
number of papers (for example, 1738 and 5032 papers in digital libraries 
ACM Digital Library and Science Direct respectively) that were not 
related to the research goal. On the other side, for the search using the 
terms (“technical debt" AND "software"), the results were more 
restrictive (152 in ACM Digital Library and 34 in Science Direct). We 
took both datasets and did a manual search to evaluate if the more 
restrictive string was causing the loss of any relevant study. The result 
was negative. Despite the fact that we do not have any guarantee that this 
manual search is 100% accurate, we believe that it indicated that we 
could use the more restrictive search string. 

● Data Extraction: it is difficult to ensure that all the relevant primary studies 
were selected for this mapping or that the returned studies were appropriately 
analyzed. To reduce this risk, the classification and extraction of information 
was performed by at least two researchers. 

 

Finally, it is also important to consider that the term TD is new. Papers began to 
be published recently. On the other side, related research may have been performed 
before. As this is a complex variable to be assessed and cannot be easily controlled, in 
this study we chose to only consider studies if they were developed by the research 
community from the TD perspective. 

8. Concluding remarks and future work 

The goal of this work was to conduct a systematic mapping of the literature to 
investigate strategies that have been proposed to identify and manage TD in the 
software lifecycle. Therefore, through the mapping it was possible to provide a 
comprehensive view about the current state of TD research. 
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 We have identified 100 primary studies, covering strategies, techniques and/or 
tools for dealing with TD in software projects. These strategies vary in terminology, 
descriptions, artifacts, indicators, management strategies, empirical studies, data 
sources, and software visualization techniques to identify and/or manage the TD. We 
summarized the results and created a spreadsheet for organizing and analyzing the 
collected data. At the end, we provide the following contributions:  

(i) an improved version of the taxonomy published previously in [Alves et 
al., 2014]; 

(ii) a list of indicators used to support the identification of TD;  
(iii) a list of proposed TD management strategies;  
(iv) an analysis of the types of empirical evaluation performed on the studies;  
(v) a list of data sources used in TD identification activities;  
(vi) a list of software visualization techniques used to identify and manage 

TD.  

 Moreover, we have characterized the current state of the art in TD by identifying 
possible gaps and topics where new research efforts can be invested. 

 The study shows growing interest of researchers in the TD area. Further, the 
number of new proposals for TD indicators and types is also growing. However, 
empirical evaluation of these new proposals is lagging behind. This indicates that the 
TD research area is in a phase of expansion and innovation, but just beginning a phase 
of careful evaluation and narrowing down the field to the most effective practices. 
Further, new proposals for types of TD raise the need for new proposals for indicators 
to help find those types, and management strategies to control them. Thus, despite a 
good number of proposed strategies, it is necessary to conduct further studies in the area 
to investigate new techniques and tools that could support developers with the control of 
TD. In addition, is necessary to carry out more empirical studies to validate the 
strategies that have been proposed. 

 In our future research agenda, we will work with the research gaps identified in 
this paper. We intend to evaluate the proposed taxonomy by the research community 
and software practitioners. We also intend to combine the evidence identified in this 
work with new theories and empirical studies developed by our research group in order 
to design new methods and tools to support TD identification and management 
activities. 
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