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Identification of Bitmap Compression History:
JPEG Detection and Quantizer Estimation

Zhigang Fan and Ricardo L. de Queir@enior Member, IEEE

in raster bitmap format only, so that processing is to be carried Previous Image Processing
without knowledge of past operations that may compromise image (may include compression)
quality (e.g., compression). To carry further processing, it is useful
to not only know whether the image has been previously JPEG
compressed, but to learn what quantization table was used. This

is the case, for example, if one wants to remove JPEG artifacts

Abstract—Sometimes image processing units inherit images ‘

i L Raster image

or for JPEG re-compression. In this paper, a fast and efficient Image processing module or driver

method is provided to determine whether an image has been

previously JPEG compressed. After detecting a compression » Compression [ Rendering
signature, we estimate compression parameters. Specifically, we detection ?"‘?"‘j‘
developed a method for the maximum likelihood estimation of Quantizer Artifact removal procesting
JPEG quantization steps. The quantizer estimation method is » estimation #orrcfcomprcssmn g

very robust so that only sporadically an estimated quantizer step
size is off, and when so, it is by one value.

Index Terms—Artifact removal, image history, JPEG compres- Fig. 1. Image processing module receives the bitmap image and processes it.
sion, quantizer estimation. In order to remove possible artifacts, it first has to determine whether the image
has been compressed in the past and estimate its quantizer table. The information
is, then, used to remove possible compression artifacts. We are only concerned
with the “compression detection” and “quantizer estimation” operations.

. INTRODUCTION

I N SEVERAL situations, images are processed as bitmaps, Fig. 1, the image received by the processing module is a
without any knowledge of prior processing. It typically happitmap. We first detect if the image has been compressed. In this
pens when the image processing unit inherits the image data 88 8er we are only dealing with JPEG [1] compression of mono-
bitmap without any side information. For example, imaging r¢hrome images, hence the only useful compression parameter
lated drivers in operational systems may receive a bitmap imaggt affects the image quality is the quantizer table, i.e., the quan-
withinstructions for rendering it at a particular size and positiofzer step sizes applied to the discrete cosine transform (DCT)
but without further information. The image may have been prepefficients. The quantizer table is estimated from the uncom-
cessed and perhaps compressed. It might even contain seyeggsed raster data and this information can be made available
compression artifacts. All these facts are unknown to the imagean artifact removal routine. Frequently, algorithms to remove
processing unit. If one wants to ensure that image is rendergseG artifacts use the quantizer information to estimate the
in good conditions, it is desirable to understand the artifacts thgount of distortion caused by quantization so that over-blur-
image mighthave, i.e., itis desirable to know a bit of the imagerfg can be avoided. There are several alternatives for JPEG arti-
“history.” Particularly, we are interested in detecting whethqgct removal. The method recommended in [1] as well as those
the image has ever been compressed using the JPEG stanglargh_[9], serve as good examples. Particularly, we favor the
[1]. Furthermore, we would like to know what quantizer tablegnplementation of [3], [4], but we are not concerned with arti-
were used. This is quite important for a few applications. For eyt removal techniques here. We are only concerned with the
ample, in removing artifacts, most of the artifact removal alg@teps of detecting a previous JPEG compression and estimating
rithms [2]-[9] require the knowledge of the quantization tablgne quantizers used.
In another application, if one knows the quantizer table, itis pos-|, this paper, a method for the maximum likelihood estima-
sible to avoid further distortion when recompressing the imaggsn (MLE) [10] of JPEG quantization tables is presented, where
The situation is illustrated in Fig. 1. the only information available is a bitmap of the decoded image.
The method is used in conjunction with a very simple and effi-
cient method to identify if an image has been previously JPEG
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spectively. The blocking signature measure that we use is the
energy of the difference between histograms, i.e.,

K =Y |Hi(n) = Hrr(n)]. )

K can be compared to a threshold or given as a confidence pa-

rameter. Fig. 3 serves to illustrate the method. Fig. 3(a) shows

histogramdi;(n) andH(n) for a typical image without com-

F pression, while Fig. 3(b) shows the same after the image un-

H derwent compression with QF 75 (recommended for excellent

image quality [1]). The absolute histogram differendés(n)—

Hipr(n)| are shown in Fig. 3(c). In facks is related to the area

under the curves in Fig. 3(c).

Fig. 2. For each block the numbef8 = |4 — B — C' + D|andZ” = Commonly, the grid origin is the same as the image origin

|E—F— G_+ H| are computed, i.e., involving same pixel pattern but spannlnﬁ . - . . . -

or not multiple blocks. oint. This is generally the case if there is no image cropping
or pasting. In case one wants to find the grid {letm, n)} be

the image pixels, then the grid origin can be chosen as the pair

A simple method to detect previous JPEG compressionispig;, 4)|0 < p < 7,0 < ¢ < 7} that maximizes,,, where
sented in Section II. A suitable likelihood function for the esti- -

mation of the quantizer steps is discussed in Section Ill, whifées = Y _ > [4(8i +p, 8] +q) — y(8i +p, 8 + ¢+ 1)
the MLE method is presented in Section IV. Reports of exper- (I
imental results are presented in Section V and the conclusions ¥(8i +p+1,8j +¢q) +y(8i +p+ 1,8+ g+ 1)[. (3)

Q=

of this paper are presented in Section VI. In other words, the grid should be aligned with the positions
where the horizontal and vertical neighbor differences, in a pe-
II. DETECTING JPEG ©MPRESSION riodic displacement, are at their maximum. If there is no com-

] ] ) o ) ' pression and, therefore, no blocking, &l}, in (3) should be
The first step in the identification of the image’s compressimiiar and the grid origin will be picked randomly.

sion history is to identify if the image has been compressed. Werpere are alternatives to simplify the grid location proce-
are just concerned_wnh JPEG_ compression and artlfgcts c_ierl\ée(ge’ for example by selecting a few image rows and columns in
from block based image coding. We look for blocking signgsrqer to perform the summation. There are many ways to detect

tures in the image as an evidence of JPEG compression. SHTE)‘cking; the proposed computationsf(i, j) andZ” (i, j) is
ilar ideas have been used before. For example, the method & one instantiation.

[5] examines harmonics of the Fourier transform over blocks
0f 32 x 32 pixels in order to estimate the "blockiness™ presenfy | ¢\ \11o0p FUNCTION FORQUANTIZER STEPESTIMATION
in the image. Another method [6] estimates blocking artifacts _ _ _
by simply comparing the gradient at the border pixels with in- Given that the image has been detected as being previously
terpolated (projected) gradient values. In both cases, detectifgnpressed using JPEG, we would like to estimate the quan-
blocking artifacts is necessary since they are concerned with figer table used. In this section, we analyze the probability dis-
mo\/ing the artifacts. In our case, we do not carry this Step_ Wé)utlon function of the DCT coefficients and formulate a likeli-
are only interested in a binary decision on whether or not theod function. We assume that the elements of the quantization
image has been compressed. Hence, algorithms that are BBR8irix are integers, as this is almost always true for transform
simpler and more robust can be applied. coders and is certginly true _for JPEG. . .
Even “light” compression may leave small but consistent JPEG compression is typically performed in three steps: dis-
discontinuities across block boundaries. The proposed mettfggte cosine transform (DCT), quantization, and entropy coding.
detects images compressed with QF as high as 95. The ideAtithe decoding side, the_processe_s are reversed. The data are en-
very simple: it assumes that if there is no compression the pi%EPy decoded, dequantized, and inverse transformed (IDCT).
differences across blocks should be similar to those within!t was reported that the DCT coefficients typically have a
blocks. Assume the block grid is known. We then compute @aussian distribution for DC component and Laplacian distri-

sample of differences within a block and spanning acrossPHtions for AC components [1], [12]. In the quantization step,
block boundary, as illustrated in Fig. 2. For each blgckj) the DCT coefficients are discretized. They are recovered in the

we compute dequantization step as the multiples of quantization intervals.
Specifically, if Y (m, n) denotes thé¢m, n)th component of a
o by dequantized JPEG block in the DCT domain, it can be expressed
Z'(i, j) =|A=B=C+D|  2"(i,j) = |E-=F=G+ H|  askq(m, n), whereg(m, n) is the(m, n)th entry of the quan-
(1) tizationtable, and is an integer. Fig. 4 shows a typical discrete
histogram ofY’(m, n) for all the blocks in an image. Non-zero
where A through H are the values of the pixels in the posientries occur only at the multiples gfm, n). The envelop of
tions depicted in Fig. 2. Next, one computes the normalizélde histogram is roughly Gaussian for the DC component and
histogramsH;(n) andHyr(n) of the Z’'(i, j) andZ” (i, j), re- Laplacian for the AC components.
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Fig. 4. Histogram ofY(0, 1)| for image Lena¢(m, n) = 6), which is
formed by spaced peaks. The envelope, which has an exponential decay is only
included as a reference.

decompression. Theoretically;(m, n) can be re-calculated
from the decoded image block, since IDCT is reversible.
Nevertheless in reality, the DCT of the image block usually
generatest*(m, n), which is not exactlyY (m, n), but an
approximated version of it.

There are mainly two sources of errors. Both of them were
introduced during the IDCT calculation. First, the pixel values,
typically integers, are rounded from real numbers. Second, any
number greater than 255 or smaller than O for a pixel value,
which is normally limited to 8 bits, is truncated to 255 or 0, re-
spectively. The truncation errors can be very significant, partic-
ularly at low bit-rates. Furthermore, they are difficult to model.
Fortunately, they occur only in a small percentage of blocks and
these blocks can be detected. We will discuss the treatment of
these blocks in Section IV. In this section, we assume all the
blocks are not truncated, and we will focus on rounding errors.
If we assume the rounding error for each pixelis an independent,
identically distributed, random variable with a uniform distribu-
tion in the range of—0.5, 0.5), then the Gaussian distribution
will be a natural candidate for modeliig*(m, n) according
to the Central Limit Theorem. The mean and the variance of
the distribution can be calculated ¢, n) and 1/12, respec-
tively. With the exception of uniform blocks, which will be dis-
cussed later, our simulation have shown that the Gaussian model
is fairly reasonable. Although the data distribution has shorter
tails than the Gaussian distribution, it fits the model very well
when the deviation is small. At the tail part, we can show that
|Y*(m, n) — Y (m, n)| is limited. The reason is fairly simple.
As the rounding error for each pixel does not exceed 0.5, the
total rounding errofY*(m, n) — Y/ (m, n)| is bounded by

[Y*(m, n)=Y (m, n)| < B(m, n)
=Y;1,0.5¢(j)c(k)| cos((2j4+1)mm/16)
-cos((2k + 1)nm/16)| 4

wherec(j) is2-1/2 for j = 0 and is 1 otherwise. The right hand
side of (4) can be simplified as

Fig. 3. Histogram of neighbor differences comparing region | (within block)

and Il (across blocks). (a) No compression is applied to image. (b) Moderate
compression is applied to image (IJG code with quality factor 75). (c) Difference

in histograms (I and 1) for both cases.

Once the histogram af (m, n) is established, the estimation
of g(m, n) is fairly straightforward. Howeve®(m, n) only
exists as an intermediate result. It is typically discarded after

B(m, n) = D(m)D(n) (5)

where
2,
D(m) = < 2cos(m/4),
2 cos(m/4) cos(m/8)

form=0,4
form=2,6 (6)
for m odd.

?
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Based on the above analysis, if we assume the statistic$ of
are independent for each image block, the likelihood function
can be established as

L(g) = _log{p[Y7; ql} (10)

where the index refers to thesth block and the distribution of
Y is given in (8). The MLE of; can then be formulated as

400‘ :
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Fig. 5. Histogram ofY*(0, 1)| for image Leng¢(m, n) = 6). As in the *
case of Fig. 4, the decaying envelope is included only as a reference. = arg;nax {Z log {Z[G(YS —rq— kq)]}
s k
Consequently, we assum& (m, n)| Y (m, n) has a modi- +> logpy [rsq]} (12)
fied Gaussian distribution. It has a Gaussian shape in the range s
of £B(m, n), and is zero outside the range. Specifically There are two terms in the optimization. The first term fits the
. dataY;* to the multiples of;. The second one, which matches
plY™(m, n) [Y (m, n)] the overall DCT distribution can be further calculated as
=G[Y*(m, n) = Y(m, n)] i !
’ ’ lo rs(m, n)q] = Nlogq+ Constant 12
0 Y - Y*| > B(m, n) Z g py [rs(m, n)q] gq (12)
= —6(Y-Y")? (7)  whereN is the total number of blocks used in estimation. Con-
7 else sequently, (11) becomes

whereZ is a normalizing constant. . *
For a block with uniform intensity, whedé(m, n) is nonzero a(m, n) = arg ax {Z log {Z[G(YS T kq)]}
only for the DC term, the rounding errors for all the pixels in ° ,
the block have the same value, and are highly correlated. As a + Nlogq} . (13)
result, the Central Limit Theorem and the Gaussian model are

no longer valid. In fact, in these blocks,"(m, n) has a zero  From another point of view, the second term in (13) provides
value for all AC coefficients and a uniform distribution for they penaity for a smalleg. Suppose, = mq,, wherem is a

DC. As it will be explained in Section IV, the uniform blocksygsitive integer. It is always true that the first term in (13) is
are not considered in the estimation process. We assume thatdnsmaller forg = ¢; than itis forg = g». In other words, it

the following discussion all the blocks are nonuniform. is biased toward a smallet This bias is compensated by the
Excluding the uniform blocks and the blocks with trungecond term.

cation, the distribution ofy’(m, n) is shown in Fig. 5. It \ye have so far assumed tHat is a real number. Practically,

is a blurred version of Fig. 4. The discrete lines in Fig. ¢he outputs of many DCT routines are integers. Also, as it will

becomebumpsof Gaussian shapes in Fig. 5. Thelsemps e shown in the next section, approximatirig with an integer

remain separated if the quantization interval is not too smaflo,id result in simpler calculations. If we dendté as the in-

i.e., g(m, n) > 2B(m, n). They may touch each other ifeqer rounded fromy*, the probability function foi” can be
q(m, n) < 2B(m, n). The probability function ot (m, n)  gptained as

for givenq(m, n) can be determined as (for simplicity, we will Y105
drop the index(mn, n) for rest of this section and for the first P[Y’; q] = / plY, qldY
Y

part of the next section) 1-0.5
Y'+0.5
YY" d =Y G —(r+Rdprlrd @ = /, oo 2 G = ra—hdpyfraldY. - (14)
k Yk

The likelihood maximization becomes
where

q(m, n)

r = round[Y* 9 yeos
ound[Y™*/q] ®) :argmax{Zlog{/} Z[G(Y—rq—k‘q)] dY}
a s k

and the functior(.) is given in (7). AsG(.) is zero beyond the 05

range of — B, BJ, there is only one nonzero term in the summa-

tion in (8) forq > 2B. For a smally (¢(m, n) < 2B(m, n)), + Nlogq} : (15)
there will be a few terms. The summation is then over all integers
k such that- B < kq < B. The first factor in (8) characterizes
thebumps The second factor, which represents the envelop, has IV. MLE ALGORITHM

roughly a Gaussian (for DC) or a Laplacian (for AC) distribu- In this section, we describe the algorithm that calculates the
tion. MLE estimation. First, we detect two kinds of image blocks:
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TABLE |
VALUES OF K’ FOR SEVERAL IMAGES AND QUALITY FACTORSUSING THE PROPOSEDALGORITHM. BY THRESHOLDING THEVALUES TO 0.25 ONE CAN
DETECT JPEG ®OMPRESSEDIMAGES WITH SOME CONFIDENCE VALUES OF ' > (.25 ARE HIGHLIGHTED. NOTE THAT WITH THIS
THRESHOLD, DETECTION ISPOSSIBLEWITH QUALITY FACTORS ASHIGH AS 90

Image Orig Q100 Q90 Q70 Q50 Q30 Q10

Baby 0.0779 0.0889 0.3998 0.7072 0.7982 0.9058 1.1212
Barbara 0.1106 0.1131 0.4732 0.6795 0.7581 0.8597 1.1073
Chapel 0.0484 0.0468 0.5243 0.6330 0.7351 0.7863 0.8758
Cameraman 0.2279 0.2258 0.6171 0.6878 0.8085 0.7555 0.7971
Kids 0.0266 0.0315 0.5943 0.9024 1.0789 1.2194 1.2409
Lake 0.0506 0.0496 0.1855 0.4167 0.5106 0.5868 0.8100
Lena 0.0844 0.0678 0.6359 0.9514 1.0343 1.1013 1.1232
Mixed 0.0967 0.1071 0.3341 0.5213 0.7133 0.7921 0.8987
Shaver 0.0355 0.0897 0.6339 0.6844 0.5876 0.5434 0.5790
Wine 0.1169 0.0978 0.1794 0.3527 0.4689 0.5820 0.8743

uniform blocks and those with truncation. For each image block, Estimation %

we find the maximum and the minimum values of the block. If ‘g) =

the maximum value is 255 or the minimum value is 0, the block 0 -

may contain truncated pixels. If the maximum value is equal to
the minimum value, the block is uniform. Both kinds of blocks
are excluded from further processing.

The data in the remaining blocks are used for MLE estima-

Correct

.
N

“~__ Undetermined

3 B8E38Y

tion. Neither the likelihood defined in (13) nor its integer ap- \\
proximation (15) can be optimized analytically. However, nu- oL Error I
merical complexity can be significantly reduced in maximiza- © 20% 40 % 60 ™ 80 * 100
tion of the integer version (15). IJG Q factor

It can be easily shown that the probability function given in. ) o )
Fig. 6. Performance evaluation. Percentage of correct estimation is very high

(14) depends Only obr’ — rq, which isY” modulated byl- If and of error is very low. Undetermined coefficients are those which did not
we denoted = Y’ — rq, d can assume only distinguished exist in the image (likely eliminated by quantization) preventing any quantizer
values. As a result, the probability function for eagivalue estimation. Seven images were tested so that for each QF, 448 step sizes are
can be pre-calculated, and we only have to count the numlgét}mated'
of occurrences wheth assumes each of thedifferent values. wheret(m, n) is the(m, n)th entry of the standard quantiza-
To further minimize the computation, not all possible valuei#on table and is the scaling factor. In this case, we only need
are tested in maximization of. If a histogram is built fgf, to estimate?). This can be performed by maximizing the joint
peaks can be found at the multiplesgoiNormally, the highest likelihood, which is the product of formula (15) over all the en-
peak outside the main lobe (0 and its vicinity) corresponds tdes (m, n). However, a simpler, but equally powerful method
q or one of its multiples. Based on this observation, we restrigkists. We can first estimate, using (15), a few “reliable” entries
the search to b€, Q + 1,  — 1 and their integer fractions, that|Y(m, n)|s are not too smalk) is then simply obtained
where( is the highest peak outside the main lob& ¢ B). from these entries as
For example, i) is found to be 10, optimization in (15) will be Q* = ¢*(m, n)/t(m, n). (17)

calculated fog = 1, 2, 3, 5, 9, 10, and 11. If a conflict occurs, i.e., different entries give different estima-

For a particular coefficientn, n), itis possible that no peak tion, a joint likelihood optimization may follow. Otherwise, (17)

?S detected outside the m.ain Iope. This oceurs ‘Mmg(m.’ )| serves as the final estimation, and the quantization matrix can be
is small for all the blocks in the image. Typically, the h'Stogra%trieved using (16)

decays rapidly to zero without showing any periodic structure.

The data contain little or no information abogtm, n). The

estimation fails in that case amn¢mn, n) is declared to be “un-

determined.” The detection algorithm was tested using various images and
This estimation algorithm can also serve as another method6'S and results are shown in Table I. For a given threshold

determine if the image has been previously JPEG compresséd. found empirically atl’x = 0.25, we can detect most com-

If all the quantization levels are estimated to be 1, it is a gofi€Ssed images with QF as high as 90.

indication that the image has not been JPEG compressed. The estimation algorithm was tested on images compressed

Itis fairly common that the quantization table used is ascak%th di_fferent quanti_zati.on matri(;es. When assgmption (16) is
version of a “standard” table, for example the JPEG baselil ed, i.e., the quantization table is a scaled version of a standard
table. In other words ’ table, then the estimation provided correct results in all exper-

iments without a single error. However, when the scaling as-
q(m, n) = Qt(m, n) (16) sumption was dropped, occasional errors occurred at very low

V. EXPERIMENTAL RESULTS
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