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Abstract

With the growth of power system interconnections, the economic drivers
encourage the electric companies to load the transmission lines near their
limits, therefore it is critical to know those limits well. One important
limiting issue is the damping of inter-area oscillation (IAO) between groups
of synchronous machines. In this Ph.D. thesis, the contribution of power
system components such as load and static var compensators (SVC) that
affect the IAO of the power system, are analysed. The original contributions
of this thesis are as follows:

1-Identification of eigenvalues and mode shapes of the IAO:

In the first contribution of this thesis, the eigenvalues of the IAO are
identified using a correlation based method. Then, the mode shape at each
identified resonant frequency is determined to show how the synchronous
generators swing against each other at the specific resonant frequencies.
2-Load modelling and load contribution to damping:

The first part of this contribution lies in identification of the load model
using cross-correlation and autocorrelation functions . The second aspect is
the quantification of the load contribution to damping and sensitivity of
system eigenvalues with respect to the load.

3- SVC contribution to damping:

In this contribution the criteria for SVC controller redesign based on
complete testing is developed. Then the effect of the SVC reactive power on
the measured power is investigated.

All of the contributions of this thesis are validated by simulation on test
systems. In addition, there are some specific application of the developed
methods to real data to find a.) the mode shape of the Australian electricity
network, b.) the contribution of the Brisbane feeder load to damping and c.)
the effect of the SVC reactive power of the Blackwall substations on the

active power supplying Brisbane.
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Chapter 1: Introduction

Chapter 1: Introduction

1.1 Significance and Motivation of this Research

Due to the expansion of loads in power systems and increasing the power
system interconnections, the economic drivers encourage loading the
transmission lines near their limits. Therefore, it has become more important
to know those limits well. One limiting issue is the damping of inter-area
oscillations (IAO) between groups of machines.

In a multi-machine power system, rotor angle stability or in short, angle
stability refers to the ability of the power system to maintain
synchronization. In a power system, the rotors of all of the machines must
be synchronised. This implies that the frequency of stator currents and
voltages of all of machines must be the same [1]. In the steady state
condition, the input mechanical power is equal to the output electrical power
in each machine and speed is kept constant. If a perturbation, such as load
changes, occurs in the power system, the equilibrium point would not be
maintained. Consequently, for a short time the rotor angle of the generators

will change.
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In other words, accelerations can occur when there is lack of equality of
input and output power for each generator. Because the acceleration of the
rotor depends largely on angle differences, the oscillations can occur. There
are two types of modes in the TAO: local and inter-area modes. Local modes
are associated with the swinging of one generator against the rest of the
system. In the inter-area modes, generators in one area swing against the
generators of the other area [2].

Lack of sufficient damping torque causes the amplitude of the oscillatory
modes to increase and this could result in excessive power oscillations.
Therefore, understanding the TAO is essential in power systems studies. An
important component of this is the determination of the effect of power
system components such as load and static var compensators (SVC) on
damping of the IAO. Accurate identification of these effects leads to more
reasonable and reliable decision making during normal and emergency
situations. The importance of the estimation rises as the complexity of the
network increases. By increasing the TAO damping, the stability and
reliability of supplying customer demand are maintained and a greater
confidence in approaching transfer limit of power flow across major links
can be achieved.

The involvement of load to damping is explained from a test power system
shown in Figure 1.1. In this figure, a synchronous generator is connected to
the infinite bus through a transmission line and there is a load connected to
the generator terminals. In the first case, the load is considered as a resistive

load. In this case, if there is a step change in the voltage terminals of
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generator, the load power P; increases instantly. Thus, at the resonant
frequency of the IAO, the changes in the load power are in phase with the
voltage changes. Since the voltage changes in the test system are anti-phase
with the changes of the generator bus voltage angle, then the active power

changes of the resistive load do not contribute to damping.

Infinite Bus

Load

Figure 1.1: A single machine connected to infinite bus
Now consider the case that the load is a dynamic load. In this situation, if a
step change of voltage occurs, then due to the dynamics of the load, the load
power does not increase instantly [3]. Therefore, at the IAO resonant
frequency, the load changes are not in phase with the voltage angle changes

and there is phase shift as shown in Figure 1.2. As can be seen in Figure 1.2,

load has a component in the direction of 5 or damping torque. Thus,

according to this figure, the load contributes positively to damping.



Chapter 1: Introduction

S,

Figure 1.2: The contribution of load to damping

In this thesis a method of quantifying load contribution to damping is
developed and a criterion is proposed to achieve the maximum load
contribution to damping, i.e. the load contribution to damping is 90° a head

of J at the resonant frequency of the TAO.

1.2 Approaches and Aims

The main aspects of this thesis are to develop tools for validation of the
contribution of load and SVC to the IAO. The focus is on the
electromechanical modes between synchronous generators in the electrical
network and in particular on the inter-area modes. The tool is based on
small signal disturbances of the network and the contributions are to be
analysed for each of the electromechanical oscillatory modes. This tool is
for learning of the modal contribution from background disturbances caused
by customer load variations and large disturbances such as line outage. The

knowledge of the spectral properties of the customer load variations enables
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identification of the modal frequencies and mode shapes. In particular, the

main aims of this thesis are

e [dentification of eigenvalues and mode shape of the IAO of the power
systems.

e JLoad model identification and determination of load contribution to
damping.

e Redesigning the SVC controller to achieve maximum damping and

identifying the effect of reactive power of SVC on the load.

1.3 Original Contributions of this Thesis

The original contributions of this thesis are

¢ Developing an algorithm to find mode shape of power system [4-5]
As a result of these studies, for the first time, the power system engineer can
compare an off-line computer model continuously with the actual power
system response using normal operating data. Previously, a special test
would need to be performed to understand the power system situation at one
instant. In this contribution, the eigenvalues of the IAO are identified using
a correlation based method. Then, the mode shape at each identified
resonant frequency is determined to show how the synchronous generators
swing against each other (Chapter 3).

¢ Load model identification [6-7]

The customer load is the power system component that has the most
uncertainty in its model parameters. This original contribution demonstrates

how the load model parameters can be updated continuously from normal
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operating data. Both local and remote load perturbations are employed in
identifying the load contribution to damping. The load model is represented
by a transfer function that relates the rate of bus voltage angle changes to
the measured active power of the load. This transfer function is identified
using the autocorrelation and cross-correlation functions (Chapter 4).
e Developing an algorithm to find load contribution to damping [8]
The load dynamics effect is one of the most challenging issues in the IAO.
Updating the load model in real time helps us to identify continuously the
load contribution to damping. In this contribution of the thesis, the load
contribution to damping is quantified using autocorrelation and cross-
correlation functions. Then, the sensitivity of eigenvalues of the IAO of
power system with respect to the load is determined using the right and left
eigenvector (Chapter 4).
¢  Developing an algorithm to redesign the SVC controller Based on
complete testing [9-11]
Power electronic devices such ac SVC are the main tools for suppressing
disturbances in transmission networks. The SVC works indirectly by
controlling its reactive power which then influences the load and thus can
suppress the power system oscillations. This original thesis contribution
involves redesigning SVC controller on the basis of complete testing (no
restrictions to the changes of the SVC control). The results of applying the
suggested method provide the information that is needed to redesign the
SVC controller to achieve the maximum load contribution to damping

(Chapter 5).
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¢ Investigating the effect of SVC reactive power on the measured
load active power using normal operating data

In this contribution, the redesign of the SVC controller with the purpose of

increasing load contribution to damping can be performed using the normal

operating data. A transfer function showing the relationship between the

reactive power of the SVC controller and the active power load determined

is identified (Chapter 5).

1.4 Organization of this Thesis

On the basis of the aims presented in Section 1.2, the organization of this
thesis is as follows:

Chapter 2 is devoted to the review of the main concepts of the IAO and the
representation of the power system in the IAO studies. The literature review
about the load and SVC modelling is reviewed. Also, the effects of load and
SVC on the TAO are discussed in this chapter.

In chapter 3, a method which is called correlation based mode shape
identification (CBMSI), is developed to find the resonant frequencies and
mode shape plots of the power systems on the basis of the autocorrelation
and cross-correlation functions. A mode shape plot of a multi-machine
power system shows how the generators of the power system swing against
each other. In this chapter firstly, it is proven that by using the response of
the generator voltage angles to the combination of large disturbance and
costumer load variations, the phase difference and relative magnitude of the

generator rotor angle can be determined and as a result the mode shape is
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specified at that resonant frequency. In the CBMSI method, the resonant
frequencies are identified by means of autocorrelation function, and the
mode shape plot is formed using autocorrelation and cross-correlation
functions. Then, the CBMSI method is simulated and validated on a multi-
machine test system. Finally, the resonant frequencies and mode shape plot
for the real data of the Australian electricity network are determined.

The contribution of load to damping of the IAO is studied in Chapter 4. In
this chapter, the eigenvalue sensitivity to load (ESL) method is developed to
investigate the effect of load in a closed loop system. In the ESL method,
after identifying the load model, the contribution of load in damping is
determined by finding the component of the load which lies in the direction
of damping power. Then, the changes of the power system eigenvalues due
the presence of the load are determined using the ESL method.

The effect of SVC on damping is analysed in Chapter 5. In this chapter, two
methods are developed to redesign the SVC controller to increase the
damping of the TIAO. The first method is based on complete testing and a
criterion of SVC control design is introduced to achieve maximum damping
of power system using appropriate feedback signals. Then, the suggested
method is simulated on a test power system and the results show how the
gain of the feedback controllers should be changed to get the maximum
contribution to damping. In the second method which is based on normal
operation, firstly, the influence of reactive power of the SVC on the active
power of the load is studied. Then, after developing the theory, an algorithm

is presented to find the effect of SVC reactive power on the load active
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power. Then, a simulation is performed on a mainly load modulated test
system to identify the transfer function representing the effect of reactive
power of the SVC on active power of the load using two approaches: partial
fraction expansion approach [12] and decorrelation approach. The
information regarding the effect of the SVC reactive power on the active
power can be used to design the SVC controller to increase the damping of
the TAO. Results of the simulation show the validity of the method. At the
end of this chapter, the effect of SVC on the real active power for the real
data is investigated.

Finally the conclusion and some suggestions for the future studies in this

area are given in Chapter 6.

1.5 Publication Arising from this Thesis

Conference Papers

1. M. Banejad, G. Ledwich, P.O’Shea and E. Palmer, “On Line
Determination of Mode Shape of a Power System”, The 6" International
Transmission and Distribution Conference: Distribution 2001, Brisbane,
Australia, Nov. 2001.

2. M. Banejad, G. Ledwich, “Correlation-Based Mode Shape
Determination of a Power System”, 2002 IEEE International Conference on
Acoustics, Speech and Signal Processing: ICASSP2002, Orlando, Florida,
USA, 12-17 May, 2002.

3. M. Banejad, G. Ledwich, “Correlation-Based Identification of the

Effects of the Loads on Oscillatory Modes”, Australian Universities Power
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System Engineering Conference: AUPEC 2002, Melbourne, Australia. Oct.
2002.

4. M. Banejad, G. Ledwich, “Quantification of Load Contribution to
Damping of a Power System”, 17" International Power System Conference,
Tehran, Iran, 2002.

5. M. Banejad, G. Ledwich, “Analysis of SVC Contribution to
Damping of a Power System Including Induction Motor Effects”, The 6"
International Power Engineering Conference, Singapore, May 2003.

6. M. Banejad, G. Ledwich, “On the Effect of SVC Control Design of
Damping of Low frequency Oscillations”, The 38" Universities Power
Engineering conference: UPEC2003, Sep. 2003, Greece.

7. M. Banejad, G. Ledwich, “Investigation of Load Contribution to
Damping in a Multi-machine Power System Based on Sensitivity Analysis”,
Australian Universities Power System Engineering Conference: AUPEC
2003, New Zealand, Oct. 2003.

8. M. Banejad, G. Ledwich, “Improving the SVC Contribution to
Damping of Low Frequency Oscillations of a Power Systems”, The 7
International Transmission and Distribution Conference: Distribution 2003,

Adelaide, Australia, Nov. 2003.

Technical Report
1 G. Ledwich, M. Banejad, “Analysis of Blackwall SVC Action
Associated with Braking Resistor Tests for QNI Connection”, Report for

Powerlink, QUT, Australia, 2001.
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Journal Paper

1 M. Banejad G. Ledwich, “Quantification of Damping Contribution
from Loads”, IEE Part D: Generation, transmission and Distribution.
(Submitted).

Journal Papers Under Preparation

1 M. Banejad, G. Ledwich, “Correlation-Based Identification of the
Resonant Frequencies of Inter-area Oscillations”, To be submitted to the
journal “IEEE Transactions on Power Systems”.

2 M. Banejad, G. Ledwich, “Improving the SVC Contribution to
Damping by Redesigning the SVC Controller”, To be submitted to the

journal “IEEE Transactions on Power Systems”.

1.6 Summary

In this chapter, an overview of this thesis including aims, main
contributions, and organization the thesis, as well as the publication by the
author of this thesis, are explained.

In Chapter 2 the main materials that are needed for the following chapters
are given. Chapter 2 covers the power system representation in the TAQO,
load and SVC modeling. A literature review of the works that have been
carried out in the field of load and SVC effects on damping of the TAO is

also presented in Chapter 2.
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Chapter 2: Literature Review of Damping

of Inter-area Oscillations

2.1 Introduction

In this chapter the main concepts that are used in the following chapters are
discussed. The concepts are explained in brief, and further discussion can be
found in the given references. The literature related to eigenvalues of the
inter-area oscillations (IAO), load modeling and static var compensators
(SVC) modeling is reviewed and existing methods associated with load and

SVC contribution to damping are discussed.

2.2 Power System Representation in IAO

Different power system components have different time responses. The time
constants of the power system components range from milliseconds for sub-
transient phenomena in synchronous generator to several minutes for boilers
in thermal power plants. Different studies are carried out in [2,13-14] to

classify the modeling of the power system components in terms of time
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response of the components. Figure 2.1 shows the time frames for the

different phenomena of the power systems.

l l
Lightening Propagation

Switching Surges

Stator Transients and
Subsynchronous Transients

]
Transient Stability

Governor and Load
Frequency Control

]
Boiler and Long-
Term Dynamics

1 1
107 10° 107 10" 10 10° 10°

Time (Sec.)

Figure 2.1: Time frames for dynamic phenomena of the power systems [2]

It is discussed in [14] that a new model for simulation should be built up
from a set of components with time constants that are important for the
phenomenon under investigation. Thee model should “responds rapidly
enough for the impact to be observed before the simulation ends” [14]. In
regard to the time scale for the purpose of the IAO studies, shown in Figure
2.1, the simplest model of the synchronous generator that adequately
describes the TAO is the classic model [15]. In other words, to validate the

methods, the classic model of the synchronous generators is adequate for the
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task, and avoids the complexity associated with higher order of the
synchronous generator models. If a more detailed synchronous generator is

chosen, the nature of the IAO does not change [16].
For a power system including n generators, the electromechanical equation

for generator i in per unit ( p.u.) can be written as [15]

J.5. =P

i1Yi mi

- Pei - PDl p.u. (21)

where

0, = rotor angle of generator i

J; = inertia of generator i

P,,;= mechanical power of generator i
P,; = electrical power of generator i
Pp,; = damping power of generator i

The electric power of generator i and damping power can be found from the

following equations [15]

Pei = Z Tsm(ﬁi —5]) (22)
=1
J#L

where V'; and V;are the voltage magnitude of bus i and j respectively, and
D; 1is the damping coefficient of generator i. Also x;; is the reactance

ij

between bus i and ;.
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Using Equation (2-3) and substituting the appropriate values for all of the
terms in Equation (2.1) from [15], then linearizing the result around
operating points, yields

1nZ! 1

51' +— Z PSij 5U+_Dl 5i =0 p.u. i=1,---,n (24)
Jij=1 J

where P; is the electric power changes of generator i caused by an angle

change between machine i and j given in [15]

For convenience, A4 is omitted in Equation (2.4). Also, 5,~j is determined

from

5. =8 -5

i i —Oj 2.5

The rotor angle J; in (2.4) shows the absolute changes of the rotor angle i.
Since the relative rotor angle is of interest, rotor angles should be compared
with a reference. The angle of centre of inertia (COI) is chosen as the
reference angle. The advantages of using the COI angle as the reference
angle are a) forming symmetrical swing equations and b) simplicity of use
[2]. The angle reference of COI for an n-machine power system is computed
from

n
2J k6
Scor ==L — (2.6)

n

2 I
k=1

The rotor angles in the COI referenced system are determined from

5iC:5i_5COI i:],...,n (27)
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The COI referenced system is used in Chapters 3 and 4 to analyze the

simulation results as well as the real data.

Equation (2.4) can be represented by a set of n linear second-order

differential equations or a set of 2n linear first-order differential equations.

By examining the free response of the system, it can be found that the

system has (n-1) pairs of natural frequencies or oscillatory modes and two

common modes. Equation (2.4) can be represented in the state space form as

where

i

X =|8,
0 0
0 0
0 0
n
2P — P2
i=2
n
- Py X P
i=1
i%2
- Psnl - Pan

~P

sin
- Ps2n

. :
zPsni
i=1

i#n

(2.8)

(2.9)

(2.10)

The eigenvalues of the matrix A give the oscillatory modes of the power

system [AO.
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2.3 Mode Shape and Participation Factor

The linearized model of the power system can be represented in the state
space form. With regard to Equation (2.8), the right and left eigenvector
can be found from Equations (2.11) and (2.12), respectively [1,17-18]

A¢i = ﬂl’¢i (211)

v A=Ay, (2.12)
where

A; = the i" eigenvalue

¢;= the i" right eigenvector (nx1)

;= the i left eigenvector (/xn)
The right eigenvector, ¢;, shows the extent to which the state variables have

a relative activity at a specific excited mode. In the complex right
eigenvector, the magnitude of the vector elements gives the magnitude of
the relative activity of the state variables, and the phase of the vector
elements gives the phase shift of the state variables at a specific excited

mode. On the other hand, the left eigenvector ,¥;, indicates which

combination of the state variables forms the /" mode and what is the weight
of each state variable in forming a mode [1].

The right eigenvectors are used to plot mode shape. The mode shape shows
how the synchronous generators swing against each other at a specific

power system resonant frequency.
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The right modal matrix @ is formed from the right eigenvectors as
o=lp, -~ o -~ 4] (2.13)

Similarly, the left modal matrix can be found from

(2.14)
R

It is proven in [1] that the following relations hold for the right and left

eigenvector corresponding to eigenvalue A;

d;
Vg = (2.15)
0 i#j

~
Il
~.

where d; is non-zero constant.

For convenience, it is customary to normalize these vectors, therefore

Equation (2.15) is changed to

VP = (2.16)
0 i#j

Thus if the right and left eigenvectors are normalized, then according to
Equation (2.16), then the relationship between the right and left modal
matrices can be expressed as

oY =1/ (2.17)
where [ is the unity matrix .
There is a relationship between state variables and eigenvalues which is

expressed by the participation matrix. The participation matrix, P, can be

found from [19-20]

P={pyt={w o} (2.18)
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where ¢; (yy; ) is the k™ element of i™ right (left) eigenvector ¢; (y;) of

the system matrix A. The element p;; shows the degree of participation of
the k" state variable to i eigenvalue. The sum of p;; for the particular

mode i is one [17]. The sensitivity of the i eigenvalue with respect to

general element, agj s of the system matrix A can be found from the

following equation [20]

— =Y Py (2.19)
akj

The basic concepts presented in Equation (2.19), have proven useful in
[1,17, 21-23] for variations of a single parameter for the system matrix A.
The major limitation is where a single change of dynamic loads modifying

several components of the system matrix A.

2.4 Correlation Based System Transfer Function
Identification

One way for identifying a system transfer function is based on correlation
functions. Some important aspects of the signal processing used in this
thesis are presented in Appendix A [24-27].

It is explained in [28] that averaging the system responses leads to noise
rejection. For a single frequency test, if the system responses are multiplied
by sine or cosine functions and then the average of the results are computed,
the noise level is reduced remarkably. This idea can be extended to the use
of the cross-correlation and autocorrelations functions in identifying the

system transfer function.
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A system with a random variable input u( ¢ ) as an input and output y(t )is

shown in Figure 2.2

Linear Time Invariant

u(t)ﬁ System SN y(t)

Figure 2.2: A linear system with a random variable input

In Figure 2.2, u(t)is an ensemble member of process U(t) (see Appendix
A). The impulse response of this system is denoted by A(t), then the
transfer function of this system between input and output, H( @) can be

found from the following equation [24]

sle,, (7))
(2.20)
How)=
3[R (7))

where

C 4y(7 )= the cross-correlation of u and y
R (7 )= the autocorrelation of u

7 = time lag

3 = the Fourier transform operator [29]
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2.5 Inter-area Oscillation studies

In this section the inter-area oscillations (IAO) are discussed briefly. Then
some methods that have been suggested by researchers to identify the

resonant frequencies and damping of the IAO are discussed.

2.5.1 Review of the Inter-area Oscillations

Damping of power system oscillations plays a significant role not only in
increasing the line power capacity but also for stabilization of the power
system, particularly in weakly coupled systems. As the power systems are
operating near their stability limits, there is a more frequent occurrence of
problems of low frequency oscillations. Some changes in power systems
like line outage and customer load variation can initiate low frequency
oscillations. As explained in Chapter 1, there are two types of low frequency
oscillations: local and inter-area oscillations. Local oscillations are
oscillations associated with a single generator. The oscillations are well

recognized and have frequencies in the range of / to 3 Hz. Inter-area

oscillations are associated with groups of generators and have frequencies
usually less than / Hz [30-31].

The phenomena of the inter-area modes were investigated in [32] by
determining the dominant modes following a large disturbance. The authors
of [32] determined the eigenvalues and eigenvectors of the system from the
free motion of the system following a large disturbance. Then, they used the
“dominance measure* concept to determine the dominant modes. The

dominance measure is determined from the left eigenvector and the value of
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the state variable values at the end of the disturbance. A group of the
generators is considered coherent if the phase angle of the dominance
measures in this group differ by no more 20° to 30°. In order to determine
the dominant mode in each group, the modes are sorted descendingly
according to the magnitude of dominance measure. Finally, the participation
of the state variables in the dominant modes are determined.

The effects of line impedance and flow on damping frequencies and mode
shapes were investigated in [33]. The authors of [33] analyzed a
hypothetical power system with a tie line and concluded that when the tie
impedance or power flow is increased, the frequency and damping ratio are
decreased. They also concluded with the non-zero tie line power flow, the
mode shape changes considerably and the generators of one area no longer
oscillate exactly in anti-phase to the generators of the other area.

References [30-33] create a background to analyze the IAO. The method
presented in [32] identifies dominant modes of the IAO following a
disturbance and it does not use the normal operating data. Reference [33]
also gives some examples of mode shape analysis of a real network and the
relationship between mode shapes and power flow, which provides a better

understanding of the effect of tie line power flow on mode shapes.

2.5.2 Spectral Methods in IAO Studies

Power system mode extraction using spectral analysis was investigated in
[34-36]. The method in [34] is based on the Corinthios method [37] and
uses Z-transformation identification that allows the modes to be identified

directly. In this method, sampling of a recorded continuous time signal
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yields a discrete time signal. After that, the Z-transform of the signal is
taken. The residue and angle of the poles of the signal in the Z-plane gives
the modes of the power system. On the basis of the short-time Fourier
transform, a non-parametric method is suggested in [35] to investigate the
power system dynamics during disturbances. In this method, the results
from the estimation of the time-frequency distributions of the energy of the
IAO provide information for modal analysis of the power system dynamics,
and for determining the pattern and the dynamics of the power systems. In
[36] random load perturbations and the frequency fluctuations are used to
generate random power oscillations and excite the modes of a power
system. Then, the frequency spectrum method (FSM) identifies the modes.
The FSM of power system oscillations of machines and transmission lines
can be obtained by expressing the frequency responses of the systems in
terms of all operational and control parameters of the systems.

The methods used in [34-36] provide good tools for analyzing the low
frequency oscillations of power systems but the problem of quantification of
the damping contribution from power system components is still unsolved.
Also these methods are off-line and do not use data from the normal

operating system.

2.5.3 The Effect Power System Stabilizer on IAO

In order to increase the damping during IAO, power system stabilizers
(PSS) are often added to the power system. In fact, PSS uses supplementary
signals that could be one of rotor speed deviation, frequency deviation or

accelerating power [1-2,16,38-39].The purpose of PSS is to produce an
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electrical torque in phase with rotor speed. A common input of PSS is rotor
speed deviation and the output is fed to the exciter of the generator. The PSS
consists of three blocks; gain, wash out filter and phase compensation block.
In the early 1960’s, the preliminary application of PSS was done on four
hydraulic power plants and the input signals for PSS were taken from the
shaft speed [40]. The effect of various location of power system stabilizer
(PSS) on inter-area modes and mode shapes is examined in [41], and it is
shown in their example that with changes in location of PSS, the mode
shapes do not change considerably.

The references in this section explain how to increase damping of the IAO
by means of a supplementary signal. It is reported in these papers that PSS
increases damping of the TAO. They also emphasize the control of model
updating, which is useful for optimizing the dynamic response of PSS by
adjusting the PSS parameters. However, they did not discuss the effect of
power system controllers such as load and SVC to damping, and the

contribution load to damping has not been quantified.

2.5.4 Prony’s Method

Prony's method is an off-line technique for identifying the frequencies ( f;),
damping factors (¢;) , amplitudes (A;) and phases (¢;) of a real

exponential signal which can be represented as the following [42-43]

ylk]= §A,. explla; +j(2nf; +o)k k>0 (2.21)
i=1

25



Chapter 2. Literature Review of Damping of Inter-area Oscillations

Prony’s method has been used by many researchers to identify frequencies
and damping of modes of electromechanical oscillation in power systems

[43-50].

Prony’s method is used to find a model for the measured power system
response [43]. In [43], the algorithm consists of three steps. In the first step
a discrete linear prediction model is fitted to the recorded data. In the next
step, the roots of the polynomial associated with the linear prediction model
obtained from the previous step, are determined. In the final step, the
amplitude and phase at each mode is computed using the roots of Step 2 and
complex frequencies. The method in [43] was used to find the resonant
frequencies of a generator response in British Columbia to the modulation
of an SVC connected to a 500 KV bus. In a study presented in [44], the
modal components of the measured power response were determined by
applying Prony’s method to the power system response to a 1400 MW, 0.5
second braking resistor pulse.

The transfer function of PSS is determined in [45], based on Prony’s
method. The authors of [45] showed that this design of PSS leads to an
increase in damping for both local and inter-area modes in the two test
systems that they used in their work.

A comparison between Prony’s method and eigenanalysis was made in [46].
In the eigenanalysis presented in [46] the state matrices are computed based
on the small perturbation. It was indicated in this work that the two methods
have similar results and they are complementary, but caution should be

taken in choosing the processing parameters in Prony’s method.
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Transfer function identification using autoregressive moving average
(ARMA) was compared with transfer function identification using Prony’s
method in [47] and it was concluded that the numerical robustness of
ARMA method is better than Prony’s method and the ARMA method has
the advantage of simplicity. The identification of the oscillatory mode,
(which is one contribution of this thesis), is related to transfer function
identification. Since the noise content of a signal, limits the accuracy of
Prony’s method, the performance of Prony’s method was improved in [48]
using a set of signals. In this analysis a set of signals that have common
eigenvalues are considered and Prony’s method is applied to all of the
signals of the set simultaneously.

Three methods of identifying the oscillatory modes were compared in [49].
The methods were Prony’s method, the Eigensystem Realization algorithm,
and the Steigh-McBride algorithm. It was concluded in this paper that the
first two methods identify linear systems with similar results, which
approximate the real system, but for the third method, the Steigh-McBride
algorithm, the result is different.

The interleaved Prony’s method was proposed in [50] to overcome the
difficulties of Prony’s method in identifying low and high frequency modes
at the same time. It is also shown in this paper that the accuracy of
identification of the modal parameters reduces as the level of noise

increases.
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Prony’s method discussed in this section, from[43-50] has the drawback of
being noise sensitive. The method is also not applicable to some of the tasks

of this thesis such as load and SVC contribution to damping.

2.5.5 Energy Concept Approach in IAO Studies

During the IAO, the relative acceleration of the rotors of the power system
generators produce a periodic interchange of mechanical kinetic energy
[51]. This interchange of energy following a disturbance was used in [52-
53] to determine the damping and resonant frequencies of the IAO. In [52]
two concepts of motion modes and energy modes are introduced to study
the IAO. The frequencies of the speed oscillations are called motion
oscillations. Also energy modes characterize the energy oscillations. The
kinetic energy of each generator is described in terms of all power system
modes. The mode with the most significant coefficient in the kinetic energy
is called the dominant energy mode. The coefficients of the phase of the
dominant energy modes for the generator are compared to identify mode
shapes.

The concept of modal energy is introduced in the energy approach of the
IAO in [53]. A systematic method is developed in [53] to find the TAO
eigenvalues by comparing the magnitude and phase of the coefficients of the
energy interchange for particular modes of interest. The power system
controllers are designed to decrease the energy exchange of the particular
modes.

The energy methods approached by [51-53] can be used following a

disturbance to characterize the IAO and the methods do not make use of the
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normal operating data. These methods also do not discuss quantifying the

effects of power system controllers on damping of the IAO.

2.6 Review of Load Modeling

Power system loads have impact on power system stability and load
modeling has an important role in stability studies of power systems. In this

section various models of the loads are studied.

2.6.1 IEEE Load Modeling

According to the IEEE Task Force On Load Representation, load can be
represented with a static or dynamic model [54]. The static load model is
described as an algebraic relationship between the active (or reactive) and
the voltage and frequency of the bus at the same time. The static load
models mainly represent the resistive load or they can be used as an
approximation of the dynamic loads when there are small changes in the
load with time. However, in the dynamic load this relationship can be
represented by difference or differential equations. It was explained in [55]
that different models are considered for different simulations. For example,
to use a static model for dynamic simulation, IEEE recommends the
following equations

2 n
P 1% 1% v P
= KPZ(_J +KPi(%J+ Kpc +KP1(EJ (1+n,,r1A4f)

(2.22)
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(2.23)
where
V = operating voltage
V= rated voltage
P = active power at the operating voltage
Py = active power at the rated voltage
Pjqc= the portion of the bus active load that represented by the static
model
Q= reactive power at the operating voltage

Q, = reactive power at the rated voltage
Q frac = the portion of the bus load that represented by the static model.

The other parameters of Equations (2.22) and (2.23) are given in [55].

2.6.2 Modeling of Induction Motors

In many cases such as the TAO studies, it is necessary to consider the
dynamics of the load components. Induction motors consume nearly %60 to
%70 of the total energy produced in power systems. From damping of the
IAO point of view, the induction motors are the most influential load in

damping. Therefore, the modeling of the induction motors is very important
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for the IAO studies. Modeling of induction motors has been discussed in
many papers such as [56-61].

The dominant behavior of large induction motors is described in [57] by a
first-order voltage model using an integral Manifold [58]. Hung and
Dommel in [59] suggested using a synchronous machine model of
Electromagnetic Transient Program (EMPTP) to analyze the induction
motor transients. Using EMTP to simulate the induction motor is
advantageous because it consists of model of many power system
components which may consider all transient characteristics of an induction
motor.

A probabilistic method for characterization of dynamical modes of
induction machine clusters under parametric uncertainties, was introduced
in [60]. The method uses a stochastic norm to characterize variations of the
model when parametric variations are present. The stochastic norm relates
the size of the random matrix of the system to the expected value of the
Frobenius norm [61] of the random matrix of the system. The stochastic
approach in [60] removes the fast state variables and keeps the interaction
between the fast and slow state variables of the motor. This method provides
the information that is useful for establishing an aggregate model of the
induction motors. The method also determines the suitable order of dynamic
model using identification of separate clusters of eigenvalue associated with
load dynamics.

A comparison study of the response of a realistic load including two

induction motors and the aggregate model of the induction motor was
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performed in [62]. In this study, a step decrease in voltage was applied to a
realistic load and the aggregate model and the response of two cases were
compared. The results show that the aggregate induction motor model of
fifth order can better predict the transient responses.

Aspects of voltage dynamics of induction motors were investigated in [63]
using a linearized model and the following models were recommended for
aggregated loads

e A first order model can be used for active and reactive loads which
consist of no dominant large induction motors.

e [f the load consists of some dominant large induction motors, a
second- or third-order can be used for active power, and first-order
model for reactive power.

The validity of different order models was examined in [64] to anticipate the
low frequency dynamic response of an induction machine. In reference [64]
a perturbation in shaft torque, supply frequency and voltage magnitude are
considered. They found that choosing a fifth-order model leads to achieving
the high accuracy. In the simulation with the fifth order, validation of the
response to all of the perturbation was confirmed in rotor speed,
electrodynamic torque, active power, reactive power and stator current
responses. The third order model anticipated well all responses to
perturbation in torque and frequency up to /0 Hz. They also found that the
first-order speed model could be used to anticipate the rotor speed,

electrodynamic torque and active power responses to torque and frequency
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perturbation up to 3 Hz. They concluded a third-order model is a good
compromise between accuracy and simplicity in power system analysis.

The singular perturbations method is used in [65-68] to model the effects of
variations of frequency in induction motors. The singular perturbations
method deals with the slow and fast states rather than the original model
[66]. In particular, this method is useful for studying phenomena which have
a large difference in their frequency components. For example, the
transients of the network have the natural frequency of more than60 Hz . On
the other hand, the natural frequencies of in the rotor angle transient lies in
the range of 0.2 -3 Hz. Therefore, this method is called “ two time scale
analysis“ [65]. The authors of [66] used a singularly perturbed model to
remove the state variables with small time constants. In the model, the fast
and slow state variables described a first order mode separately. In the
method presented in [67], in spite of eliminating the fast states, the model
keeps the interaction between the low and fast transients. The idea of the
singular perturbation model is extended in [68] to eliminate the fast state
variables in an induction motor model. The advantages of the method are
reduction in the simulation time and retaining the nature of the state
variables. This method can also determine the interaction between the fast
and slow motor dynamics. In the simulation performed in [68], it was
observed that when there remarkable changes in the system frequency
occur, ignoring the rate of changes of stator and rotor in different models

produce a great error. However, the singularly perturbed model of the
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induction motor can describe the dynamic of these state variables

efficiently.

2.6.3 Dynamic Load Modeling

Since the dynamic aspects of electric load influence the performance of the
power system in angle stability, dynamic load modeling has been
investigated by many researchers including [3,68-73].

The general load model was proposed in [3,69]. The load is described as a
non-linear dynamic model in [3,69]. This model agreed with the

experiments in the laboratory and was presented as

TpPj+P) =P,(V )+Kp(V )V (2.24)
where P; is demand power and the static part of the load and represented
by P (V). In this equation P; and Kp are two non-linear algebraic
equations, and K, is a linear time constant. It is shown in [3] that the

solution of Equation (2.25) for the step change in the load voltage can be
obtained from

(t—tO)

1 1
Py(t)=Pg(V; )+[Ps(V, )—T—KP(VO )+Pg (V; )Py _T_KP(VI )]e Tp
P P

(2.25)
where V) and V; are the load voltage before and after the step change,
respectively. The load equation for different loads such as induction motor
and tap changer action can be derived from Equation (2.25). Based on
Equation (2.25), an aggregate dynamic load model for field measurements,

obtained following a reduction in the voltage [69]. In another work
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described in [74] the effect of phase voltage changes on nonlinear dynamic
load were investigated and the following points are observed:
e The change of the voltage angle has no influence on the static load
such as resistive load and pure reactive load.
e The sharp change of the voltage angle causes active power changes

of the rotating electric machines such as induction motors.

2.6.4 Component Based and Measurement Based Load

Modeling

There is another classification of dynamic load modeling in the time domain
which contains two approaches: the component based approach and the
measurement approach. In the component-based approach, the dynamic
characteristics of all of the components are used to create the load model.
However, in the measurement based approach, the load model is built up
from the gathered information of the field measurements.

The measurement based load modeling was discussed in [1,70,75-79]. In
[79] the parameters of the equivalent dynamic load model are obtained
from field data using the Kalman filter [80]. The method presented in [79]
does not need the value of the individual load parameters. The least square
method was used in [70] to find the load model parameters using the
recorded field data. In the load model, the active and reactive power is
expressed in terms frequency and voltage deviations. The authors of [70]
showed that the second-order model better describes response of the

Taipower system than the first-order.
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The component based approach load modeling was studied in [75-78]. In
[77] the dynamic of a single motor model and two-motor model are
extracted. Then, the derived dynamic load models are used to simulate two
events. After that, the dynamic load models are replaced by a composite
load (static and static) and the events are simulated using the composite
load. The comparison of the results reveals that by using a single-motor or
two-motor model, the reactive power responses are improved considerably
compared to the composite load. In [78] the effect of load model on low
frequency oscillations was investigated. In this paper the total dynamic
loads were represented by an equivalent-single motor. It was concluded that
during unstable inter-area oscillations, the single-motor equivalent motor
has the largest oscillation compared to composite load (static and dynamic)
or exponential load model.

The references that have been discussed in this section can be used to
establish a load model to indicate firstly how the oscillations influence load
dynamics and secondly what the load contribution is to damping. In this
thesis, the load model is formed by the recorded data. This is clearly a

measurement based category.

2.7 The Effect of Load on IAO

The literature review regarding the effect influence of load on the IAO is
discussed in this section. Firstly, the mutual interaction of load and power
system is studied. Then some methods of using load modulation are

described.
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2.7.1 The Mutual Interaction between Load and Power
System

In [21, 81, 82], the mutual interaction between load and power system was
investigated by considering the effect of load dynamics on damping through
a feedback path as shown in Figure 2.3. In this figure, AP and AV a real
power disturbance and bus voltage respectively. The effect of AV on the
load is shown by AP;. It was also studied in [81] that the power system
transfer function power consists of static and dynamic parts. The static part

is associated with power flow Jocobian and the dynamic indicates the

dynamics of the synchronous generators, power system controllers and load.

AP AV
—> Power System >
+
+
APy
Load <

Figure 2.3 Feedback representation of load dynamic effect in the power
systems [81]

Laboratory tests and field measurements on buses indicated that response of
a typical load model to a voltage step change can be presented graphically in
Figure 2.4 [3]. The response of the reactive power response to the step

voltage change has a similar trend. This figure can be interpreted as follows.
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When there is a step change in voltage, since the slip of the induction motor
cannot be changed suddenly, the load acts a like static load and therefore

there is a step change in the demand power P;. As the time proceeds the

load recovers to a new steady state value, because of the slip changes.

The references discussed in subsections, provide a generic load model that
relates the load active power to the load voltage model. However, they do
not describe a load model that relates the rate of bus voltage angle to the
active load power, which is needed in determining the load contribution to

damping.

v

t, sec

v

\:‘A
o
)
(9

b) Real power response

Figure 2.4: The response of the real power of a dynamic load to step change

in voltage [3]
2.7.2 The effect of Load Modulation on IAO Damping

The effect of load modulation on the IAO was studied in [83-88]. The effect
of load modulation on the TAO was investigated in [83]. In this paper, two

areas of a power system are connected together and in the pathway HVDC
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equipment is placed. As far as the AC system is concerned, this DC link
appears as a fully controllable load. Results of [83] show that the active load
modulation can improve the damping if the demand active load is
modulated in phase with the speed of the generator that has the shortest
mass-scaled electrical distance from the converter. The direct control of the
active load was discussed in [87] to damp the TAO. The author of [87]
suggested using the local frequency to control the active load in order to
change the IAO damping. It was shown in [86] that by using active load
modulators that control less than one percent of the base load, damping of
both local and inter and inter-area modes are improved significantly. Results
of a field test in [88] show that the on-off control of the active load is more
effective than the sinusoidal modulation of the active load.

The references that are described in this Subsection provide a good
background for analyzing the effect of load dynamic on damping. However,
they do not present a load model that can be used to quantify load
contribution to damping. Also they do not consider the sensitivity of

eigenvalues of the IAO with respect to load.

2.8 Review of SVC Modeling

This section deals with modeling of static var compensators (SVC) and the
effect SVC on the TAO.

Some reasons for utilization of SVCs in power systems are control of
temporary over voltages, prevention of voltage collapse, enhancement of
transient stability and increasing damping of the system oscillations. By

controlling the switching of SVC, it behaves like a capacitor or inductor
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generates or consumes reactive power [20,89]. Figure 2.5 shows the V-I
characteristics of SVC.

In the active region of Figure 2.5, according to the slope of the
characteristic, the voltage is regulated by changing the current and reactive
power. As shown in this figure, the SVC characteristic has two limits:
capacitive limits and inductive limits. At its capacitive limit, the SVC acts
as a shunt capacitor and at the inductive limit it changed to a shunt reactor
[90]. Figure 2.6 shows the simplified model of an SVC consisting of a

thyristor controlled reactor (TCR) and a fixed capacitor (FC).

VA

_/

s Inductive
Capacitive

v
—

Figure 2.5: The V-I characteristic of SVC [90]

1.0-B
VBus VBus ¢
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C

Figure 2.6: A simplified model of an SVC [1]
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Static var compensator systems are usually designed to meet individual
system load requirements. Therefore, in stability studies a detailed model of

SVC is needed. More information for modeling of SVC are given is [90].

2.9 The Effect SVC on IAO

The primary aim of SVC application in power systems is to keep bus
voltage at or close to a constant level. However, it was found that SVC
could improve damping of low frequency oscillations [91-96].

In a study carried out by Choudhry, et al. [92], a method on the basis of
reactive modulation was suggested to improve the dynamic performance of
power systems. They designed a reactive power system modulation
controller with a gain corresponding to rotor speed deviation to reduce the
damping. In their study, 50% of load was considered as static load and
described as a nonlinear function of load bus voltage, and 50% of the load
was dynamic load which is described by a fifth-order model of the
induction motor.

The impact of load on of the damping of controllable series capacitor (CSC)
and SVC was investigated in [93]. It was shown in this paper that with
increasing transmission line loading, the damping effects of a CSC is higher
than of a SVC.

In [94] an adaptive static var compensator was used to damp synchronous
generator oscillations. In this method, the performance of a self-tuning PID
controller is compared to a fixed-gain PID controller. The results show that
the controllers had a good capability in damping. However, the self-tuning

controller is more effective than the fixed-gain controller, because the self

41



Chapter 2. Literature Review of Damping of Inter-area Oscillations

tuning PID controller could modify its parameters in real time on the basis
of the on-line measurement.

An indicator called index location for effective damping (LIED) was
introduced by Okamoto et al. [95]. In their method, effective location of
SVC was determined using modal controllability to improve the damping of
the IAO. They concluded that if SVC is located at the point where LIED is
large for weak damping mode, then by suitable control of SVC, the mode
can be stabilized.

To find the damping effect of SVC, an extended Philips-Hoeffron model
was used in [96-98]. The extended Philips-Hoeffron model of a synchronous

generator with SVC is illustrated in Figure 2.7.

K;

Electromechanical Oscillation Loop of the Generator

v

]+sTA

Figure 2.7: The extended Philips-Hoeffron model with SVC [97]
The authors in [96] showed that the SVC improves damping of the TAO

directly and indirectly. The block K, in Figure 2.7 shows the direct SVC

contribution to damping. The indirect effect of SVC contribution to
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damping applies through the blocks Ky and K, in Figure 2.7. Usually the

direct effect of SVC on damping is much greater than its direct effect. It
was also reported in [96] that SVC improves both transient stability (first
swing stability) and oscillation stability and more damping can be achieved

by choosing a higher gain of K, in the SVC controller. They also came to

the conclusion that when the power system operates at higher load
condition, the SVC operates more efficiently. Figure 2.8 illustrates the
thyristor-control reactor, fixed capacitor and damping control system in the
SVC. As can be seen in the figure, the damping signal is one of the inputs of

the thyristor firing circuit

Isvcl

Vsve a, —

v . o A—
S0 Voltage Control @ ||| Firing Circuit _?S ?

/2
@, A@ ——p] Damping Control

Figure 2.8: The schematic diagrams for SVC including voltage and damping
control blocks [97]

The effect of SVC on a given mode was investigated by controllability and

observability characteristics in [99] using a singular value decomposition

method to determine the best location of SVC. They also examined the

effect of load on performance of damping of SVC by controllability

analysis. They observed when the load model is a kind of constant power,
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the controllability of critical modes decreases. Chen et al. in [100] showed
that SVC is more effective in damping of oscillations of single machine
power system than PSS. A robust control strategy based on energy function
was examined in [101] to improve power system stabilizer properties using
thyristor controlled series (TCSCs) and SVCs. The controller is robust with
respect to system loading, system configuration and fault type and location.

In the references relating to SVC application in damping, there are good
points that give some insights about how an SVC can improve the damping
torque in the power systems, the best place for SVC. Also some methods to
improve the performance of SVC in damping are introduced. However, the
effects of SVC on load contribution to damping are not fully investigated in
these papers, also they do not present a method to redesign the SVC
controller to increase the load contribution to damping. These papers do not
develop a model to consider the effect of SVC reactive power on the
measured power, which can be used in redesigning of the SVC on the basis

of the operating data to increase damping of the TAO.

2.10 Summary

The basic materials that are needed for the following chapters are reviewed
in this chapter. Also the related works to load and SVC modeling and their
effect on the IAO are discussed.

In Chapter 3, a method based on cross-correlation and autocorrelation
functions is developed to identify the power system eigenvalues of the IAO,

and mode shapes of the power systems.
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Chapter 3: Correlation Based Mode Shape

Identification

3.1 Introduction

In this chapter, the concept of identification of modal frequencies and mode
shape of the inter-area oscillations (IAO) on the basis of cross-correlation
and autocorrelation is introduced. The correlation based mode shape
identification (CBMSI) method is developed in this chapter to identify the
eigenvalues and mode shapes of the IAO. The CBMSI uses cross-
correlation and autocorrelation of the appropriate time domain signals, and
curve fitting in the frequency domain.

It is found that disturbances in the power system as well as customer load
variations can be used to identify the mode shape and the contribution of
power system controllers to the IAO. Large disturbances of a power system
can cause the system to respond as though an impulse had been applied.
Continuous disturbances arise because of the customer load changes. This

chapter examines both styles of disturbances.
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In this chapter after developing the CBMSI method, an algorithm is
presented to identify the eigenvalues and mode shapes of the IAO. Then, the
CBMSI applied to a test power system, and resonant frequencies, damping
and mode of shapes the test power systems are identified. The results of the

simulation validate the algorithm.

The resonant frequencies and mode shapes for two different sets of real data
are determined using the CBMSI method. The first set is the recorded data
following the test events performed on the Australian electricity network.
The system response after the test events is treated as an impulse response.
The second set of the real data is the measured data from the normal
operating system and the measurements are treated as the integral of white

noise.

3.2 Theory of the Correlation Based Mode Shape

Identification Method

3.2.1 Characterizing the Power System Disturbances

The power system disturbances are categorized for this thesis into the
following classes:

a.) Large Disturbances

Large disturbances in this thesis are defined as disturbances that are large
enough to excite the system, but their duration is short compared to the time
constants of the IAO of the power system. Examples of such a large

disturbance could be a braking resistor or a short circuit which is cleared
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and the system restored to its original state. For a braking resistor test, a
high power resistor is connected to a network bus for a short time and then
disconnected. The behaviour of the system after the disconnection is used
study the system and is similar to an impulse response test of the system.

b.) Continuous Small Random Disturbances

The continuous small random disturbances occurring in a power system
results in small changes in many power system measurements. The
important property of the small random disturbances is that they are usually
largely unpredictable, at least over the short time scales of 0.1 to 20
seconds relevant to the IAO. Consider a power system running in normal
conditions, in this case, the customer load changes continuously and
unpredictably. Therefore, the changes of the customer load variations
behave like a white noise process and as a white noise process, its frequency
spectrum is a real positive number, and the energy is distributed, at least
over the frequencies relevant to IAO. With large numbers of independent
sources, according to the central limit theorem, the probability distribution
function of the sum of small random disturbances approaches the Gaussian
distribution function. In the most power systems, there are many
independent sources of changes in the loading. Thus, the central limit
theorem applies and the characteristic of load changes is modeled as a
Gaussian random process. Since the changes in the customer load are
approximately white noise, the measured power is considered as the integral

of white noise [50] over the frequency band of interest.
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3.2.2 Plant Description

First, we consider a power system with one input and two outputs as the

plant shown in Figure 3.1

u — )]

=] Power System
— )2

Figure 3.1: A power system with one inputs and two outputs
In this system, the input could be the occurrence of a significant event or
customer load variations. The outputs could be rotor angles of the
generators or values from the outputs of power systems controllers, such as
SVC.
The transfer function from the single input to each output in Figure 3.1 can

be written as

Yi(o)
= 3.1
Hi(w) Ulw) (3.1
Y)(w)
H = 3.2
(@) Ulw) (3.2)
Equations (3.1) and (3.2) can be written as the ratio of polynomials
Hy(w)=2102) (3.3)
al jo)
Hy( w)=b2(—.jw) (3.4)
al jo)

Then the relationship between the two outputs, y; and y, can be

determined from

YZ(G)) _
Yi(w)

_by(jw)

= 3.5
bi(jo) G-

G(w)
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3.2.3 Power System Impulse Response

Consider a power system as in Figure 3.1 with an impulse input. The aim of
this section is to determine what the relationship is between the two outputs
of the plants. Given the transfer functions values of Hj;and H,at the
resonant frequency as shown in Figure 3.1, the outputs due to the impulse

are in the form of
yi(t)=A;e % cos(apt+@; ) ug(t) (3.6)

yo(t)=Ay e ¥ cos(apt+ @y Juy(t) (3.7)
where «is damping coefficient, @is angular frequency of the oscillations,
¢; and ¢, are phase shift of y;and y,, respectively. In Equations (3.6) and
(3.7), ug(t) is the unit step response and this shows that only the response

for t = ois of interest.

In the IAO studies, it is assumed that all of the signals being studied are
erogdic (refer to Appendix A). The assumption of ergodicity is reasonable
for short term power system analysis, because based on statistical
observation, the statistical properties of the studied signals do not change
significantly during periods of the signals that are studied in this thesis.

The autocorrelation of y;(¢#) could be computed from the following

equation [102]

Ry] y](T)= “-A] e_az Cos(w0t+¢] )u(t)A] e_a(l+1')

=—0c0

cos(@y(t+7)+@; ) u(t+7)dt

(3.8)

Then
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1 A2 oOT cos(w OT) N acos(w 0T+ 2¢])— 0 sin(@ 02'+2¢])

1
@ a2+w02
Ry (T)=1 =
1)1 ,
1A2 az| cos(ay 7:)+0(cos(a)01'—2¢1)+a)0 sin(wy T —2¢;)
201 o 2. 2
a +(00

(3.9
Also cross-correlation of y;(t)and y,(t) can be determined as shown in

the following equation [102]

+
o a’ +ap

Cy y(T)=

o o +a)(§

(3.10)
Since the aim is to find the relationship between y; and y, by means of
their cross-correlation and autocorrelation, therefore according to Equation

(2.20), we divide the Fourier transform of cross-correlation of y; and y,,
by the Fourier transform of autocorrelation of y; and compute this ratio at

w = W as
3(C
G(wo):w (3.11)

where @y is the power system resonant frequency and S the Fourier

transform operator. In analysis of sinusoidal signals, it is often found
beneficial to consider the analytic associate of the cross-correlation and
autocorrelation functions. Therefore, in taking the Fourier transform, we

consider the analytic associate of the cross-correlation and autocorrelation
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functionss. In doing this, firstly, the Hilbert transform [25] of all terms in

Equations (3.9) and (3.10) should be computed. Therefore, the analytic

associate of the cross-correlation and autocorrelation functions, are

considered in this section.

The Fourier transform of analytic associate of C, 12

could be calculated as

Cy1yy(@9)=3(Cy,y, (T))wzwo
The simplified form of Equation (3.12) is
i(9r+02-" )
c ] QJ(002) i) _ T
(a)0)==—A]A2 + 720
Similarly
Ry (@)=3(Cy)y (7)) w=ay
or
T
. J201—)
1 5| 1 eJ(201) _, 2
R, (0)=—=—A7|—+ 720
I 4711 g2 a(a’ +a} )
By substituting from (3.13) and (3.15) into (3.11), we have
A jP2
G(jwy)=22"" 120
A]ej(/’l

Similarly for 7 < 0 we have
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A J92
Glay)="2"" 1<0 (.17)
A16J¢]
Thus for all values of z we can write
A J92
G (w))=25 (3.18)
AJeJ¢I

As a result, if we have two signals in the form of Equations (3.6) and (3.7),
then the phase difference and the ratio of the amplitude of the two signals

can be computed according to Equation (3.18).

3.2.4 Response of the White Noise Driven Power System

In this section a white noise driven power system is examined and we aim to
determine the relationship between the two outputs of the power system in

Figure 3.1, labeled y; and y,. If we relate y; to the white noise input using
Equation (3.3), and y, to the input white noise using Equation (3.4), then

vy, and y; are related by

by(jw)
Glw)=21"" 3.19
(@) bi(jw) G-19)

with a common driving noise. In general, the numerator and denominator in
(3.19) have a common coefficient that cancels each other out. According to

Equation (2.20), G( @ ) can be found from

:S(Cyl)’Z ):C)’IYZ(w) (320)
S(Ryyy ) Ry (@)

Gw)

where C (@) is the Fourier transform of cross-correlation between y;

Yiy2

and y,, and R (@) is the Fourier transform of autocorrelation of y; .

Yiyi
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To determine G( jaw ), we consider the analytic associate of its numerator

and denominator. Thus, for @ >0 we could write

Cyy,(@)=jCy, (@) B ‘/54‘4500y1 v (@)

Gow)= , — = 20
Ry, y (@)= iRy, (j®) 2:-45R, | (o)
(3.21)
Therefore
(o @
G(a))=L(]_) @>0 (3.22)
Ry, v, (jo)
Similarly for @ <0 we have
(o jw)+ jC 10
Gl jw)= y’yz(]. ) j. y’yz(j, ) w<0 (3.23)
Ry)y (j@)+ Ry, y, (j@)
Thus
(o @
G(jw):M w<0 (3.24)
Ry, (j@)

With respect to Equation (3.24), we can determine G( @) at the power
system resonant frequency. Thus we can write:

=Cy1y2(w0)

Gljay) R, (@)

(3.25)

So, to find the relative magnitude and phase difference between y; and y,
in the white noise driven system, the Fourier transform of the cross-
correlation y; and y, should be divided by the Fourier transform of the
autocorrelation y; . This derivation is obtained from the analytic associate of

the cross-correlation and autocorrelation functions.
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3.2.5 Response of a Power System to White Noise Plus an Impulse

Consider a white noise driven system with an additional impulse input. If

it is assumed that the system is linear, each of the outputs could be divided

into response due to impulse input and response due to white noise as
Y=Yty and  y; =y +yoy, (3.26)

The autocorrelation of y; and cross-correlation of y; and y, can be shown

to be
Ry;yi =Rypiyii T Rypy v @4 Cypyy =Cypiyg +Cyp vz, G27)
where R, .. and Ry ', =~ are autocorrelations of y; and yj,,

respectively. Also C is the cross-correlation of y;; and y,; and

Y1iy2i

Cwa Yow is the cross-correlation of y;,, and Yy,, . In Equation (3.27),

since there is no correlation between the impulse signal and the white noise
signal, there is no correlation between the two parts of either output signal.
This implies that the cross terms are zero in Equation (3.27). The

relationship between y; and y, can be determined from

G(a) ):S(C)’]yZ
7T S(Ry,y,

)+3(C
)+3(R

) _ 3 CY]iyZi

Y1iVii YiwYiw )
This gives the same result as processing white noise or impulse response

separately. Equation (3.28) shows the relative magnitude and phase

difference of the two outputs y, and y; at aj.

54



Chapter 3: Correlation Based Mode Shape Identification

3.2.6 Using Non-analytic Process

So far the analytic associate of cross-correlation and autocorrelation is
considered. In this section, we examine what error will be made if the non-
analytic signal of cross-correlation and autocorrelation functions are used.

Firstly, the impulse response is considered. If in Equations (3.9) and (3.10),
the non-analytic signal is considered, then Equations (3.13) and (3.15) are

changed to the following equations:
c “Laa
Viy2 ( 25 )_ g 1412

. v . V3
M) HOrtte) LSy i +e—j(¢1+¢z)_e‘f(¢1+¢27)
o? a(a2+wg) aAa+2jay) (a+2ja)0)(a2+w£)

(3.29)

and
1 2
Ry, (@ ):gAJ

. T . T
ej2¢] _e](2¢]_5) e_j2¢1 _e_](2¢]_5)

LZ+ 5+ ! — S 720
a ala’ + ) ) ala+2jay) (a+2joy J(a” +ay )
(3.30)
By substituting (3.29) and (3.30) in (3.10) and simplifying
ael?(91-92) B a
Gy )= 22 i(~01+02) L A2 i(~0y+9y) (@F2j®p) (at2jep) .,
Al Al v
(a+2jay)

(3.31)
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If we assume & << @y, (which is often found in low damping case power

systems), Equation (3.31) becomes

Ay i Ay i i -
G(wo):A_ZeJ( ¢1+¢2)+A_Zej( ¢1+¢2)2f7‘ 2J2001-02) _ 4l >0
1 1 J @

(3.32)
With comparing (3.32) with (3.18), the bound of relative error due to use of

the non-analytic signal is

a
|gr|s% 20 ,for a<<ay (3.33)

With regards to the nature of the IAO in power systems, the assumption of
o << wy 1s frequently true. Consequently, under this assumption the bound
of the error due to a non-analytic signal can be determined according to
Equation (3.33). It should be noted that a similar result can be obtained
forz<0.

For the case of a white noise driven system, according to Section 3.2.3., the
results will not be changed if the not-analytic signal of the cross-correlation

of y; and y,is used.

3.3 Algorithm of the Correlation Based Mode Shape

Identification (CBMSI) Method

The procedure for determining the mode shape using the CBMSI method is
explained in this section. Let us consider a power system including n

synchronous generators as shown in Figure 3.2. In this system, the
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inputs,uy,...,u,,, could be significant disturbance or customer load
variation. The outputs are the generators rotor angle changes, 0y,...,0,,,

and they show the response of the generators rotor angle changes to

significant power system disturbance or customer load variations.

INPUT OUTPUTS
The rest of the network
. — 0
consisting generators Gy,
- : s Gy :
— — 5,1

Figure 3.2: Schematic diagram of the power system with inputs and outputs

In general, the transfer function between input j and an output i, can be

found from

bji(ja)

3.34
a( jo) -39

H(o)=

The least square method is used to find the transfer functions in Equation
(3.34) with different numerators and a common denominator. In this method

the best set for numerators (b i's) and common denominator (a), are

identified. This method is called multi-site curve fitting, since it estimates

the coefficients of several transfer function with a common denominator.
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The system shown in Figure 3.2, has2n state variables. The first n state

variables are the changes of generator bus voltage angle (J;,--,d, ) and the

remaining state are the rate of change of generator bus voltage angle

(5 R 5 n ). The procedure for using the CBMSI is as follows:

Step 1: Refining the data

The response of the rotor angles to customer load variations, as explained in
[50], is the integral of white noise. To represent the system as being driven
by white noise all output measurements should be differentiated. For a real
system with large disturbances, since the duration of the response is short,
therefore the customer load variations are often neglected.

Step 2: Mapping all of the rotor angles to the COI referenced system
The rotor angles are mapped to the COI referenced system by subtracting
the angle of COI from each of the rotor angles according to Equation (2.7).
Step 3: Autocorrelation Computation

In order to determine the IAO resonant frequencies, which lie in the range
of 0.05 to 3 Hz, the time duration of the autocorrelation is often selected to
be 20 seconds. To increase the frequency resolution in the frequency
domain, the time duration of the autocorrelation could be increased or the
signal is zero paded.

Step 4: Resonant frequency identification of the IAO of the power
system

The resonant frequencies of the power system can be found by taking the
Fast Fourier Transform ( FFT ) [103-104] of the autocorrelation of all of the

bus voltage angle differences and using multi-site curve fitting in the
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frequency domain. The resonant frequencies are the imaginary parts of the
roots of the identified common denominator of Equation (3.34).

Step 5: Mode shape plot using eigenvector

Since the eigenvector of a linear system shows how the state variables are
related, therefore in this section the relative magnitude and the phase
difference of the rotor angles with respect to a reference are computed.
Consider the outputs in Figure 3.1, take one generator rotor angle as a
reference, e.g. rotor angle j, in that case we can form the following set of

transfer functions

3(6;)

Hl'(l):
(@=305)

i=1...j—1Lj+1...n  (3.35)

Equation (3.35) can be evaluated with lower noise levels using

3(Cs;5,(7))

H(w)=———
S(Rajaj (7))

i=l...j—1j+1...n (3.36)

where C 5;6;(7 )is the cross-correlation of J; and &;. Also Rs;5,(7) is
the autocorrelation of ;.
The system has 2n states, so the system also has 2n eigenvectors. The first

nelements of the k" eigenvector correspond to the changes of generators

bus voltage angle. They have the general element &’ik that can be obtained

from

) Hi(w)'a):a)k i=l.,j—1j+1...n
P = (3.37)
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where o, is the K power resonant frequency.

Therefore, if the rotor angle j is considered as the reference rotor angle,

then the mode shape at the power system resonant frequency @, can be

plotted using the elements of the following vector

HJ(CU)|

0, =1 1

.

D=y,

Hj—](w)‘w:
Hi@),_,

Hu(®) gy, |

g (3.38)

Since & x 1s a part of the right eigenvector and the eigenvector is not unique

and any multiple of any eigenvalue is also an eigenvalue, Equation (3.38)

can be written as

D =9

m%&ﬂ

&%m44

3(R5.5. )‘

(Cs;s

]+]
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W=wy,

e

D=y,
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3.4 Simulation Results of the CBMSI Method

3.4.1 Eigenvalue Analysis of a Test Power System

In this part, the algorithm of the CBMSI method is validated by simulating a
linearized test power system. The test power system consists of three
generators and nine lines. The specifications of the test power system are
given in [15]. The basic model does not include any machine damping. In
this case a damping factor, D , is considered to damp the oscillation of the
IAO in the test power system. The damping power for each generator is

expressed by

Pp =-065,  i=1..3 (3.40)

Since this test system has three generators, the vector of state variables is

formed as

T
X=|8 & & 6 6 & (3.41)

Also, the state space presentation of the test system can be written as

X=AX+BU (3.42)
where

A = the system matrix that can be computed according to Equation (2.10)

using Equation (3.40) and data of the test system given in [15]

X = the vector of the state variables
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U = the vector of the input sources

The input matrix B and the input vector U and are considered as

— ] _T
000 — 0 0
Jg
B=lo oo o L oo (3.43)
J>
1
000 0 0 —
i 3
_ T
U=lu; up us] (3.44)

where u; to u3 are three white noise sources.

Since this system consists of three generators, there are two complex modes.

The test system has the following complex eigenvalues

—-0.3% 788015 and —-0.3% j13.4130 (3.45)

The resonant frequencies are

f1=14Hz and f, =2.1Hz (3.46)

3.4.2. Simulation Results

In applying the algorithm to the test power system, the inputs are white
noise sources. The simulation is performed for 30 minutes. In the
simulation of the test power system, at first the obtained generator rotor

angles mapped to the COI referenced system. Then, the autocorrelation of

62



Chapter 3: Correlation Based Mode Shape Identification

the angles are computed. Figure 3.3 shows the autocorrelation of rotor angle

0;. and Figure 3.4 represents the cross-correlation of J; and J3.

Then, the FFT of the autocorrelations are taken. Multi-site curve fitting in
the frequency domain on the of the autocorrelations yields the power system
eigenvalues. Figure 3.5 illustrates the FFT of autocorrelation of the
generator angle J, and the fitted curves of the test power system. As shown
in Figure 3.5, there are two distinct resonant frequencies for the test power

system.
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Figure 3.3: The autocorrelation of rotor angle ¢; of the test power system
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Figure 3.4: The cross-correlation of d; and 03 of the test power system
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Figure 3.5: The FFT of autocorrelation of the generator angle J, and

the fitted curves of the test system
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The identified eigenvalues are given in Table 3.1. Also the estimated
resonant frequencies are given in Table 3.2. In these two tables, the actual
values refer to the values obtained from eigenvalue analysis of the state
space model and estimated values indicate the values identified by the

CBMSI method.

Table 3.1: The actual and estimated eigenvalues of the test power system

Actual value Estimated value
—-0.3+ j8.8015 —0.3005 + j8.8662
—0.3+ j13.4130 —0.3272+ j13.3926

Table 3.2: The actual and estimated resonant frequencies of the test

power system

Actual Resonant Estimated Resonant

Frequency (Hz) Frequency (Hz)
1.4008 1.4111
2.1347 2.1315

In the next step, the first half elements eigenvectors of the test power system

, @y corresponding to rotor angle state variables, are determined using
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Equation (3.39). For this system, at each resonant frequency the elements of

the eigenvectors associated with 0;, d, , 03 are denoted by Vs, Vs, and

Vs respectively. These vectors are shown by ;’k = [V§] Vso V§3]T.

For forming the mode shape plot of this system, the rotor angle J3 is

considered as the reference rotor angle. According to Equation (3.39), the

FFT of the autocorrelation of d3 and the FFT of the cross-correlation of

03 and other rotor angles are computed, and then evaluated at the specific

resonant frequencies to form (_ok. The vector &’k are determined from two

methods; one method is the eigenvalue analysis and the other method is the

CBMSI method proposed in this chapter. The value of &k obtained from

these two methods are compared in Tables 3.3 and 3.4 at power system
resonant frequencies of /.4 Hz and 2.1 Hz, respectively. Also, the mode
shapes that are obtained from these two methods are plotted in Figures 3.6
and 3.7 for the identified resonant frequencies. Tables 3.1 to 3.4 and also
Figures 3.5 and 3.7 indicate that the estimated values obtained from the
CBMSI method are close to the actual values computed from eigenvalue
analysis. This indicates that the CBMSI method can reliably estimate mode
shapes as well as eigenvalues of the power system. These results represent
the validity of the CBMSI method.

As can be seen in Tables 3.3 and 3.4 there are some phase shifts in angles

and changes in magnitude for the eigenvector. This is to be expected, since
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the autocorrelations are based on a finite data length; ideally an infinite

length simulation would yield perfect estimates.

Table 3.3: The value of the elements of ;) ¢ associated with f =1.4Hz

obtained from the two methods: eigenvalue analysis and the CBMSI

based method for the test power system

Eigenvalue

Analysis

Correlation Based

Method

Generator I: Vs,

0.0322£-180°

0.0320£-183.2°

Generator 2: Vs,

0.093320°

0.0927 £ —4.1°

Generator 3: Vs,

0.0546 £0°

0.054020°

Table 3.4: The value of the elements of &k associated with f=2.1 Hz

obtained from the two methods: eigenvalue analysis and the CBMSI

method for the test power system

Eigenvalue

Analysis

Correlation Based

Method

Generator I: Vs,

0.0028 £ - 180°

0.00354 —164.5°

Generator 2: Vs,

0.023£180°

0.0211£170.6°

Generator 3: Vs,

0.0706 £0°

0.0707 £0°
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Figure 3.6: Mode shape plot at f=1.4 Hz obtained from the two methods, a)

eigenvalue analysis, b.) CBMSI method
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Figure 3.7: Mode shape plot at f=2./ Hz obtained from the two methods,

a) eigenvalue analysis, b.) CBMSI method
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3.5 Results of CBMSI Method on Real Data’

3.5.1. Results Due to Power System Disturbance

In this part the recorded data following a braking resistor event are used to
find the TAO eigenvalues of the Australian electricity network The data are
power flows along 6 lines in Queensland and Victoria associated with a
braking resistor test carried out on the 22" of January 2001. The duration of
data captured following the braking resistor event was around 1.5 minutes.
Figure 3.8 shows the power flow of a power line in South Australia
following a braking resistor event at 00:44:51 on the 22™ of January 2001.
The autocorrelation of the power flow changes of South Australia line is
depicted in Figure 3.9.

After taking the FFT of the autocorrelations the resonant frequencies are
identified using multi-site curve fitting in the frequency domain. Figure 3.9
shows the FFT of the autocorrelation of the load centers. As can be seen in
Figure 3.10, there are two dominant resonant frequencies. Tables 3.5 and
3.6 show the power system identified eigenvalues and resonant frequencies,

respectively.

1-The read data was provided by Powerlink Queensland.
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Figure 3.8: The real data of power flow across the South Australia power
line following the braking resistor event 00:44:51 on the 22M of anuary

2001
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Figure 3.9: The autocorrelation of the power flow of a power line for the

real data
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Figure 3.10: The magnitude of the FFT of the autocorrelation of the power
flow of the load centers in Australian electricity network following the

braking resistor test

Table 3.5: The power system eigenvalues estimated from the power flow of
the load centers in the Australian electricity network following the braking

resistor test

Estimated Power System Eigenvalues

First Mode -0.2733+ j2.0250

Second Mode —0.2406 + j2.5277
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Table 3.6: The estimated system frequencies corresponding to Table 3.5

Estimated Power System Resonant

Frequency ( Hz)

First Mode 0.3223

Second Mode 0.4023

3.5.2. Results from Normal Operating Conditions’

In this section the power system eigenvalues of the Australian electricity
network are identified by applying CBMSI method on real data from normal
operating condition. The data consists of the voltage bus angle of the four
major load centers: Brisbane, Sydney, Adelaide and Melbourne and some
measurements of current flow to loads. All angles are measured with respect
to a GPS (Global Positioning System) strobe. The sampling frequency of the
real data is5 Hz and the duration is one hour starting from the time 00.00 of
the 22" of May 2002. The voltage and current of the Brisbane load centre is
given in Figure 3.11. The data of this figure was recorded by the angle
measurement unit and because of the interfacing system, the values of the
vertical axes are not scaled to represent the actual value of the voltage and

current magnitude.

1-The real data was provided by Powerlink Queensland.
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Figure 3.11: The magnitude of the voltage and current of one hour data

started the time 00.00 of the 22™of May 2002

The voltage of the four major load centers were analyzed to find the
eigenvalues and mode shape of the Australian electricity network. Since the
customer load variations are the integral of the white noise, the voltage
angles were differentiated to present the measurement as though driven by
white noise. In the next step the COI angle is computed and all of the angles
were mapped to the COI referenced system. Then the autocorrelation of all
of the voltage angles are computed. Figure 3.12 shows the autocorrelation of
the voltage angle of the Brisbane load centre. Also the cross-correlation of
the voltage angle of Brisbane and the Sydney load centers is depicted in

Figure 3.13.
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Figure 3.12: The autocorrelation of the Brisbane voltage angle
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Figure 3.13: The cross-correlation of voltage angle of Brisbane and Sydney

voltage angle
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The power system resonant frequencies are found using multi-site curve
fitting FFT of autocorrelations of the COI referenced voltage angles of the
four major load centers in frequency domain. The time lag of
autocorrelation in the real data analysis is chosen 40 seconds, to increase
the frequency resolution. Then, the curve fitting is performed over the
frequency range of interest as explained in Step 3 of the CBMSI algorithm
presented Section 3.3.

The FFT of the autocorrelation of load centers are illustrated in Figure 3.14,
and the identified eigenvalues and resonant frequencies are given in Tables

3.7 and 3.8 respectively.

14000 !
—  Brisbane
12000 e, Adelaide
-— = = Sydney
10000 I
Melbourne
8000
6000
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2000
0 e e eree e
2 2.

Frequency ( Hz)

Figure 3.14: The magnitude of the FFT of autocorrelation of bus voltage

angle of the load centers
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Table 3.7: The power system eigenvalues identified from one

hour of the normal operating data

Mode Estimated Power System Eigenvalues
Mode 1 —0.2255+ j1.8793
Mode 2 -0.3512+ j2.7552

Mode3 —6.1219+ j4.4677

As shown in Figure 3.14, the first two modes are dominant in all of the

FFT of the autocorrelations.
According to Equation (3.39), the mode shape plot at each identified
resonant frequency can be determined using autocorrelation and cross-

correlations. The mode shape plots for the three estimated resonant

frequencies are illustrated in Figures 3.15 to 3.17.

Table 3.8: The power system resonant frequencies identified form

one hour of the normal operating data

Estimated Power System Resonant

Frequency (Hz)
Mode 1 0.2991
Mode 2 0.4385
Mode 3 0.7397
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Figure 3.15: Mode shape for the real data at the first resonant frequency

180

Figure 3.16: Mode shape for the real data at the second resonant frequency

78



Chapter 3: Correlation Based Mode Shape Identification

270

Figure 3.17: Mode shape for the real data at the third resonant frequency

From the mode shape plots in Figures 3.15 to 3.17 the following points can

be made:

® At the first resonant frequency, the generators near Brisbane and Sydney
load centers in one group are swinging against the generators near the
Melbourne and Adelaide load centers in the other group. This happens at
the second resonant frequencies in almost the same way.

e The Sydney voltage bus has the smallest contribution at the first
resonant frequency.

e At the third resonant frequency, the Sydney, Melbourne and Adelaide

load centers swing against the Brisbane load center.
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3.6 Summary

In this chapter, the CBMSI method based on the autocorrelation and cross-
correlation functions is proposed to identify the power system eigenvalues
and mode shape. After developing the theory and presenting the algorithm,
the CBMSI method is validated by simulating a test power system. The
findings of the simulation show that the estimated power system
eigenvalues and mode shapes agree with the results obtained by the
eigenvalue analysis.

The CBMSI method is applied on two different sets of real data of the
Australian electricity network. The first set of real data consisted of the
power across 6 major lines of the Australian electricity network following a
large disturbance created by a braking resistor event. The response of the
system to the braking resistor is considered similar to an impulse response
of the power system. From this data the power system resonant frequencies
are identified using the correlation based method. The second data set
includes magnitude and angle of voltage and current of four major load
centers, Brisbane, Sydney, Melbourne and Adelaide, collected from the
normal operating conditions for one hour. The power system resonant
frequencies are identified using the CBMSI method. Then the mode shape at
the each identified resonant frequency of the Australian electricity network,

are determined.
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Chapter 4: Load Contribution to Damping

4.1 Introduction

This chapter develops a method to identify the effect of the load dynamics
on oscillatory modes of the inter-area oscillations (IAO). In particular, the
proposed method aims to find the sensitivity of the oscillatory modes with
respect to the loads in a multi-machine power system and the extent to
which loads can change the eigenvalues of a multi-machine system. In this
method, the sensitivity is found by a.) using the identified oscillatory modes
of low frequency oscillations, b.) the identified load model, and c.), the right
and left modal matrices.

The eigenvalue sensitivity to load (ESL) method presented in this chapter
can be applied to the actual power system to continuously learn actual
parameters rather than derive them from an off-line model.

A test power system including three generators and nine buses is simulated
to validate the algorithm.

This approach is also applied to the TAO of the Australian electricity

network and the sensitivity to one particular feeder load is identified.
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4.2 The Concept of Load Contribution to Damping

In order to explain the effect of load to damping, consider Figure 1.2, which

is repeated in Figure 4.1 for convenience.

Infinite Bus

Load

Figure 4.1: A single machine connected to infinite bus
At first consider that the load is static, therefore with a step change in

voltage, the load power P; changes suddenly. Hence the P; changes are in

phase with voltage and consequently in phase with ¢ and it has no

component in the direction of o . Therefore, it does not contribute to

damping, because according to Equation (2.3) P; should have a component

in the direction of Jin order to contribute to damping. This is shown in
Figure 4.2.a.
Now consider the case that the load is a dynamic load like an induction

motor. As explained previously due to the motor inertia, there is a phase
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shift between the P; changes and the voltage changes or between P

changes and ¢ changes as shown in Figure 4.2.b. The phase shift in Figure

4.2.b indicates that the load has a component in the direction of 5 . Thus,

the induction motor contributes to damping.

Figure 4.2: Load contribution to damping, a) static load, b) dynamic load

4.3 State Space Representation of Power Systems
Including Dynamic Loads

As explained in Section 2.2, it is assumed that the perturbation around the
operating point is small, such that the variations in the power system can be
expressed in the form of a linear state space model. In Section 2.2, the state
space representation of the power system in the IAO was studied.

In this section, the modification of the state space model is performed by
considering the dynamic loads. Figure 4.3 represents the connection of the

generator i to the rest of the network in an n-machine power system. For
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each generator, a dynamic load is connected to the bus terminal of the

generator.

mi

. P,
Busi et
The rest of the network

—
@_ consisting of generators Gy,

.Gy, Giyghnnny G,

Dynamic l
Load i

Pr;

Figure 4.3: The connection of the generator i and load i and to the rest of the

network

Since the aim is to describe the influence of the loads on the system modes,
a load model is developed. This load model relates the rate of machine angle
changes to the active power of the load. In particular, since the load is
assumed to be located at the generator terminals, only the generator i affects
the load i. This model shows the load at the generator terminals. This is not
strictly true for all power systems but can be approximated in many cases.
Where a group of generators are all in proximity of a load, then the
aggregate generator representing the group may approximate this condition
of loads at the generator terminals. In this simulation, the dynamic load

model is chosen as a first order transfer function

) 4.1

PL':
! a; +s

As explained in Chapter 2, the response of the aggregated induction motor

model to the step change of the bus voltage angle is exponential. Therefore,
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the dependency on frequency,d, in the dynamic load model of Equation
(4.1) is similar to the response of an induction motor [63,82].
Using the same method in Section 2.2 including dynamic load, Equation

(2.4) can be modified as

sij
i j= i i

o1zl I .
§i+J— ZIP §l] + J—Dl §i+TPLik =0 p.u i=1,...,n (42)

Evaluating Equation (4.1) at the K power system resonant frequency, @y,

and simplifying, an equation relating J; to P; at the specific resonant

frequency w , can be found as

PLik = a’/lk (— C()k sm@l 51 + COSel' JZJ (43)
where
b —-1| @
Oy =—— and G;=—tan | — (4.4)
2 2 a;
a;” +w l

1
in Equation (4.4), «;; is the load factor of the i" dynamic load at @, and

represents the value of the magnitude of the i" dynamic load, and in the per
unit ( p.u.) system, it can take any value between zero and one.

It should be noted that to reach Equation (4.3), the following relation has

been used

5. = jw.5; (4.5)

where j is the complex operator.

Substituting Equation (4.3) into Equation (4.2) gives
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5‘i+%n.z::szij5ij + %Di 51‘"‘%“ (— W sin@ o; + cosd 5,}=0 pu
ij= i i
i=1,...,n

(4.6)
The normal approach to represent the state space model in Equation (4.6) is
to form the full state space model including the dynamics of the load as
given in Equation (4.1). However, it should be noted that as explained in
Subsection 3.2.1, the load power has the characteristic of an integral of
white noise and this signal excites the system. Then, the power system

resonant frequencies are identified using the CBMSI method presented in

Chapter 3. According to Equation (4.1), the rate of voltage angle
changes, 5 , is used to find the load model. However, energy of the spectrum

of the & is concentrated at the resonant frequencies of the IAO and is not
uniformly distributed in the range of frequencies of interest for which we
wish to find the load model. In spite of this, what is important is to find the
load model at the resonant frequency and perform the sensitivity analysis
which is described in Section 4.4. Thus, the state space representation of

Equation (4.6) in the compact form is

X=AX+a;, BV p X+t E; Vi X+t E, Vip X (47)

where
A = the power system state matrix given in Equation (2.10) and

T
X=|8 & - &8, 81 82 - bn (4.8)
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T
El-:|:0 0 000 - L .. 0} (4.9)

Vik:[O 0 --- —Wy stn(el) -0 0 0 --- COS(HI') . 0] (4.10)

4.4 Sensitivity of Power System Mode with Respect to
Load Parameters

This section makes use of eigenvalue sensitivity presented in Section 2.3.
The limitation of the existing approaches is single parameter variation. As
we see in this section there is a need of modification of eigenvalue
sensitivity, when there are multiple parameter changes of the system matrix
A.

In this section we want to know how the eigenvalues of a power system
change as the load changes. Now consider the right eigenvector of the

power system, ¢ , which is characterized by the following equation

Aoy (Ey Vi)boorog(Ey Vi)+ 0 (En Vi) | o= Ay 0,
“4.11)

The derivative of Equation (4.11) with respect to ;;, can be computed as

0
[aa,ik (A+a (E iy Vi)l g +
ad
At BV )bt i EyVi ) et i EngVi ) atfk i
ik

oA o9
= A

0@k R LA
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or

EpViok +(A+ap (Ep Vi) + -+ ap(EygVilt+ap( EgVy)

o _ Ik L8

= 4+ A, —K
aaik aaik ¢k k aaik

(4.13)
Let y; denotes the i" left eigenvector, then premultiplying Equation (4.13)

by w;, the following equation is obtained

ViEikVi o +V/k[A+“1(E1kV1) to A (EpVi)dra, (EuVy, )]
IJy L)

k
Baik aaik

O,
= +y A
Vi da Pr +V Ak

According to Equation (2.16), we have

O
k aa'ik

_ 9k
B aa'l-k

Ok 4.14)

Also, from the definition of the right eigenvector the following equation can

be written as.

Vi [(A+0‘]k (Ep Vi)t +ip(Eg Vi )+ + Qe ( Epg Vi ))—ﬂkl]é”k =0
(4.15)

Therefore, the sensitivity of the K" eigenvalue with respect to the i" load

(per dynamic load unit) is

My
=w, E.V. 4.16
S Vi EiVidx (4.16)

Therefore the changes in the K™ eigenvalue, 44 , due to presence of the i

load can found from

Ay =y Eg Vi § Aay (4.17)
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4.5 Load Model Identification in IAO

4.5.1 Describing the Load Effect on Power System Using
Block Diagram Representation

In order to investigate the effects of the load characteristics on the IAO,
consider the block diagram in Figure 4.4. In this block diagram, the
measured power, P, includes some of the system “noise disturbance” which
are customer load changes within the feeder. There are two inputs w and
z for the block diagram shown in Figure 4.4. Input w represents the local
customer load perturbation and input z shows the remote customer load
perturbation. In the other word, at any resonant frequency, the mode is
partly excited by local load variations or feedback power system controller
influences, and partly from other loads or other power system controllers
[8]. The local and remote excitation of the system oscillations are labeled
w(t) and z(t) respectively. Since the load can be modeled as the integral of
white noise [50], the power system with local and remote disturbances can
be represented as in Figure 4.4.a. In this model w and z are uncorrelated
white noises. The model in Figure 4.4.a, can be simplified to the
representation shown in Figure 4.4.b. In Figure 4.4 the transfer function

ms) s included to represent the different effect of load perturbation from

n(s)

remote locations on the system response.
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Figure 4.4: Block diagram of power system to show load dynamics a.)

complete model, b.) simplified model
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4.5.2 Correlation Based Analysis of the Load Effect on the
Power system

The influence of the load on the power system is investigated analytically in
this section.

With regard to Figure 4.4 we can write

z e(s)a(s) m(s)
= 4.18
SO St b5 ets) ns) TV G
yB(s)= L(s)als) n(s) W(s) +e(s)b(s)m(s)Z(s) 1,
n(s)(a(s)f(s)=b(s)e(s))

Equations (4.18) and (4.19) can be written as
8(s)=H(s)W(s)+Hy(s)z(s) (4.20)
P(s)=Hy(s)w(s)+Hy(s)z(s) (4.21)

where
H _ e(s)a(s) m(s) 420
108 = F (s )= b s Jels) n(s) (22

H - e(s)als) 423

1208 = s f (s )= b(s)e(s ) 2
f(s)a(s)n(s)

Hy(s)= (4.24)

20 als) F(s)=b(s)e(s )

Ho(s)= e(s)b(s)m(s) (4.25)

n(s)(a(s)f(s)=b(s)e(s))

Equations (4.18) and (4.19) in time domain can be expressed as

S(t)= Thy(Erp)wir—Epp ) dép+ [hyp(Ep ) a(1—Epp ) A&y (426)
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P(t)= [hy(&o1 ) wt=Ea1) dry+ [hop(Ean ) 2(t=82p ) dSrp (4.27)

where h;;, hjp, hy; and hy,, are the impulse responses of H;;(s),

H;>(s), Hy;(s) and H,,(s), respectively.

The desired load model, which is the transfer function between 5 and P in

the frequency domain, H; (@ ), can be computed according to (2.20)

S[C. (f)}
H (@)= _Leér | (4.28)
3{1?. ‘(1)}
)

where C (1) is the cross-correlation of 5, and R (7) is the Fourier
SP 56

transform of the auto-correlation of &[8]. The cross-correlation function

C_ (7) and autocorrelation function R (7 ) can be found from the
5P 56

following equations (see Appendix A)

C (7)=E[S8(t)P(t+7)] (4.29)
5P

R (7)=E[S(t)S(t+7)] (4.30)
55

where E is the expected value.

Substituting (4.26) and (4.27) into (4.29) and (4.30) respectively, yields
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CSP ()= E{ [hpp(Srp)wt=E11) dSpp+ [hia(&1 )2t =Ep2) dfzz}

{ [hop(Sop )Wt +T =827 ) déo + [hop(8a2 )e(t+T=82) dfzz}}
4.31)

or

C(.SP(T)= E{ [hpp(Srp) wt=&11) d&pp [hop(Sop )wm(t+7=85p) dfzz}

+E{f hpp(&rp)wt=811) dSpp [haa(Eap )a(t+T =822 ) dSo)

—00

(o)

+EY [hpa( & )2t =812 ) dépn [hop(Eap )m(t+7—E;) dfzz}

—00

+ E{ T hia(Epp )2t =Epp ) d&pn Thzz(fzz )2(t+T =82 ) dép

- - (4.32)
The expected value from the internal terms of the integrals in (4.32) is taken
as

C(.SP(T)= [ Thip(&pdhap(Eap) Efw(t =& )wit+1 =&y )Ydépdés;

—00 —00

+ [ Thyg(&11 )hoa(En VEMW(1 = &1y Ja(t+7—Exp )}dEp1d o)

—00 —00

+ [ Thyp(&1p Ihop(Exp JESz(t =& w(t + 7= &7 ) }dEppdEs;

—00 —00

+ | Thia( &1 Dhop( &0 VE{e(t = &3 )a(t+ 7= &y ) JdEpr dEpy

—00 —00

(4.33)

Since w and z are uncorrelated white noise, therefore we have
E[w(t)z(t+17)]=0 (4.34)
Equation (4.34) holds for all values of time lag, 7, [24]. Equation (4.33) is

simplified using Equation (4.34) as
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C(.SP(T)= [ Thii( &1 )hoi(E21) Ry(T+E17 =821 )d8; dSoy

—00 —00

+ [ Thpp(Enhpa(Exn ) Ry(t+E1, —¢xp )dé, déyp (4.35)

— 00 —00

where R,,,, and R, are the autocorrelation of w(#)and z() respectively.

By using the definition of convolution, Equation (4.35) becomes

CES (T)=Ry (T)*hy(—T)* hp(T)+ R (T)* hjp(—T)* hy(7T)
P

(4.36)

where * represents the convolution integral operator.

Applying the same method for the autocorrelation of 5 , R (1), gives
66

Ré‘s(T)ZRWW(T)* hpp(=T)*hp(T)+ R (T)* hyp(—T)* hya(7)

(4.37)
Then, the Fourier transform of (4.36) and (4.37) is taken as

Ca (W):RWW(W)H]](—(O) H]]((O)-FRZZ(Q))HZ](—Q))*H22((0)
P

(4.38)

Ré‘s(a)):wa(a))H]](—a)) sz(a))+RZZ(G))sz(—a))*sz(a))

Ré-é-(w):RWW(w)HII(_w) H”(a)) +RZZ(CO)H12(—(0)*H]2(Q))

(4.39)
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Since w(t) and d(t) are white noise, their power spectrum densities are
flat, Therefore, R, (@) and R_. (@ )can be found from the following
equations
R, (&)=W (4.40)
R, (w)=Z (4.41)
where W and Z are real positive constants.
By using R,,,(@w) and R, (@) from (4.40) and (4.41) respectively,
Equations (4.38) and (4.39) are changed to

C (w)=H; (-w) Hyj(o)W+Hj(-0)*H»(w)Z (4.42)
Sp

R. . (a)):H]](—a)) H]](&))W+H]2(—w)*H]2(a))Z (4.43)
00

Equations (4.42) and (4.43) can be written in the short from of

C (w)=H, (o)W+H,(w)Z (4.44)

oP
R (w)=H. (o)W+H,;(w)Z (4.45)

00

where

H,(®)=H (-0)H, (o) (4.46)
Hy(®)=H(-0)H» (o) (4.47)
H.(o)=H;(-0)H () (4.48)
H;(w)=H(-0)H; (w) (4.49)

The load transfer function is determined by substituting the numerator and
denominator of (4.28) by (4.44) and (4.45), respectively. Therefore, the load

model can be found from
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H o)W+ Hy(w)Z
"H. (o)W+H, (0)Z

H (o) (4.50)

or

H, (o)W N H,(w)Z

Hi(w)=
H.(o)W+H(w)Z H.(o)W+H, (w)Z

4.51)

When the overwhelming majority of the modal disturbance does not

originate in the feeder load being examined, or in the other words, if

W << Z , then the transfer function H; can be approximated by

Hp(w)

H;(w)=
L(®) Hy(o)

(4.52)

After substituting H,(@)from (4.47) and H, @) from (4.49) and

simplifying, the load transfer function can be expressed as

b(w)

Hilw)= o)

(4.53)

So, with the condition that W is much smaller than Z, the transfer function

between & and P can be identified. Consider the case of monitoring one
feeder in a large interconnected system. In this case, the load variations in
that feeder will have a much lower effect on the network than the
cumulative effect of variations from every other feeder in the entire power
system network. Therefore, if the local customer changes are much greater

than the remote load changes, the load transfer function H; (@) can be

found from Equation (4.53).
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4.6 Algorithm for the Eigenvalue Sensitivity to Load
(ESL) Method

On the basis of the theory presented in the previous sections of this chapter,
the algorithm of eigenvalue sensitivity to load (ESL) method is developed to
determine the load contribution to damping in a multi-machine power
system. The algorithm has the following steps:

Step 1: Identifying the resonant frequencies of the IAO

The CBMSI method was developed in Chapter 3, is used to find the
oscillatory modes of the IAO. When using CBMSI method, the COI angle is
first computed using Equation (2.6) and then the voltage angles are mapped
to the COI reference angle according to (2.7). The voltage angles in the COI
referenced system are used by the CBMSI method to find the power system
eigenvalues.

Step 2: Identifying the load model

The load model in the algorithm is found on the basis of cross-correlation
and autocorrelation functions from Equation (4.28), with the assumption
that the local load disturbance is much smaller than that of remote
disturbances.

Step 3: Determination of the right and left eigenvectors

In Section 3.3, the process of determining the mode shape plot, on the basis

of cross-correlation and autocorrelation was developed and explained. The

mode shape is plotted using ;)k as shown in Equation (3.39). It was also
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mentioned that (;’k in (3.39) is a part of k" right eigenvector, ¢ . The right

eigenvector ¢, can be found with the same method used previously in

(3.38) and considering the relationship between the 0 and S described by
(4.5) as

1
H(w)

H”(w)|a)=wk
J O
jox Hy( )

W=y

o = (4.54)

W=y,

ja)k Hn(w)|w:wk

The right eigenvector ¢ in Equation (4.54) is normalized to the first

element of the vector.

The right modal matrix is formed as given in Equation (2.13) using
Equation (4.54). It should be noted that in an n-machine system, there are
(n—1) inter-machine frequencies or 2(n—1/)complex frequencies but the
size of the right modal matrix is 2n by 2n. The remaining eigenvectors
correspond to the common modes. One of the common mode frequencies
for the model in (4.7) is zero and the other is equal to the system load
response time constant. If the load response common mode is called 4,.,
then the 2n by I unnormalized eigenvectors corresponding to common

modes can be formed as

Gy =1 - 1 0 - 0] (4.55)
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Gop =11 - 1 A - A ]0 (4.56)
The common mode, 4., can be found by fitting a first order model on the

FFT of the autocorrelation of the COI angle.

According to Equation (2.17), the left modal matrix is the inverse of the
right modal matrix. The rows of the left modal matrix are the left
eigenvectors.

Step 4: Identification of the load contribution to damping

By evaluating the identified load transfer function from Equation (4.28) at
the power system resonant frequency, the contribution of load to damping is
quantified. In fact, this quantification is used to form V vectors in Equation
(4.10).

Step 5: Sensitivity analysis

In this step, the sensitivity of the eigenvalues with respect to the load factor
is determined using Equation (4.16). Indeed, the computed sensitivity shows
the extent to which the eigenvalues of the system would be changed in the

presence of the load.

4.7 Simulation Results of the ESL Method

This section examines the simulation of the proposed ESL method on a test
power system consisting of three generators and nine lines. The same test
power system used in Chapter 3, is simulated in this section with some
modifications. The test system and its parameters are derived from [15].
Following the steps given in [15], the system can be reduced to a 3-machine

system with three lines. In our analysis only the reactive part of the line
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impedance is considered. The diagram of the resulting system is illustrated
in Figure 4.3 The modifications of the test system of [15] include the three
dynamic loads which are placed close to the generator terminals as
discussed in Section 4.3.

To validate the sensitivity algorithm, the eigenvalues of the system with the
loads and without the loads are determined via a simulation. Then the
difference between the two separate sets is considered as the actual
sensitivity. These values are then compared to the values that are to be
obtained by means of the sensitivity analysis which is described in Section
4.4 in Equation (4.17). The test system is excited with three white noise
sources in such a way that each of the sources is located near a generator
bus.

In this simulation, the load connected at each generator bus, is considered in

the form of

i=1-3 (4.57)

In Figure 4.5, L; to Lz represent the dynamic loads and the their equations
are given in Equation (4.57).
As explained in Subsection 3.4.1, the damping for the synchronous

generators is considered as

Pp =—065,  i=1...3 (4.58)
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Bus 1 Bus 2

Bus 3

Ls

Figure 4.5: A simplified diagram of the test power system including a

dynamic load at each generator terminal

The state variable vector for this system is presented by

T
X=\6, 6, 03 6 6, 03 Py P Pr3

The state space representation for the test system can be written as

X=A;X+BU
where
A ;= the system matrix including loads
U = the vector of the input sources

The system matrix A, can be formed by using (2.10) as
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—Lsi2
3

Z PsZi

i=1

i#2

— 1832

— g1z T

—Is23

3
> PsZi
i=1

i#3

) _BI
Ji

0 0

0 0

U=lu; u usl”

0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
6 0 0 —L 0 0
Ji
1
-0.6 0 0 -——0 0
J2
0 -.06 0 0 —i
J3
0o 0 q 0 0
b2 0 0 aZ 0
0 b3 0 0 Clj |
(4.61)
0 0 0 0 0
—L 0 0 0 0
J>
0 —i 0 0 0
J3 i
(4.62)
(4.63)

where u; to uz are the three white noise sources.

The test system is simulated for 30 minutes with a sampling frequency of

10 Hz. The first step according to the algorithm in Section 4.6, is the

identification of the power system eigenvalues. The power system resonant

frequencies and loads are identified using the CBMSI presented in Chapter

3. Since the generators of the test system are the same as the generators of

1
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the test system in Section 3.4.2, the identified resonant frequencies are the
same as those previously given in Table 3.1.

In the next step, the dynamic load transfer functions are identified according
to Equation (4.28). The frequency response of the identified model for load
2, is shown in Figure 4.4. The identified dynamic load parameters as well
as the chosen values are given in Table 4.1. The chosen values in this table

represent the known values for the dynamic load parameters.

Magnitude
2
10

10 10' 10°
Phase Frequency (rad / Sec.)

-60 .

\\

-100
10 10/ 102

Frequency (rad / Sec.)

Figure 4.6: The frequency response of the identified model of load 2 for the
test power system

As Table 4.1 illustrates, the estimated values of the load parameters agree

with the actual values. This shows the validity of the load model

identification.
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Table 4.1: The chosen and estimated the loads parameters for the test power

system
Load Parameter Chosen Estimated
b; 0.035 0.0348
Load L, a 15 14.919
by 0.011 0.0110
Load L, ar 10 10.0216
bs 0.21 0.0209
Load L, az 7 7.0134

The sensitivity of the eigenvalues of the test power system to the presence
of all loads is also calculated using Equation (4.17). These values as well as
actual sensitivity are shown in Table 4.2. The actual sensitivity in this table
illustrates the difference in the power system eigenvalue when there is no
load with the case in which the loads are present.

Table 4.2: The actual and estimated sensitivity of the power system

eigenvalues when all loads are varied

Resonant Sensitivity with the Estimated
Frequency Chosen Load Parameters Sensitivity
f=14Hz —0.0116 + j0.0107 —0.0102 + j0.0098
f=21Hz -0.0177 + j0.0329 -0.01722 + j0.0313
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As shown in Table 4.2, the actual and estimated values of the sensitivity are

close. This indicates that the ESL method is capable of accurate estimation.

The results given in Table 4.2 also indicate:

e The load has increased the damping for both modes, real part of the
sensitivity values are negative.

e However, the increase in the imaginary component of the modes shows
that the load has caused a small increase in modal frequencies.

e At 2.1 Hz, the influence of the load on frequency is stronger than the
influence on damping.

It is worthwhile to quantify load contribution to damping. By evaluating the

identified load transfer function at the resonant frequency, the contribution

to damping is quantified. The contributions of the loads L; to L; to

damping at f = 1.4 Hz and f = 2.1 Hz are shown in Tables 4.3

Table 4.3: The value of load contribution to damping for the test power

system
Load Contribution to Load Contribution to
Damping at f =1.4 Hz Damping at f =2.1 Hz
(Neper per second) (Neper per second)
Load L; 0.0152 0.0174
Load L, 0.0054 0.0053
Load L3 0.0102 0.0085
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Figure 4.7: The plot of the contribution of the load L; to damping at

f =1.4 Hz for the test power system
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Figure 4.8: The plot of the contribution of the load L; to damping at

f =2.1 Hz for the test power system
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Since the identified dynamic load parameters shown in Table 4.2 are very
close to the actual value, the estimated value of the load contribution in
Table 4.3 are also very close to the actual values. For this reason, the actual
value contributions are not shown in Table 4.3. Figures 4.7 and 4.8
represent graphically the contribution of load L; to damping at f = /.4 Hz
and f =2.1 Hz

The results of the simulation show:

e The three loads in both resonant frequencies have a positive contribution
to damping and their presence in the test power system improve the
damping.

e At any of the two frequencies, the load L; makes the greatest
contribution and the load L, has the smallest contribution to damping.

e For the load Lj;, the contribution at f =1.4 Hzis greater than the

contribution at f =2.71 Hz .

4.8 Results of ESL Method on Real Data

This part is devoted to analysis of the data measured on the interconnected
Australian network. The data was used in Section 3.5.2 to find the
eigenvalues and the mode shape of the Australian electricity network. As
explained in Section 3.5.2, the real data consists of voltage magnitude and
angle of the four major load centers: Brisbane, Sydney, Adelaide and
Melbourne. In addition to this, the magnitude and angle of the current of one

feeder from a substation located in Brisbane were measured. The

1- The real data was provided by Powerlink Queensland.
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measurement in Brisbane was made on a feeder supplying a small portion of
the Brisbane load which is largely residential and it is referred to in this
section as the Brisbane feeder load. The aim is to determine to what extent
this load contributes to damping or from a sensitivity analysis context, what
is the sensitivity of the eigenvalues of the power system with respect to the
Brisbane feeder load. The duration of the data was one hour with a sampling
frequency of 5 Hz. The power system resonant frequencies are found using
.multi-site curve fitting to the FFT of autocorrelations of the COI referenced
voltage angles of the four major load centers which are shown in Table 3.8.

In the next step, the load model of the feeder from Brisbane is identified.

The load model is represented by a transfer function from the rate change of

the Brisbane bus voltage angle (5 ) to the P; of the substation. Therefore,

according to Equation (4.28) the identified load model, H; , is obtained

from

3¢, (1)

9
H(w)=—t 5L 1 (4.64)
SR . (7)
L 5B 5B
where C (7 ) is the cross-correlation of the rate of Brisbane bus
OB PB
voltage angle changes and P of the feeder, and R (7) is the
OB O B

autocorrelation of the rate of Brisbane bus voltage angle changes. Using
Equation (4.64) and fitting a model gives the Brisbane feeder load transfer

function in the Laplace domain as
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H;(s)=
0.001 5> +0.0066 5> +0.0092 s +0.0374

s0+ 6.35355° +207.9877 s* +1291.30005° +222.805° +1888.4 5 +6388.0
(4.65)

By evaluating Equation (4.65) at the identified resonant frequencies, the V
vector in Equation (4.10) can be formed.

According to (4.17) the sensitivity is determined using the right and left
modal matrices. The value of the identified transfer function between the
voltage angle of Brisbane and the other load centers bus voltage angle, at
the identified resonant frequencies are utilized to form the right modal

matrix. Using real data, it is difficult to find the single common mode, 4,.,

because the presence of governors and dynamic load response creates a
higher order model. However, a simple first order model can be fitted and
fortunately the accuracy of the oscillatory mode response is not dependent
on accuracy of the common mode fit.

By taking the inverse of the right modal matrix, the left modal matrix is
specified. Finally, the sensitivity of the power system resonant frequencies
with respect to the load of the Brisbane feeder are determined according to
Equation (4.17) by using the results of the previous steps. The values of the
sensitivity of the eigenvalues are depicted in Table 4.4. As is shown in the
table, the sensitivity of the load decreases the damping of mode?2, but
causes an increase in the damping of mode / and 3. For mode 2 in
particular, the entire contribution of the load is to change the damping

rather than the frequency of this mode.
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Table 4.4: The sensitivity of the eigenvalues of the real data with respect to

the Brisbane feeder load

Resonant Frequency The value of the sensitivity
f=0.299 Hz —0.0011+ j0.0039
f=0.439 Hz 0.0021+ j0.0005
f=0.740 Hz —-0.0012 + j0.0007

The value of the Brisbane feeder load contribution to damping is shown in
Table 4.5. Also, the Brisbane feeder load contribution to damping at the
three resonant frequencies graphically is shown is Figures 4.9 to 4.11. As
can be seen from Table 4.5 and Figures 4.9 to 4.11, since this load is very
small compared to the total load in the network, the contribution of this
load to damping for all of the modes is very small. Also the Brisbane feeder
load has a positive contribution at the first and third modes, but has a
negative contribution at the second mode. Also the contribution of the
Brisbane feeder load to damping at the first mode is smaller than that to the
other modes.

Table 4.5: The value of load contribution to damping at the three identified

resonant frequencies

Brisbane Feeder Load Contribution to

Damping (Neper per second)

f=0.299 Hz 4.11e—6
f=0439 Hz —5.46e-6
f=0.740 Hz 5.73e -6
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Figure 4.9: The Brisbane feeder load contribution to damping at

f=0.299 Hz
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Figure 4.10: The Brisbane feeder load contribution to damping

at f =0.439 Hz
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Figure 4.11: The Brisbane feeder load contribution to damping

at f =0.740 Hz

4.9 Summary

In this chapter, the eigenvalue sensitivity to load (ESL) method is
developed to identify the load contribution to damping of a multi-machine
power system. In the method, the resonant frequencies of a test power
system are first identified. Then the transfer function representing the
relationship between the rate of bus voltage angle changes and the load
power is then determined using cross-correlation and autocorrelation
functions. Evaluating the identified transfer function at resonant frequencies

of the IAO yields the right eigenvectors. Finally, by using the right and left
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eigenvectors and using load models, the sensitivity of the eigenvalues with
respect to the load are obtained.

The ESL method is simulated on a test power system consisting of three
buses and nine lines. In the test system, three dynamic loads are considered
and each load is connected to the generator terminals. In the simulation
after identifying the loads model, the sensitivity of the power system
eigenvalues with respect to the loads are determined. Also, the contribution
of the load to damping of the test system is quantified. The results of the
sensitivity analysis and quantification of the load contribution to damping
show a good agreement with the actual values.

To illustrate the applicability of the method, the contribution of a Brisbane
feeder load in Australia to damping of the major modes of the Australian
electricity network is determined. In this method, the model of one feeder
of a substation in Brisbane namely the Brisbane feeder load, is identified
and then sensitivity of the eigenvalues of IAO of the Australian power
system with the Brisbane feeder load is computed. Finally, the contribution
of the Brisbane load to damping at the three identified resonant frequencies
is quantified and it is shown that the Brisbane load has a positive
contribution for the first and third mode and has a negative contribution for
the second mode.

In Chapter 5, the effect of SVC on active power is investigated and it is
demonstrated analytically that the SVC is capable of improving load

contribution to damping.
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Chapter 5: SVC Contribution to Damping

5.1 Introduction

As explained in Section 2.9, the static var compensators (SVC) were first
used in power systems to maintain the voltage, but it was found that they
can also be used to improve the damping of the inter-area oscillations (IAO)
of the power systems. The model of the SVC was described in section 2.8.
There are many kinds of SVC implementations. However, for analysis of
this chapter, they are treated as variable capacitors that could have positive
or negative values.

In Chapter 4, after identifying the load model, the contribution to damping
was investigated and the sensitivity of power system eigenvalues with
respect to load was determined. Also, the contribution of load to the
damping of the IAO was quantified. The aim of this chapter is to determine
the effect of SVC on load contribution to damping, i.e. the effect SVC
reactive power of on the load’s active power. This effect is investigated in
the context of closed loop feedback. A procedure for redesigning an SVC

controller is presented to achieve maximum contribution of load to damping
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i.e. the load contribution should be in phase with speed changes of the
synchronous generator at each resonant frequency.

In this chapter, firstly the main aspects of SVC contribution to damping are
explained. Next, a method is developed to redesign the SVC controller on
the basis of complete testing. An algorithm then is presented to redesign the
SVC controller to achieve maximum load contribution to damping based on
complete testing. A test system is also employed to simulate the algorithm
and demonstrate the change of contribution of an induction motor to
damping, due to the presence of the SVC.

In the next section, the redesigning of SVC controller based on normal
operation is given by analysing the effect of reactive power of SVC on the
measured active power of the load. A method is developed to find the
transfer function between the reactive power of the SVC and the measured
power on the basis of the cross-correlation and autocorrelation functions.
Finally the algorithm is applied to the real data of the Australian electricity
network to determine the effect of SVC at the Blackwall substation on

measured power flow past this substation.

5.2 The Basic Concepts of SVC Contribution to
Damping

The basic concepts regarding the influence of SVC on damping are
explained by considering a simple case including an induction motor in
parallel to an SVC. At first, consider the output of the SVC is zero. If the

active power used by the induction motor and the rate of voltage angle
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changes are denoted by Pj, and & , tespectively, then as explained in Section

4.2, due to the inertia of the induction motor, there is a phase shift

between P; and 5 as shown in Figure 5.1.a. Notice from this figure, that,

the load partly contributes to damping. Knowing this phase shift between Py,

and & along with the given values of the controller parameters, help the
designer of the SVC controller to redesign n the parameters of the SVC

controller to have maximum load contribution to damping, i.e. to achieve

maximum alignment of P; with & as shown in Figure 5.1.b [11].

v

a.) b.)
Figure 5.1: The effect of load to damping, a.) SVC with given controller

parameters, b.) SVC with the updated controller parameters

Figure 5.2 shows the block diagram model of the power system including
both load dynamic and SVC feedback. The feedforward transfer

functionG( s ), represents the power system dynamic response. The inner

feedback in this figure shows the effect of load dynamics on the measured
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power P, and the outer feedback demonstrates the effect of SVC feedback

on P. The label Hgyc(s) represents the transfer function of the SVC with
output Q. The effect of reactive power, O, on the measured load power is
denoted by 7(s ). As mentioned in Chapter 4, the transfer function H; (s)

expresses the effect of the rate of voltage angle changes on the measured
load power.

In this figure w andz; are local and remote load perturbation and d,is
direct white noise perturbation. The SVC is fed by two inputs: J and z,. In

small signal analysis,V,,¢, which is one input of SVC block diagram, is

omitted. In this systemw, z; and z, are uncorrelated white noise sourses.

|

!
s
w Power System Plant
P + S
1 MR J Gy(s) -
-, o0 17 '
+
Load
+
694—— Hi(s) e s
+ 4
0 SvC ‘L+ %
T(s) | Hsycls) —O+—
+

Figure 5.2: Power system block diagram including the effect of reactive

power of SVC on the measured power
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Two different methods are considered for redesigning the SVC controllers
in this chapter. The first method explained in Section 5.3, is based on
mainly “On” and “Off” situations of an SVC. In this method the load
contribution to damping when there is no SVC, is compared to the case
when there is SVC. These two cases are computed to find the new design
for an SVC controller. Knowing the SVC contribution to damping with the
existing setting leads to a method for redesigning the SVC controller to
achieve maximum SVC contribution to damping. This method has some
drawbacks, for example it is a costly test to arrange safely, and sometimes it
is impractical to put the SVC out of service for testing purposes.

On the other hand, for the redesigning method based on normal operation,
which is discussed in Sections 5.6 and 5.7, firstly the effect of reactive
power of the SVC on the measured active power is identified using the
normal operation data, then the desired phase shift of the SVC to have

maximum damping is determined.

5.3 SVC Controller Redesign Based on Complete

Testing

5.3.1 The Essence of Redesign of SVC controller

As described in Section 5.2, redesigning the parameters of the SVC
controller can change the contribution of the induction motor load to
damping. In fact, the variations in active power of the induction motor,
change the power flow of the generators, and this influences damping of the

synchronous generator [9]. To illustrate the method of redesigning of the
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SVC controller based on complete testing, consider Figure 5.3. This shows a
single machine connected to an infinite bus via a transmission line, and an
SVC and an induction motor are connected to the same bus. In this figure
SG and IM represent synchronous generator and induction machine,

respectively. AlsoZ, and Z,characterize the line impedances. The
equivalent impedance of the induction motor and SVC is denoted by Z...
The change in power flow of the generator caused by induction motor
changes is labelled by P;, and Pjis the electric power to the induction

motor transferred to the rotor. Consider the case where there is no SVC, in
that case if there is a step change of the voltage at the induction motor
terminals, there will be some changes of power in the motor and as a result
the motor slip changes. During this step, there is a mismatch between
electrical and mechanical power of the induction motor which restores the
slip and consequently the load recovers to the new steady state speed
determined by the inertia of motor plus shaft load. This indicates the system
response to step voltage change and it creates a phase shift response

between electric power of the induction motor P; and the rate of changes of

voltage bus angle at bus3. This also implies a phase shift between shift

between the rate of generator bus voltage angle, 5 (or jwod ), and the power
flow of the generator, P;, caused by the induction motor changes . This
phase shift at the resonant frequency is shown in Figure 5.4.a. As can be
seen from Figure 5.4.a, when there is no SVC, P; has a component in

direction of j@od , therefore it participates in damping. However, when there
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is an SVC with a particular feedback controller, the contribution of P; to

the system damping can be increased as shown in Figure 5.4.b.

Infinite Bus

/

7

P
— B1
B3
SG Z, 1
;71 SVC
P .

Figure 5.3: The diagram of a single machine connected to the infinite bus

with SVC and induction motor

Figure 5.4: The phase shift diagram of contribution of P; to damping,

/

b.)

a.) without SVC, b.) with SVC
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5.3.2 Theory of Redesign of SVC controller

In the following, the equations for SVC redesign based on complete testing
are derived.
Regarding Figure 5.3, The mechanical equation for the synchronous

generator and the induction motor in small signal analysis can be written as

JgOy=PBug—P—Dybg pu (5.1)

JmOm =Py —Ppg — D@, pu. 5.2)
where:

o, = mechanical speed of the induction motor
J,, andJ ¢ = inertia of the synchronous generator and the induction motor,

respectively
0 = the generator bus voltage angle

Py, and Py, = the synchronous generator mechanical power and the

induction motor mechanical power, respectively

DgandD,,= damping coefficient of the synchronous generator and

induction motor respectively
P, ;= input electrical power of the induction motor in the air gap
transferred to the rotor
Equation (5.2) represents the induction motor by steady state equivalent
circuit. This assumes that the electrical transients are much faster than the

mechanical transients in the induction motor [1, 64]. Assuming that the SVC

is controlled as [97,105-106]
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Ygye =k1 85 +ky 83+k3(Vs ~Virer ) (5.3)

At a particular resonant frequency @, we have
53 = ja)k53 5.4

where & 3 is the rate of voltage angle changes of Bus 3 in Figure 5.3. Since
we are dealing with small signals and steady state, any feedback of voltage
in the third term of Equation (5.3) can be represented as a component in the
first term in Equation (5.3). In fact, the voltage changes in Bus 3 are in
phase with the voltage angle at bus 3 rather than rate of change of voltage
angle at this bus. In this regard, and by using Equation (5.4), Equation (5.3)
becomes

Yove =k;03 +k, jods (5.5)
which can be represented as

Yove =Kgyc 40 oy 03 (5.6)
It should be noted that K gy~ in Equation (5.6) is limited and it is related to

the maximum size of SVC. The electric power of the induction motor

P, s in Equation (5.1) is calculated from

2
1-S
— 5.7
; (5.7

Vs

Pya =R,

in

where Z:

in»R,and S are input impedance, rotor resistance, and slip of the

induction motor, respectively. The slip of the induction motor is computed

from
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5;_
S = O (5.8)

83

The expression for P; in Equation (5.1) can be found by using star-delta

transformation to give the circuit in Figure 5.5.

i, B1 Infinite Bus ?
SG Y é
B2
P, Yae Ype
v

Figure 5.5: The delta equivalent of Figure 5.3

Therefore according to Figure 5.5, the expression for P; can be written as
2 2 .
Pr=Vi[ Gey + V1| Gap = Vi|V2| Gap cos( 8 )= |Vy||[V2|Byp sin( 5) (5.9
where G, and B, are conductance and susceptance of Y, respectively.

Also G, 1s the conductance of Y., .

Thus the differential Equations (5.1) and (5.2), with regard to the relation
given for SVC in Equation (5.3), characterize the system.

In the next section, the algorithm of redesign of the SVC controller based on
complete testing is discussed. Following simulation of the system response
to transients, the transfer function between each of three elements

ie. P, P, andYgyc, and & are determined using the cross-correlation and

autocorrelation functions. The phase shifts between each of the elements
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and § will be determined by evaluating the corresponding transfer function
at the resonant frequency of the TAO. With this information, the phase shift
diagram is plotted to assess the current performance of the SVC in damping
and what decision should be made in control design of the SVC, to have

maximum contribution to damping.

5.4 Algorithm of the SVC Controller Redesign Based
on Complete Testing

The suggested method consists of the following steps:

Step 1: Power system resonant frequency identification

The resonant frequencies of the IAO of the power system are identified
using the correlation based method explained in Chapter 3.

Step 2: Transfer function determination

Using the method explained in Chapter 4, the transfer function between

each of the three elements, i.e. SVC, P,,;, P;, andJ are identified from the

following equations

S[Rdsvcm)]
Hssyc(®W)= ——— (5.10)
3[rs 5(7)]
S[Rap,-nd(”]
Hsp (0)=——— (5.11)
3[rs 57 )]
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S[R(SP](T)]
Hp (@)= ———— (5.12)
3[Rss(7)]
where

H 5 syc( @ )= the transfer function between o and SVC
Hg Pind ( w )= the transfer function between d and P,,;

Hg P, ( w )= the transfers function between ¢ and P;

Step 3: Determining the Phase Shift Diagram:
Each of the three identified transfer functions is evaluated at the resonant

frequency @,

Vsve = Hssve( @)] o=, (5.13)
Vi = ng](a))‘ W= (5.14)
VPind = H5P1ind (a))‘ D=0y (5.15)

The results can be used to plot the phase shift diagram.

Step 4: Extracting the information for redesigning the SVC controller
The magnitudes and phases obtained in the previous step are used to plot the
phase shift diagram. Therefore, the damping contribution of the induction
motor in the presence of the SVC is determined [10]. The information

obtained from this phase shift diagram is used to redesign the SVC
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controller to get maximum load contribution to damping. If the analysis

results in following vectors for SVC and P;
Vsve.s = KsyeLBsyc 0 (5.16)
Vp,s =Kp, £6p,s5 (5.17)
then, the compensated angle 8, for Vp s to have maximum contribution of
P; to damping can be found from
6. =90-6p, (5.18)

Therefore, the vector Vgyc s should rotate by 6, degrees as

Vsve,s = KsycZ( Bsyc +6, )8 (5.19)
With regard to the relationship between J and 03, the new setting for SVC

can be found using Equations (5.5) and (5.19), and it can be implemented

using lag-lead compensators.

5.5 Simulation Results for Redesign SVC Controller

Based on Complete Testing

In this section, a test power system is considered to assess the performance
of an SVC on the load contribution to damping. As explained before, due to
induction motor changes, there are some changes in real power flow of the
generator, P;. In this regard, the algorithm of the SVC controller redesign on
the basis on complete testing is simulated on the test power system depicted
in Figure 5.3. As shown in Equation (5.5) the variable parameters of the

SVC are k; andk,. In this simulation, the effect of coefficients k; and
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k, of the SVC controller on contribution of P; to damping is examined. The
specifications of the elements of the test system are given in Appendix B.

In the simulation, the power system is given the specified run from initial
conditions corresponding to steady state. The state variables are the

generator rotor angle changes (d ), the rate of generator rotor angle changes

(5 ), and the speed of the rotor of the induction motor, @, , the model
incorporates the dynamic relation for the SVC as in Equation (5.5).

In the first step of the simulation, the resonant frequencies of IAO of the test
system are identified, using the CBMSI method explained in Chapter 3. The
identified resonant frequency of the test system is 0.5/8 Hz . The magnitude
plot of the FFT of autocorrelation of the changes of generator bus voltage

angle, ¢, is shown in Figure (5.6).

0.2

0.18
0.16

0.14
0.12

0.1

0.08
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or )\
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0 05 1 15 2
Frequency ( Hz)

Figure 5.6: The magnitude of the FFT of autocorrelation of the generator

bus voltage angle changes for the test power system
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In the next step, the transfer function from & to each of the three
elements, P,,;, SVC and P; are identified on the basis of autocorrelation

and cross-correlation functions. For instance, the magnitude and angle of the
identified transfer function from 6 and SVC is depicted in Figure 5.7 at the
identified resonant frequency.

According to the findings of the previous step, the phase shift angles
between O and each of the three elements, P;,,;, Q of the SVC and P, are
computed by evaluating the corresponding transfer function at the resonant
frequency f =0.518. Figure 5.8 shows the phase shift diagram for the

power system.

Magnitude
10

10°

10!

i

10 p
Phase 10 10 10
(Deg.) Frequency (rad / Sec.)

200

150 S

100 T

50
10° 10’ 107
Frequency (rad / Sec.)

Figure 5.7: The magnitude and phase of identified transfer function between
Q of the SVC and ¢ for the test power system
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To demonstrate the performance of the algorithm, the system is first
evaluated at k; =0 and k, =0.3 and this case is compared with the case
that both gains k; and k, are zero. The program is run for the two different

cases. Then, the corresponding vectors are defined as

AVPg =VPindly, 03,0 ~VPind i, =05, =0 (5.20)
AVSVC =VSVC|, 31 = VSVCli ps,=0 (5.21)
AVP = VP1|k2 0340 —VP1|k2 o) (5.22)

5

270

Figure 5.8: The phase shift fit diagram of the test power system (for SVC:
k; =0 and ky =0.3)
The values of the vector changes are shown in Table 5.1. With respect to
Table 5.1 the vector diagram is depicted in Figure 5.9. As can be seen from

Table 5.1 and Figure 5.9, when k; =0, increasing the value of k, in the
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SVC, increases P ;’s contribution. In fact, AVP; indicates the change in

generator power flow due to the variation of P, ; when the SVC is present.
As shown in Figure 5.9, AVP; is not fully aligned with 5 and has an angle
of 8 with respect to & . In order to reach the best contribution to damping,

the design of SVC controller should be changed.

Table 5.1: The change in the vectors when k, increases for the test power

system
AVP;q AVSVC AVP,
Magnitude 0.2075 0.8375 0.1212
Phase(Deg.) —83.4561 97.8635 98.4445

Figure 5.9: The phase shift of the change in the vectors when k, increases

from O to 0.3, meanwhile k; =0, for the test power system
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To achieve maximum contribution to damping, the vector AVP;in Figure
5.9 should be rotated clockwise so that the vector AVP; is fully aligned with
the jwo axis by @ degrees. In the other words, we move Kgy-Z£90 to
KgycZ(90—-8 ), which can be implemented as

k;j =Kgyc*sin(@) and ky =Kgyc *cos(8) (5.23)
With the new values of k; and k,, SVC maximises the P;’s contribution to

damping. In fact, it compensates the phase shift created by the induction

motor.

5.6 SVC controller Redesign Based on Normal Operation

(Simplified Case)

In the previous section, the redesign of the SVC controller was described
based on complete testing. In this section, the effect of the reactive power of
the SVC on active power is investigated in normal operation. To study this

effect, consider the simplified version of Figure 5.2 which is shown in
Figure 5.10. In this figure, the inner feedback is included in G;;( s).
The ultimate aim is to have all the changes of P in phase withS to get

maximum contribution of P to damping. In order to achieve this, the

transfer function 7( @ )should be known, then, the SVC controller can be

redesigned to achieve this aim.
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Power System Plant

Gp(s) ——»

SvC

22
T(s)

Hgyc(s)

+

Figure 5.10: Power system block diagram representing the effect of reactive

power of SVC on the load measured power

For the system shown in Figure 5.10, the transfer function between Q and P

can be found from

slcgp(7)]
Hop( @)= ——— (5.24)
3[Rpp(7)]
where

Cop( 7 )= the cross-correlation of Q and P
RQQ( 7 )= the autocorrelation of P

7 =time lag
The response of Qand P to the system inputs in Figure 5.10 can be found

by using the superposition law. In this regard, the response of Q can be
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found by adding the Q responses, when each input is applied separately.

The same procedure is performed to find the response of P.

Q= [hy(&pIm(t=811)d&r i+ [hia( &2 )z(t=E812) déps
- - (5.25)

+ [hy3(813)22(t =813 ) d&p3

P= [hy(Sop )Mt=E1) dSor+ [hop(San )zi(t =822 ) dSnr
- - (5.26)

+ [hp3( 823 )22(t=Er3) A3

where

h;; = the impulse response of the system when only wis present and Qis
output

hy; = the impulse response of the system when only Wis present and P is
output

h;, = the impulse response of the system when only z; is present and Qis
output

hy, = the impulse response of the system when only z; is present and P is
output

h;3; = the impulse response of the system when only z, is present and Qs
output

hy3 = the impulse response of the system when only z, is present and P is
output

Assuming both P and Q are wide-sense stationary, then (see Appendix A)
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Cop(T)=E[Q(t)P(t+7)] (5.27)

Roo(7)=E[Q(1)Q(1+7 )] (5.28)
where E is the expected value.

Substituting (5.25) and (5.26) into (5.27) and (5.28), respectively, gives

[hpp(SrpIw(t =817 ) dSpp+ [hia( & )zi(t=&12 ) dépn
CQP(T)ZE - -

+ Jhy3(83)z2(t=813) dfm}{ [hop( & )Mt +T =857 ) dSyg

—o00 —00

[hoo( &2 )zp(t+T=8x ) dSop + [hp3( &3 )za(t+T—823) dEr3

—00 —00

(5.29)

{ [hp(Spdw(t=&11) &+ Thia(S$lin ) z(t=E12) dps

RQQ(T)ZE

—00 —00

+ [hy3(8113)z2(t=613) dfm}{ [hi(Srp)wit+T=811)dgy;

[hia( 812 ) z(t+7=812 ) dSpn+ [hy3(El3)za(t+7-813) d§13}

— —o0

(5.30)

With the assumption that the expectation and integration operation are
interchangeable [107], we take expected value from the internal terms of the

integrals in (5.29) to yield

135



Chapter 5: SVC Contribution to Damping

Cop(T)= [ Thip( &1 )har( &) EWw(t=Epp )w(t+7=E )& 1dSs )

—00 —00

+ [ Thyp( &1 )hap(Exp VEXW(t=&11 )zy(t+7—Epp )JdEp1dEn,

—00 —00

+ [ Thig(&r1)has(Exz JEIW(t=&pp )zp(t+7— &3 )L 1dEns

—00 —00

oo o0

+ [ [hia(&12 Dhag( &g JE{zy(1=Epp (147 —&5p ) Jd&ppdEy,

—00 —O00

+ [ Thia( & Yhap(Exp VE{z (1= &0 )zg(t+T=Ep ) JdEpy déyy

—00 —00

+ [ Thip( &2 Yha3( a3 VERz (1=E13 )zaa(t+7—Ep3 ) Y 1, déos

+ [ [his(E3hp( & )E za(t= &3 w(t+T— &y ) Ja&p3dEy

—00 —O00

+ [ Thi3(&13 )hoa(&ap VE{za(1=&13 )2yt 47— 50 ) YdE 3,

|
+ [ Thy3(813 )3 &3 ) Eza(1= &3 )zp( 1+ 71— &p3 ) Jd& 5 déos

00 —00

(5.31)

Note that the impulse responses have been taken out of the expectation

operators in (5.31). This is because the impulse responses are not random

variables, and are treated as constants.

Sincew, z; and z, are uncorrelated white noise, the following equations hold

for all values of time lag , 7, [24]

E[w(t)z;(t+17)]=0

(5.32)
Elzj(t)zp(t+7)]=0 (5.33)
E[w(t)zy(t+17)]=0 (5.34)

By using Equations (5.32)-(5.34), Equation (5.31) can be simplified as
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Cop(F)=1 Thii(E11)h21(S21) Ry (T+611 =621 )dS 1dS2

—00 —00

+ [T hip(E2 Jhoa (802 )R (T4 812 —E0p )dE 2 dSpy (535

—00 —00

+ [ ] hi3(813)h23(823 )Ry, (T+E15 =823 )dS)3dS03

—00 —00

where R, , Rz;z; and Rzgzg are the autocorrelation of w(t¢), z;(t) and

Z5(t ), respectively.
Applying the definition of convolution to Equation (5.35), then we have
Cop(T)= Ry (T)* hyp(=7)* hop(T)+ Repr (T)* hya(=7)% hpa(7)
+R2212(r)RZ]Z](r)* hj3(=T)*hy;(7)
(5.36)

where * represents the convolution integral operator.

Similarly, we can derive
Roo(7)= Ry (T)* hyp(=7)* hyp(7)+ Rypr (T)*hya(—7)* hya(7)
+RZZZ2(T)*RZ]ZJ(T)*h12(—f)*h12(r)
(5.37)
Taking the Fourier transform of (5.36) and (5.37) gives

CQP(w):wa(w)HII(_w)HZI(w)+R
+R22Z2(H))H]3(—0))H23(0))

z;z](w)HIZ(_w)HZZ(w)
(5.38)

RQQ(a))zwa(a))H“(—a))H”(a))+R
+R1212(w)H13(—w)H13(w)

gz, (@ Hpp(-0)H (@)

(5.39)
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Since w(t), z;(t) and z5(t) are white noise, their power spectral densities

are constant, so, R,,,,(@& ), R (w)and R ( w )can be found from

]3] 2222
R, (G)=W (5.40)
R, (0)=2 (5.41)
R.,.,(©)=2; (5.42)

where W, Z; and Z, are real positive constants.
Using (5.40)-(5.42), Equations (5.38) and (5.39) become

CQP(CU):WH]](—CU)HZI(Q))-FZ] H]2(—CO)H22(CU)

+Zy Hj3(-0)Hyz( ) G4
Rop(w)=WH(-0)Hj(0)+Z Hj(-0)H () (5.44)
+Zy Hi3(-0)Hj3(0)

Equations (5.43) and (5.44) can be simplified to
Cor(w)=H,(0)W+Hy(0)Z;+H (®)Z, (5.45)
RQQ(w):Hd(w)W+He(a))ZI+Hf(a))ZZ (5.46)

where

H,(w)=H;/(-0)H () (5.47)
Hy(w)=H(-0)H»(w) (5.48)
H. (w)=H;;(-0)H>;(w) (5.49)
Hyo)=H;(-0)H (o) (5.50)
H.(w)=H(-0)H (o) (5.51)
Hi(w)=H3(-0)H 3(@) (5.52)
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The transfer function HQP( w )is determined by replacing the numerator

and denominator in Equation (5.24) by Equations (5.45) and (5.46),
respectively. Therefore, we have

H,(sa) W+H,(w)Z;+H .(w)Z,

H = 5.53
or(@) Hi(o)W+H,(0)Z+H ; (0)Z, :3)
or
H,(w)W
Hop(w)= al®)
Hi(o)W+H,(0)Z+H [ (@)Z,
+ Hb(a))ZI
Hi(o)W+H,(0)Z+H ;(0)Z,
+ HL(C())ZZ
Hi(o)W+H,(0)Z+H ;(0)Z,
(5.54)

When the load disturbances in the feeder being examined are much smaller
than the remote load disturbance, i.e. W <<Z;, and when the input
disturbance of the SVC is much smaller than the remote load disturbance,

i.e. Z; <<Z,, the transfer function Hyp can be approximated by

_ Hy(w)
" H,(0)

(5.55)

After substituting H (@ )from (5.48) and H, (@) from (5.51) and then
simplifying, then

Hop(w)=T(w) (5.56)
Thus, under the condition that W and Z,are much smaller than Z;, the

transfer function Hpp can be identified. The assumptions are justified in

many cases in power systems. It is obvious that in a large network, the total
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disturbances are often much greater than the local load of a bus being
examined. Also, the total load disturbance in the system is very large

compared to the white noise disturbance fed to the SVC.

5.7 SVC controller Redesign Based on Normal Operation
(General Case)

In the previous section the transfer function 7( @) was identified under the
assumptions that the effect of W and Z,are much smaller than Z;. With
this assumption according to Figure 5.2 the effect of w and z, were
considered negligible compared to z;. This situation can be true for many
cases. In this section, we consider the more general case where all three
signals w, z; and z, are potentially of equivalent size. For instance, when
the total load in Brisbane is being examined, its perturbations are of the
same order of magnitude as other loads in the network. Regarding Figure
5.2, the SVC block has two inputs, one input comes from the plant including
feedback paths and the other is the white noise d,. These two inputs affect
the identification of T( @ ).

It is worthwhile to note that, since w and z, are uncorrelated white noise,
the white noise w; has no effect on identification of the transfer function
between Q,, and P, .

By considering the white noise part of Q, which is ; labelled Q,,, the

system is treated as open loop in terms of Q,, and T(w).

140



Chapter 5: SVC Contribution to Damping

5.7.1 System Description

In this section, we are aiming to examine the relationship between SVC and
measured load power in normal operation considering the three signals w,
z; and zpare present. In the other words, we examine how the SVC
reactive power affects the measured load power in the normal operation
when local and remote load perturbations as well as the white noise for SVC
are present. This relationship is shown by 7( @ )in Figure 5.10. This effect
is examined in more detail through the test power system shown in Figure
5.11. This figure shows a test power system including a synchronous
machine connected to the infinite bus. In this figure, an induction motor in
parallel to an SVC, are connected near the generator terminals via

impedance Z,, . For this system, SG and IM are synchronous generator and
induction machine, respectively. Also Z, and Z, are the line impedances.

The measured power P shows the changes of the power flow of the
synchronous generator caused by the changes of electric power of the
induction motor. The induction motor changes are created by the changes of
the SVC reactive power. For this test system, the characteristic of the SVC
changes is represented by a white noise. The specifications of the elements
of the test power system are given in Appendix C. This figure represents
case where the SVC modulates the load which consists only of induction

motor.
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Infinite Bus

— 7
7

Figure 5.11: A load modulated test system to investigate the effect of the

reactive power of SVC on active power

5.7.2 Examination of Approaches to Analyse

The aim of this section is to find the transfer function between the white
noise part of the reactive power of the SVC and the measured power.

At first the white noise part of the SVC reactive power (Q,, ) is determined.
To find Q,,, a model is built with the bus voltage angle (J ) as the input and
the measured SVC reactive power (Q) as the output. Then, the model
output due to the input of ¢ is calculated. The difference between the model
output and the measured reactive power of the SVC (Q ) gives us Q,, (see
Figure 5.2). This model is the best representation of the effect of d on the
SVC reactive power. In the simulation, Q,, is modelled with a white noise.

As shown in Figure 5.2, two components are incorporated in the measured

power P . The first component that affect the measured power comes from
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Z and is called P, . This component is of interest. The second component
in the measured power comes O through two feedbacks as shown in Figure
5.2 and is called Pp.

As explained before w; has no effect on identification of the transfer
function between Q,, and P, , since w and z, are uncorrelated white noise

sources.
In order to find the effect of white noise part of the SVC reactive power on
the measured active power, the effect of the second component in the
measured power P , should be eliminated. To extract the model for 7( @)
without the errors that can be induced by the presence of the feedback loops
two approaches are suggested which are explained as follows:

Partial Fraction Expansion Approach:

In this approach, the transfer function between the white noise part of the

SVC reactive power Q,,, and measured power P, is identified. This

transfer function includes the feed back effects of & on the measured power,

P and obtained from

slcg, p(7)]
T(o)=— (5.5

3[RQWQW(T)]

Using the partial fraction expansion method, 7,(@) can be decomposed

into terms corresponding to the poles of the plant with the feedback loops,

and poles of T(w )as
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Tt(w)=l'(a;)+7'p(aj) (5.58)
where [ (w) is the transfer function formed by the eigenvalues
corresponding to poles of 7(w ) and it has the same poles of 7( @ ). Also,

Tp( w ) shows the effect of second component in the measured power P,

which was previously called Pp. Knowing the poles of the plant with the
feedback loops present, we can identify the other eigenvalues as the poles of
T(w).

Decorrelation Approach:

In this approach, at first the feedback effects of system angle on the

measured power P are identified and then removed from the measured
power Pto give P, . Then, the transfer function 7( @) can be found from
Sleg,p, (7))
HNo)=— (5.59)
S[RQWQW (T )]
where P.is the measured power after the decorrelating the effect Pp from
the measured power P .
To decorrelate Pp from the measured power P, we build a model with Pp
as the input and P as the output. Then, the model output due to the input of
Pp is computed. The difference between the output model and measure
power gives us P,.. The model is the best representation of Pp formed by

the two feedback paths.
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The decorrelation method has the advantage that it identifies the transfer
function 7( @) completely. However, the decorrelation approach requires a

significant length of data to achieve accuracy.

5.8 Identification of System in Normal Operation with SVC

In this section the algorithm and result of the simulation for determining the

information between Q,, and P,are given using the two approaches

presented in the previous section.

5.8.1 Algorithm and Simulation of the Partial Fraction
Expansion Approach

The algorithm of finding the effect of the white noise part of the SVC
reactive power on the measured power using the partial fraction expansion
method has the following steps:

Step1: Finding the power system resonant frequencies

Step 2: Determination of the white noise part of the SVC reactive power
Step3: Identifying the transfer function 7;( @) according to Equation

(5.57)
Step 4: Identifying the transfer function / ( @ )using partial fraction

expansion method
In order to validate the algorithm based on the partial fraction expansion
approach, the algorithm is applied to the system of Figure 5.11. In this
simulation the SVC is the white noise and time duration for the simulation is

20 seconds. Applying the algorithm yields 7; in the Laplace domain as
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—1.89965% —31.49125 —953.171
57 +19.025% +798.15+ 10954

T,(s)= (5.60)

The frequency response of 7;( @) is shown in Figure 5.12. Using partial

fraction expansion, Equation (5.60) is changed to

~1.01___ —0.88965-14.0752
s+14.8733  §2 1 414295 +736.4858

Ti(s)= (5.61)

The second term in Equation (5.61) corresponds to the IAO of the test
power system caused by the load changes. Thus, the transfer function /~
which has the poles of T , is the first term in Equation (5.61). Therefore

1.0
[(s)=——101 5.62
()= 148733 (5.62)

The frequency response of /(@ )is shown in Figure 5.13.

To validate the results, the synchronous generator is frozen in Figure 5.11
by choosing a very large value for the inertia of the generator. In this case,
the dynamics in measured P come only from the induction motor dynamics
excited by the SVC changes. In this situation, changes in the measured
power P created by the SVC changes only, and P is equal to P,, because,
the inertia of the synchronous generator does not incorporate in the
measured power P . Using Equation (5.57) gives the transfer function for
T in thle Laplace domain as

-0.7724

T(s)=—7>——
s+13.8671

(5.63)

The pole of [ (s) in Equation (5.62) is close to the pole of 7(s) in

Equation (5.63) and thus, the algorithm is validated. Figure 5.14 also shows

the transfer function of 7( @) when the synchronous generator is frozen.
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Figure 5.12: The frequency response of the identified transfer function
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Figure 5.13: The frequency response of the identified transfer function

I ( @) obtained using partial fraction expansion approach
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Figure 5.14: The frequency response of the identified transfer function

T( @) obtained when the synchronous generator is frozen

5.8.2 Algorithm and Simulation of the Decorration Approach

When the a large number of the recorded data is available, it is
recommended to use the decorrelation approach. The algorithm of this
method has the following steps.

Step 1: Determination of the white noise part of the SVC reactive power
Step2: Determining P,.by decorrelating the load effect from the

measured power P

Step 3: Identifying 7( w ) using Equation (5.59)

Applying this algorithm to the test power system shown in Figure 5.11 gives
the transfer function for 7 which can be represented in the Laplace domain

as
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-0.6522

T(s)=—— -2 (5.64)

s+14.6565

In order to validated the algorithm of the decorrelation approach, Equation

(5.64) is compared with Equation (5.63) obtained for the case when the

synchronous generator is frozen. Comparing the parameters of Equations

(5.64) and (5.63) reveals that the parameters of (5.64) are close to the

parameters of Equation (5.63), this shows the validity of the algorithm. The

frequency response T( @) obtained from normal operation is shown in

Figure 5.15.
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Figure 5.15: The identified transfer function 7( @ ) obtained when the

generator is running using the decorrelation approach
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5.9 Real Data Analysis'

In this part, the application of the suggested algorithm to the real data is
investigated. The data was gathered from the Blackwall SVC near Brisbane.
The data duration was I80 seconds. The reactive power Q of SVC at
Blackwall substation for one snapshot is depicted in Figure 5.16, and Figure

5.17 indicates the power flow past the SVC to Brisbane.

O( pu.)
0.05

0
-0.05 W I
|

WY
|

—

0 20 40 60 80 100 120 140 160 180
Time (Sec.)

Figure 5.16: The reactive power of SVC from Blackwall substation
In the first step, the reactive power of the SVC was decorrelated from the
dependency on Brisbane voltage angle. In fact, according to Figure 5.2,
there is a dependency of the Brisbane bus voltage angle on the SVC reactive

power Q. This dependency can be removed by extracting the white noise

partof Q.

1-The real data was provided by Powerlink Queensland.
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Figure 5.17: The active power flow past Blackwall substation to Brisbane

In the measured power P, however, there is still a dependency on the
voltage bus angle. As explained in Subsection 5.8.1, this issue can also be
resolved using the partial fraction expansion method. This means that if
some power system resonant frequencies are present in the identified
transfer function, the partial fraction expansion method can be used to
extract the desired transfer function.

The transfer function between the white noise part of Q and measured
power P, is found according to Equation (5.57) using the cross-correlation

and autocorrelation functions. This identified transfer function 7; in the

Laplace domain can be represented as
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—0.252455 —2.61355% —3.67845+6.6714
s 9421157 +25.32335% +47.24255 + 48.4735

Ti(s)= (5.65)

The frequency response of the identified transfer function shown in
Equation (5.65), is illustrated shown in Figure 5.18.

By comparing the roots of the denominator of Equation (5.65) and the
identified power resonant frequencies in Table 3.8, it is found that there is

one power system resonant frequency in the transfer function 7, given in
Equation (5.65). According to Equation (5.58), the transfer function 7, can

be decomposed to two terms: Tp and [/, using partial fraction expansion.

Transfer functions 7 p and /I~ can be computed as

To(s)= -0.56155—0.0325

== (5.66)
s +1.1367s+4.1039

[(s)= . 0.3091s+1.7191 (5.67)
s° +8.2844s+11.8116

The frequency response of Tp( @) and [ ( w) are illustrated in Figures 5.19
and 5.20, respectively. The poles of the transfer function / in Equation
(5.67) represents the poles of transfer function between white reactive
power of the SVC and measured power P .

If the length of the recorded data is sufficient, then the decorrelation
approach can be applied to the real data to the find transfer function 7( @ ).
The obtained information regarding the effect of white noise power of the
SVC reactive power on the measured power, can be used to design the SVC

controller based on the normal operation to achieve the maximum damping

of the IAO.
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Figure 5.18: The frequency response of the identified transfer function
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Figure 5.20: The frequency response of the identified transfer function

[ ( w) for the real data

5.10 Summary

In this chapter, to examine the effect of SVC on damping of the IAO, two
methods are proposed.

The first method is redesign of the SVC controller on the basis of complete
testing. In this method, the CBMSI method is used to identify the resonant
frequency of the oscillatory modes. Then, the involvement of real power
flow of the generator in damping is determined in the presence of SVC. The
effect of feedback signals from bus voltage angle and bus voltage angle
changes is investigated by simulating the suggested algorithm. The results
show that if the feedback signal is taken from the rate of bus voltage angle

changes, the load contribution to damping can be improved. Indeed, without
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the SVC, the load partly contributes to damping and SVC can modify this to
achieve maximum contribution of load to damping.

The second method is redesign of the SVC controller based on normal
operation. In this method, the transfer function representing the relationship
between the white noise part of the reactive power of SVC and the measured
power of the load is identified. To achieve maximum damping, measured
power should be in phase with the speed changes of the synchronous
generator, therefore, the desired phase shift of the SVC can be obtained
using the phase angle of the identified transfer function at the resonant
frequency. The results of simulating this method on a test system show the
validity of the suggested algorithm. Finally, the effect of the reactive power
of the SVC Blackwall of the Australian electricity network on the measured

power supplied to Brisbane is examined.
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Chapter 6: Summary, Conclusion and
Recommendation for Future

Research

In this chapter a summary of the thesis is given, the main results of this
research are explained and the major conclusions of the thesis are provided.
Finally further research that may be carried out in the area of contribution of

power system to damping of the inter-area oscillations (IAO) is described.

6.1 Summary

In Chapter 3, in the first contribution of this thesis, the correlation based
mode shape identification (CBMSI) is introduced to identify the power
system eigenvalues of the TAO. It is demonstrated in this method that the
eigenvalues can be identified from the power system response to impulse
input or white noise input. Also it is shown when a combination of both

impulse response and white noise are applied to the power system the

157



Chapter 6: Summary, Conclusion and Recommendation for Future Research

eigenvalues of the power system can be identified. The estimated results of
the simulation agree with the actual values of the eigenvalues of the test
power system. Then the CBMSI is applied to the real data of the Australian
electricity network to find the eigenvalues and mode shapes. By using the
result of this chapter, the resonant frequencies, damping and the mode shape
plot of the power system can be updated continuously from normal
operating data. This information provides continuous understanding of
power system parameters, that can be useful to prevent or postpone
emergency situations.

The quantification of load contribution using eigenvalue sensitivity to load
(ESL) method is developed in Chapter 4. In this chapter in a closed loop
representation of the power system, with the assumption that the local load
disturbance is much smaller than the remote load disturbances, the load
model is identified. The load model transfer function that relates the rate of
the angle changes to the load power changes is identified on the basis of the
cross-correlation and autocorrelation functions. Then, the load contribution
to damping is determined using the ESL method. In the ESL method, the
right and left eigenvector, the inertia of the generator and the value of the
identified load model at identified resonant frequency, are employed to
compute the sensitivity of the eigenvalues load contribution to damping.
The algorithm presented in Chapter 4 is applied to a test system including
three generators, nine lines and four loads to find the sensitivity of the
power system eigenvalues with respect to the loads. The simulation results

show there is a good agreement between actual values obtained from the
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eigenvalues analysis and the estimated values determined from the ESL
method. In the real data analysis the load of one feeder of a substation in
Brisbane of Australia, which called the Brisbane feeder load, is examined.
The contribution of this load to damping of each mode is identified
separately. Also the sensitivity eigenvalues of the of Australian electricity
network with respect the Brisbane load at each mode are identified. The
method presented in this chapter, provides an understanding of the
contribution of the specific load to damping and resonant frequency of the
IAO. This contribution could be modified continuously. Identifying the load
effect on damping, could lead to a choice of strategy in load management or
load modulation in the contingency situation.

The effect of SVC on load contribution is examined in Chapter 5 and two
methods for redesigning the SVC controller are developed in this chapter to
increase the damping of the IAO. These two methods are SVC controller
redesign based on complete testing and based on normal operation.

The SVC controller redesign based on complete testing uses “On” and “Off”
control of the SVC to find the contribution of SVC and relates this to the
SVC controllers parameters. This information can be used to find the new
setting for parameters of the SVC controllers to achieve maximum damping
of the IAO. The developed algorithm for SVC redesign based on complete
testing is simulated on a test system and it is shown that through this
method, a modification for the SVC controller parameters can be suggested
by using particular feedback signals to achieve maximum contribution of

the dynamic load to damping.
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Next, the SVC controller redesign based on normal operation is developed.
The effect of reactive power of the SVC on the measured power of the load
is analyzed. The relationship between the white noise part of the SVC action
and the measured power is described by a transfer function.

In the second test power system used in Chapter 5, a mainly load modulated
test system is simulated to find the effect of reactive power of SVC on
measured power. At first when the generator is running, a transfer function
is extracted from the system response and system inputs. The system
response consists of the dynamics of the induction motor and dynamic of
the synchronous generator. Then transfer function which relates of SVC
reactive power on the measured power excluding the synchronous generator
dynamics is identified. To validate the results, the synchronous generator is
frozen, and the transfer function is identified. The parameters of the
identified transfer function when the generator is running is close to the
parameters of the obtained transfer function when the generator is frozen
and this demonstrates the validity of the algorithm. The SVC real data of the
Australian electricity network is analyzed later in Chapter 5. In this analysis
firstly the white noise part of the SVC reactive power is determined. Then,

the effect of white noise part of the Q of SVC on the measured active

power past the Blackwall Substation in Australia is investigated and the
poles of the transfer functions between white noise part of the SVC and the
measured active power are identified using the partial fraction expansion
approach.

The method of the SVC controller design based on complete testing could
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improve the SVC effect on the IAO, by redesigning the SVC controller. It
has disadvantage of being costly process and sometimes it is difficult to put
the SVC off-line. However the SVC controller redesign based on normal
operation used the operating data to find the effect of the SVC reactive
power on the measured load power. The resulting information can be used

in redesigning of SVC controller to increase the damping of the IAO.
6.2 Conclusion

The conclusions arising from the studies in this thesis are as follows:
¢ This thesis makes three major contributions in developing
o The CBMSI method to identify the power system resonant
frequencies and mode shape,
o The ESL method to identifying the load contribution to damping
o A method of identification of SVC contribution to damping

¢ In the CBMSI method the power system eigenvalues and mode shape
are determined using cross-correlation and autocorrelation functions.

e [oad contribution to damping is quantified and the ESL method is used
to find sensitivity of the power system eigenvalues with respect to the
load.

e The redesign of SVC controller based on complete testing is presented.
This method provides information for redesigning the SVC controller to
increase the damping of the TAO.

e The contribution of SVC is investigated and the transfer function

between the white noise part of reactive power of the SVC and the
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active power is determined using cross-correlation and autocorrelation
functions.

e The three contributions of this thesis are validated by simulating each
method on a test system. The accuracy of the results of the simulation
are good in that they are close to the chosen values. The methods
developed in this thesis were applied to real data of the Australian
electricity network to determine

o The power system frequencies and mode shape plot at each
identified resonant frequency.

o Quantification of the Brisbane load to damping and sensitivity of
the power system eigenvalues with respect to the Brisbane load.

o Identification of the effect of the white noise part of the SVC of
the Blackwell substation on the active power past this substation

towards Brisbane.

6.3 Recommendation for Future Research

The following areas are recommended for future work:

6.3.1 The Contribution of Automatic Voltage Regulator to
Damping

In this thesis the effect of load and SVC on damping are investigated. The
influence of the automatic voltage regulator (AVR) to damping is one area
to continue the current research.

The aim of an AVR is to continuously control the output voltage of a

synchronous generator by adjusting the applied field voltage.
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The effect of AVR on damping can be explained by considering the field of
the generator. The field of the generator produces the magnetic flux and as
the generator is running, the voltage is generated at the generator terminals.

If the input voltage of the field of the generator is chosen proportional to the

rate of the generator voltage angle changes ¢, then, since the circuit of the

field of the generator is inductive, therefore there is a time delay between
the input voltage of the field and the produced magnetic flux @ of the field.

Thus, at the TAO resonant frequency there is a phase shift between the

produced flux and the field and input voltage of the field. When the input
voltage of the field is chosen proportional to 5 , then there is a phase shift

between produced flux and 5 as shown in Figure 6.1. In this case, similar to

the SVC that discussed in Chapter 5, by taking appropriate feedback from
terms related to & as well as terms related to & , the input voltage can be

adjusted, so that the produced flux in is in phase with 5. In this case, the
greatest contribution of AVR to damping can be provided. So the AVR
contribution to damping should be able to be quantified and an algorithm

should be develop to increase the AVR damping contribution to damping.
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Figure 6.1: The contribution of produced magnetic flux load to damping

6.3.2 Examining the Effect of Location of Load on the
Analysis of the Load Contribution to Damping

In developing the load contribution method to damping, it is assumed that
the load is connected to the generator terminals. This assumption is often
acceptable, because in a large electricity network, many generators are
clustered around a load considering a equivalent load, and the aggregated
generator is often a reasonable representation of the real power system.

However it is more beneficial, if a more general case in which load is not
close to the generator terminals, is considered. Fig 6.2.a shows a simple case
to illustrate the case when a load is connected between the two generators.
In that case the diagram can be changed to Figure 6.2.b. In fact, the changes

in the load connected between generatorsiand jcan be mapped to the

reduced admittance matrix of the system. A more general case would have a

164



Chapter 6: Summary, Conclusion and Recommendation for Future Research

mesh of load buses and generator buses and changes in the load will affect

several generators.

P,; Fej
. Busj «—
Bus i I
O \Z
L
PLij l oad
= a.)
P F, ej

Prij Prj

Figure 6.2: a.) Diagram of the connection of the general dynamic load Pp;;

between generator i and generator j,b.) the simplified diagram

In forming the equation in the state space mode, the Equations (2.10) and
(4.17) should be modified. In this modification two factors should be
considered.

The first factor is the representation of the dynamic loads in terms of the
state variables. Therefore, one challenging issue is the load identification

and in doing this, the block diagram in Figure 5.2, should be investigated.
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The second factor indicates how the dynamic load changes are shared
between the groups of generators with intermediate loads. For example, in

Figure 6.2 the changes in the load P;;;can be mapped to the changes of the

reduced Y bus matrix of the system. Therefore Equation (4.7) for the case
that the loads are not connected to the generator terminals can be modified

Al ]

A= the system matrix in the state space model with the dimension of

where

2nX2n
a — the matrix of load factor with dimension of nxn

Ky and K = the matrices with dimension of nxn that show the dynamic

representation of the loads in terms of 0's and J's

S = the allocation matrix with dimension of nxn that show how the loads

admittances are shared between the generators
Therefore more study is needed to determine the sensitivity of K

eigenvalue with respect to the k' " active load P, which is connected in the

mesh network.
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6.3.3 Investigation the effect of other AC Transmission
Devices to Damping

The SVC contributes to damping both directly and indirectly. The direct
contribution is called line modulation and the indirect modulation is called
load modulation. In the line modulation effect by the SVC, the variation of
the capacitor of SVC changes the line impedance and therefore it
contributes to damping directly. However in the load modulation effect by
the SVC, capacitor changes the SVC leads to changes of the voltage of the
dynamic loads, and therefore the contribution of the load to damping
changes.

In this thesis, the effect of SVC and or shunt controlled capacitor
considering mainly load modulation, is examined. Another area for further
investigation, is to work on the line modulated performance of the SVC and
how the contribution of the line modulated SVC to damping can be
quantified.

Other flexible AC transmission Systems (FACTS) devices can be
investigated to the effect of these devices to damping.

The contribution of the thyristor series controlled capacitor (TCSC), is
another area for continuing this research [108-111]. In the case of TCSC,
firstly the contribution of the TCSC to damping with the existing control
design can be evaluated in terms of line modulation. Then, a method needs
to be developed to redesign the TCSC control design to achieve the

maximum contribution to damping.
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The unified power flow controller (UPFC) is another FACTS device that
could be investigated in future to find out how it contributes to damping of
the TAO [112-115]. UPFC is a FACTS device which is capable of
controlling power system parameters such as voltage terminal and line
impedance. UPFC has two applications in power systems. The first
application is to regulated power flow and the second application is to
improve the damping of the IAO. A UPFC consists of the combination of
static synchronous capacitors (STATCOM) and static synchronous series
compensator, (SSSC) that are connected by a DC voltage link. The insights
gained from SVC and TCSC contribution to damping, would help to

develop a method for quantifying the UPFC contribution to damping.

6.3.4 Characterization of the Time Variation of Load

With the methods developed in Chapters 3 and 4, the power system utilities
are now able to continuously monitor the load model from disturbances
created by the background customer load variations. Consequently, the
identified load model could be used to update the setting of the FACTS
control design and thus improve the contribution of the device to damping,

if it is necessary.
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Appendix A.

Some Signal Processing Aspects

In this appendix some aspects of signal processing used in this thesis are

explained [24-27].

A.1 Random Variable, Random Process and Ensemble

A random variable X is defined as a function that maps any outcome & of a
sample space (2 into a real number x, with the two necessary conditions.

Firstly, the set { X <x} will be an outcome of (2 for any real number.
Secondly, P{X =—c0}=0 and P{X =0 }=0, where P represents the

probability of the event (page 74 of [25]).

Similarly, a random process is a rule that maps any outcome &of a sample
space £2 into a function X(,&) (page 373 of [25]).
When rand & are variables, the random process X(#,£) shows an

ensemble of time functions. Each time function of the ensemble is called

realization or ensemble member (page 180 of [24]).

A.2 Cross-correlation and Autocorrelation

If X(¢) and Y(t) are two real wide-sense stationary processes, the cross-
correlation function of X(¢) and Y(t) are to be found from the following
equation

Cxy(T)=E[X(1)Y(t+1)] (A1)
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where E is the expected value.

If X (t) and Y(¢) are real and jointly erogdic processes then the time cross-

correlation process x (t) and y(¢) can be computed from
C..(7)= lim LJT x(t) y(t+7)dr (A.2)
w T—o0 2T -T '

where xand y the ensemble members of X(¢) and Y(t ), respectively.
Similarly, If X(t) is a real wide-sense stationary processes, then the
autocorrelation function of X () can be obtained found from

Ry x(T)=E[X(t)X(t+7)] (A.3)
If X(t)is areal and erogdic process then the time autocorrelation function

of x(t)can be calculated from
R,.(7)= lim L [T x(t)x(t+7)dt (A.4)
o T 2T -T '

where xis an ensemble member of X(7).

A.3 Power Spectrum Density and Cross-Power spectrum
Density

if X(t) areal stationary processes of order of two, then the power density

spectrum of X is the Fourier transform [29] of autocorrelation of X that

can be found from the following Equation as
Pyx(0)=["_Ryx(t)e '¥dr (A.5)

Similarly, if X(¢#) and Y(t) are two real wide-sense stationary processes,

then the cross-power density spectrum of X and Y is the Fourier transform

of cross-correlation of X and Y that can be computed from
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Pyy(@w)=["_Cxy(T)e /9dr (A.6)

A.4 Evaluation of a linear systems Response to a random Variable
Input
A system with a random variable input u(¢)as the input and y(t)as the

output is illustrated in Figure A.1.

Linear Time Invariant

M(t)ﬁ System SN y(t)

Figure A.1: A linear system with a random variable input

In Figure A.1, u(t)is an ensemble member of process U(t ). If the impulse
response of this system is denoted by /4( ¢ ) then we have

Coy(7)= Ry * H(T) (A7)
or

Coy(T)=Ry, *h(7) (A.8)

where * is the convolution integral operator.
By taking the Fourier transform from Equations (A.7) and (A.8), the

transfer function of H(@) can be found from one of the following

equations

3lc (7))
(A.9)
Hw)=

3[R (7))

187



or

sley (7))
(A.10)
Hw)=
3[R (7))
With regard to Equations (A.5) and (A.6), Equations (A.9) and (A.10) are

changed to Equations (A11) and (A.12) respectively, as

P, (@)
Ho-=—-"" A.11
(@) P. (0 ( )
or
P
H(a)):M (A.12)
P, (o)
where

P (@)= power density spectrum of u
P uy( @)= cross-power density spectrum of uand y
P yy( @)= power density spectrum of y

P yu( @ )= cross-power density spectrum of y and u
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Appendix B

The specifications of test power system of Section 5.5 are as follows
1. Synchronous Generator and Transmission Lines
Inertia=J; = 0.404

Input mechanical power=F,,, =0.8

g =
Damping coefficient= D, = 0.003
Z,=7jo.3

Zb = ]02

The transient reactance of the synchronous generator is incorporated inZ,, .

2. Induction Motor

Inertia=J,, =0.1120

Stator resistance=r; = 0.0185

Rotor resistance=r,; = 0.0073

Stator leakage reactance=x; = 0.085
Rotor leakage reactance= x, = 0.085

Mechanical load=B,,,, = 0.1

m

Damping coefficient=D,,, = 0.0027

All of the parameters in p.u. and the synchronous frequency is f;=60 Hz .
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Appendix C

The specifications of test power system of Section 5.8 are as follows

1. Synchronous Generator and Transmission Lines

Jg = 0.404
P, =0.8
D, =0.07
Z, = j0.03
Z), = j0.02

The transient reactance of the synchronous generator is neglected.

3. Induction Motor

T,y =0.00224
r, =0.0185
r, =0.0132
X, =0.085
X, =0.085
Py =0.1
D,, =0.0027

All of the parameters in p.u. and f;=60 Hz.
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