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Abstract

Purpose—To present a method for identifying intrinsic imaging phenotypes in breast cancer 

tumors and to investigate their association with prognostic gene expression profiles.

Materials and Methods—The authors retrospectively analyzed dynamic contrast material–

enhanced (DCE) magnetic resonance (MR) images of the breast in 56 women (mean age, 55.6 

years; age range, 37–74 years) diagnosed with estrogen receptor–positive breast cancer between 

2005 and 2010. The study was approved by the institutional review board and compliant with 

HIPAA. The requirement to obtain informed consent was waived. Primary tumors were assayed 

with a validated gene expression assay that provides a score for the likelihood of recurrence. A 

multiparametric imaging phenotype vector was extracted for each tumor by using quantitative 

morphologic, kinetic, and spatial heterogeneity features. Multivariate linear regression was 

performed to test associations between DCE MR imaging features and recurrence likelihood. To 

identify intrinsic imaging phenotypes, hierarchical clustering was performed on the extracted 

feature vectors. Multivariate logistic regression was used to classify tumors at high versus low or 

medium risk of recurrence. To determine the additional value of intrinsic phenotypes, the 

phenotype category was tested as an additional variable. Receiver operating characteristic analysis 
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and the area under the receiver operating characteristic curve (Az) were used to assess 

classification performance.

Results—There was a moderate correlation (r = 0.71, R2 = 0.50, P < .001) between DCE MR 

imaging features and the recurrence score. DCE MR imaging features were predictive of 

recurrence risk as determined by the surrogate assay, with an Az of 0.77 (P < .01). Four dominant 

imaging phenotypes were detected, with two including only low- and medium-risk tumors. When 

the phenotype category was used as an additional variable, the Az increased to 0.82 (P < .01).

Conclusion—Intrinsic imaging phenotypes exist for breast cancer tumors and correlate with 

recurrence likelihood as determined with gene expression profiling. These imaging biomarkers 

could ultimately help guide treatment decisions.

Breast cancer subtypes have been identified on the basis of histopathologic and molecular 

characteristics that have prognostic and predictive value (1–4). Despite the improvements in 

early detection and diagnosis, breast cancer recurrence and failure of current therapies 

continue to result in high mortality (4). In particular, tumor heterogeneity is emerging as one 

of the major challenges in prognostication and successful treatment (5). Breast cancer 

heterogeneity manifests in almost all aspects of the disease, including histopathologic, 

molecular, and functional characteristics (6). The histopathologic characteristics of a tumor 

have been traditionally analyzed on the basis of selective biopsy tissue samples, which 

typically represent only a portion of a generally heterogeneous tumor (2–4). Although useful 

for diagnosis, such limited tumor sampling is inadequate at capturing the entire range of the 

intratumor heterogeneity, which can influence the course of tumor progression and treatment 

(7).

Dynamic contrast material–enhanced (DCE) magnetic resonance (MR) imaging, computed 

tomography, and positron emission tomography (PET) offer the ability to capture anatomic 

and functional properties of tumors (8–12). For breast cancer, morphologic and kinetic 

features derived from DCE MR imaging, such as tumor shape, size, spiculation, and contrast 

material enhancement, have been shown to be associated with different histologic type, 

tumor grade, and microvessel distribution (13–18). Mammographic and ultrasonographic 

features, such as mass lobulation, echo attenuation, vascularity, and elasticity, have been 

shown to be characteristic of triple-negative breast cancer (19). Metabolism and perfusion 

measures at PET have also been shown to be indicative of breast cancer receptor subtype 

(20). More recently, studies have also shown correlations between imaging features and 

specific patterns of gene expression for liver (21,22), brain (23), and lung cancer (24) 

tumors, which has resulted in the emergence of “radiogenomics” as a field. Although a 

sizeable amount of the information captured with imaging remains unaccounted for, this 

emerging evidence suggests that certain patterns of the imaging phenotype can provide 

insight into the underlying tumor biology, including its molecular characteristics. This 

potential, coupled with capabilities for three-dimensional visualization, offers a unique 

opportunity to extract such biologic imaging surrogates, including the ability to better 

characterize heterogeneity for the entire tumor (7). Ultimately, decoding the information 

captured by imaging phenotypes and understanding their association with patient outcomes 

could complement current histopathologic and molecular markers in prognostication and 

prediction (7).
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The purpose of this study was to present a method for identifying intrinsic imaging 

phenotypes in breast cancer tumors and to investigate their association with prognostic gene 

expression profiles. Our approach is similar in principle to hierarchical gene expression 

clustering, which led to the discovery of intrinsic molecular subtypes for breast cancer (25). 

We show that by using our proposed method, imaging phenotypes derived from breast DCE 

MR imaging tumor features have distinct inherent patterns and can be used to predict the 

likelihood of breast cancer recurrence, as determined with a validated gene expression assay 

(26–28).

Materials and Methods

Study Population

Breast DCE MR imaging data were retrospectively analyzed with use of a Health Insurance 

Portability and Accountability Act–compliant, institutional review board–approved protocol. 

The requirement to obtain informed consent was waived. We identified 284 women with 

estrogen receptor–positive invasive breast cancer who underwent assay with a validated 

gene expression assay (Oncotype DX; Genomic Health, Redwood City, Calif) as part of 

standard care at our institution from 2005 to 2010. Oncotype DX is a validated reverse-

transcriptase-polymerase-chain-reaction assay that measures the RNA expression of 21 

genes from formalin-fixed paraffin-embedded tissue of the primary breast cancer (26). The 

output of Oncotype DX is a continuous score that predicts the likelihood of recurrence 10 

years after treatment (low risk, <18; medium risk, 18–31; high risk, >31). Of these 284 

women, 140 had presurgical DCE MR images with confirmed histopathologic findings. 

Eighty-five of the 140 women were at low risk for recurrence, 45 were at medium risk, and 

10 were at high risk. To demonstrate proof of concept for our method, a convenience sample 

was selected for the purpose of manual tumor delineation. All 10 high-risk cases were 

included, whereas 19 medium- and 27 low-risk cases were randomly selected to create a 

relatively balanced data set of low- and medium- or high-risk tumors, resulting in a total of 

56 cases for our analysis (Table 1). All DCE MR imaging data, which were obtained with 

T1-weighted sequences before and after contrast material administration, were analyzed. 

Women were imaged prone with a 1.5-T unit (LX Echo, GE Healthcare, Little Chalfont, 

England; or Sonata, Siemens, Berlin, Germany) by using a 512 × 512 matrix, 2.4–4.4-mm-

thick sections, and a 25° or 30° flip angle. Dynamic sequences were performed after the 

administration of gadodiamide (Omniscan; GE Healthcare) or gadobenate dimeglumine 

(MultiHance; Bracco Diagnostics, Monroe Township, NJ) at intervals of 5, 8, and 11 

minutes for three postcontrast time points. The primary tumor location was confirmed on 

each image by a fellowship-trained breast imaging radiologist (S.G., with 4 years of 

experience), and each tumor boundary was manually delineated on a central-most 

representative section for feature extraction.

Image Feature Extraction

We constructed a multiparametric imaging phenotype vector for each tumor by extracting 

features of tumor structure, function, and heterogeneity by means of computerized methods 

(Table 2).
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Morphologic features.—We extracted previously validated morphologic features shown to 

be associated with disease prognosis (13,14). Tumor area and perimeter were extracted to 

measure tumor size, and ellipticity and convexity were computed to capture the shape of the 

tumor (29,30).

Aggregate kinetic features.—We computed standard kinetic features from representative 

regions of the tumor, such as the most enhancing region (ie, hot spot) (31,32). The following 

kinetic features were extracted: maximum peak enhancement (33), peak enhancement, 

wash-in slope, washout slope, and time to peak (TTP) of the characteristic kinetic curve 

(31,32) and the hot spot signal enhancement ratio (34).

Heterogeneity kinetic features.— The pixels within the segmented tumor were first grouped 

on the basis of their TTP values, therefore partitioning the pixels into three sets (ie, our 

number of postcontrast time points). Pixel-wise maps were then computed for peak 

enhancement, wash-in slope, and washout slope (Fig E1 [online]). On the basis of the pixel 

groupings above, partition-wise kinetic statistics were then computed as follows: Let Mk 

represent the membership of pixel k to its respective TTP group M, where M ∈ i = {1,2,3}.

The proportion (P) of pixels belonging to TTP set i given the specific tumor partition is as 

follows:

where δ(Mk = i) equals 1 when Mk = i, and zero otherwise, and N is the total number of 

pixels. These features represent the corresponding proportion of pixels achieving TTP at 

time point i.

The mean (μ) and variance (σ2) of feature j for TTP set i, where j ∈ {peak enhancement, 

wash-in slope, washout slope} is as follows:

and

respectively, where fj(k) is the value of the jth feature for the kth voxel, where the feature 

can be peak enhancement, wash-in slope, or washout slope. These features capture the mean 

and variance of the peak enhancement, wash-in slope, and washout slope within each set of 

pixels achieving TTP at each corresponding postcontrast time point i.
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With m = 3 pixel partitions (ie, postcontrast time points) and n = 3 pixel-wise features (ie, 

peak enhancement, wash-in slope, and washout slope), we compute a total of m(2n + 1) = 21 

kinetic statistic features.

Identification of Intrinsic Imaging Phenotypes

To identify intrinsic imaging phenotypes within our study population, we performed 

unsupervised hierarchical clustering on the extracted feature vectors. In unsupervised 

clustering, the algorithm is not provided with the output variable (ie, here the “group” label) 

but relies only on the feature vectors to identify intrinsic groupings within the population. 

Hierarchical clusters are represented by a dendrogram (35–37), which was generated as 

follows: Given a set of breast tumors, each represented by a standardized image feature 

vector (ie, z-score normalized features [38]), a tree node was defined for every tumor and 

the Pearson correlation was computed between each pair of tumor feature vectors. The pair 

with the highest correlation was merged and a new parent node created, for which a new 

phenotype vector was computed by averaging the feature values of the joined vectors. The 

correlations among the feature vectors were then updated, and the process was repeated until 

a single node remained (Fig E2a [online]). In the dendrogram, each leaf of the hierarchical 

tree represents an individual tumor. We used the result of the hierarchical clustering to 

produce a heat map matrix (35) to visualize the properties of the detected imaging 

phenotypes. In a heat map matrix, each column represents the extracted feature vector for 

each tumor (eg, size, shape, kinetics, and heterogeneity statistic features), and each row 

represents each imaging feature across the entire population. After generating the 

dendrogram, we determined the number of distinct imaging phenotypes (ie, clusters) in the 

dendrogram by using the average pairwise distance within the clusters Davg (39) as follows:

where c is the number of clusters, Nl is the number of data points (ie, tumors) in the lth 

cluster, and xul and xvl are the uth and vth feature vectors. A small Davg is indicative of 

compact clustering. We computed Davg as a function of number of clusters, from 1 up to the 

total number of data points, Kmax. The optimal number of distinct clusters was selected by 

computing the point that gives the maximal percentage decrease in Davg (39,40) (Fig E2b 

[online]), as follows:

Statistical Analysis

Multivariate linear regression with sequential forward feature selection was used to test the 

association between the extracted DCE MR imaging features and the recurrence score. 

Multivariate logistic regression with leave-one-out cross validation and forward feature 
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selection (38) was performed to classify tumors with high versus low or medium risk of 

recurrence. To determine the additional value of detecting intrinsic imaging phenotypes, our 

classifier was tested both with and without the inclusion of the phenotype category as a 

distinct predictor, coded as a categoric variable. Receiver operating characteristic analysis 

was performed, and the area under the receiver operating characteristic curve (Az) was 

estimated to assess classification performance.

Results

We found a moderate correlation (r = 0.71, R2 = 0.50, P < .001) among the four DCE MR 

imaging features selected by the multivariate regression model with use of forward feature 

selection and the recurrence score (Fig 1). The selected features included the proportion of 

tumor pixels with a TTP of 1, the mean peak enhancement for pixels with a TTP of 1, and 

the area and ellipticity of the tumor (Table 3).

Hierarchical clustering indicates that distinct intrinsic imaging phenotypes are present in our 

population (Fig 2). By computing Davg as a function of the number of clusters, the optimal 

number of distinct phenotypes in our population was determined to be four, for a 45% 

decrease in Davg (Fig 2b). When looking at the detected imaging phenotype groupings 

versus the corresponding Oncotype DX classifications, phenotypes 1 and 2 consist only of 

tumors at low and medium risk of recurrence, whereas phenotypes 3 and 4 consist of a mix 

of all the recurrence risk categories (Fig 2c). Box plots of the variation of the recurrence 

score and the four DCE MR imaging features selected with the regression model are shown 

in Figures 3 and E3 (online) for each phenotype. The corresponding histopathologic 

characteristics of the tumors in each phenotype category are shown in Table E1 (online).

Overall, our results indicate that tumors with a gene expression profile that shows a high risk 

of recurrence tend to show predominantly rapid contrast material uptake. For example, high-

risk tumors show more rapid enhancement by having a larger proportion of pixels for which 

peak enhancement occurs at the first postcontrast time point while having a lower proportion 

of pixels with late enhancement at the third postcontrast time point (Fig 2a). Representative 

tumor patterns are shown in Figure 4, where a tumor at high risk for recurrence shows a 

larger proportion of pixels with more rapid uptake while a low-risk tumor shows slower 

uptake. These findings are in line with those from previous studies about the prediction of 

disease-free survival (41,42), where it was shown that high levels of perfusion and vessel 

permeability, as measured with DCE MR imaging, are associated with low disease-free 

survival.

When classifying tumors with high- versus low- or medium-risk gene expression profiles 

(ie, where the two latter groups are combined to form one category), the logistic regression 

model with the extracted DCE MR imaging features as inputs has an Az of 0.77 (standard 

error = 0.079, Fig 5). When the detected phenotypes are included as additional predictors 

and coded as a categoric variable (ie, the four phenotypes detected with the dendrogram; Fig 

2c), the Az increases to 0.82 (standard error = 0.060, P < .01). When the imaging phenotype 

is not used as a distinct coded variable, the most frequently selected features include the 

proportion of pixels with a TTP of 1, the proportion of pixels with a TTP of 3, the mean 
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peak enhancement for pixels with a TTP of 1, the variance in peak enhancement for pixels 

with a TTP of 2, and tumor convexity, area, and perimeter. When the imaging phenotype is 

used as an additional distinct variable, it is always selected as a predictor by the model, 

whereas some of the previously selected features tend to be dropped by the model (Table 4).

Discussion

Our method of hierarchical clustering offers a principled approach for detecting intrinsic 

imaging phenotypes. Although previous studies on the identification of distinct imaging 

patterns for breast tumors associated with different histopathologic correlates are largely 

based on qualitative interpretation (43,44), we propose a formal methodologic framework 

that enables quantitative evaluation. The goal of cluster analysis in general is to find 

groupings of data points within a population so that observations within a cluster are more 

similar to each other than to observations in different clusters. In this study, we performed 

unsupervised cluster analysis to identify natural groupings within the extracted imaging 

features, which gave rise to intrinsic phenotypes with distinct, quantifiable imaging patterns. 

Our approach is similar in principle to the hierarchical gene expression clustering 

approaches that led to the discovery of the intrinsic molecular subtypes for breast cancer 

(25). We used the results of hierarchical clustering to produce heat maps, similar to 

microarray expression clustering dendrograms (25,45), to visualize and interpret the patterns 

of the detected imaging phenotypes (eg, tumor shape, size, contrast kinetics) and start 

gaining a basic understanding of how the imaging presentation of cancer may relate to its 

underlying molecular profile and, ultimately, the likelihood of recurrence. The patterns of 

the clustered imaging features in our heat map indicate a more infiltrative phenotype for 

high-risk tumors, potentially owing to higher vascularity and/or more complex 

neoangiogenic properties.

Our results suggest that intrinsic imaging phenotypes exist for breast cancer tumors and are 

associated with prognostic gene expression profiles. Specifically, our findings indicate that 

there are four dominant phenotypes within our study population. Phenotypes 1 and 2 consist 

entirely of tumors with a recurrence score of less than 31 (26) and include only low- and 

medium-risk tumors. This is an important finding because it has been shown that the benefit 

of adjuvant chemotherapy becomes substantial mainly in women with a recurrence score 

greater than 31. Therefore, when imaging is already available from standard clinical care (ie, 

diagnostic or staging DCE MR imaging), information from imaging phenotypes alone could 

potentially be used to identify women who are at very low risk of recurrence and perhaps 

obviate the need for, as well as the cost of, the genetic test for this specific subset of women 

while leaving the remaining subpopulation of women (herein women with phenotypes 3 and 

4) to be further tested for tumor gene expression. When including the detected phenotypes as 

separate predictors in our classifier, the discriminatory capacity of the model improves the 

differentiation of women at high versus low or medium risk for recurrence. The selection 

frequency of the features in the leave-one-out cross validation indicates the importance of 

considering the phenotype categories in the prediction of breast cancer recurrence, as they 

are consistently selected by our model in all cross-validation loops. In addition, the selection 

frequency of the heterogeneity kinetic statistic features largely outperforms the standard 

aggregate kinetic measures (9,31–33), such as maximum peak enhancement, hot spot signal 
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enhancement ratio, and features from the characteristic kinetic curve, which suggests that 

more comprehensive characterization of spatial tumor heterogeneity from imaging can 

ultimately result in better prognostic imaging markers.

Limitations of the current study must also be noted. Because our main objective was to 

present a principled methodologic approach for discovering intrinsic imaging phenotypes, 

we used a convenience sample of cases with a goal to demonstrate proof of concept. 

Although we used leave-one-out cross validation to determine generalization, and certain 

features do seem to represent good prognostic markers by being consistently selected by our 

model, the validity of our findings, including their applicability for other breast cancer 

subtypes, requires more extensive validation in larger populations. In addition, we 

acknowledge that there are additional features that we could potentially include in our 

phenotype vector. Considering the potential bias of over-fitting and multiple comparison 

tests, we chose a representative set of morphologic and kinetic features that have been 

shown to have value in breast lesion characterization and prognostic assessment (9,31–33). 

Once the most discriminant features are identified, we plan to further explore refinements of 

the feature set in our future larger studies, including the automation of segmentation for the 

analysis of the entire tumor volume in larger data sets. We will also seek to analyze DCE 

MR imaging sequences with larger number of postcontrast time points and multimodality 

data sets, which would allow us to extract a richer set of kinetic and morphologic 

descriptors. Moreover, we will also need to investigate the prognostic value of standard 

clinical variables, in addition to our quantitative measures, such as Breast Imaging 

Reporting and Data System ratings along with their inter- and intrareader variability, as well 

as adjust for known clinical and histopathologic prognostic factors (ie, nodal status). Finally, 

in this proof-of-concept study, we used recurrence score as a validated surrogate of breast 

cancer recurrence. Although our results suggest that imaging features may have value in 

prognostic assessment, future studies will also need to validate our findings prospectively in 

association with true recurrence outcomes based on patient follow-up.

We envision a quantitative breast imaging clinic of the future in which individualized risk 

assessment and patient education are combined to empower women with knowledge about 

their personal risk while providing the much-needed fully automated “integrated 

diagnostics” tools for clinicians. Technologic advances have offered an array of new-

generation, highly sensitive breast imaging modalities that allow clinicians to detect and 

preoperatively characterize the extent of disease (46–48). As part of standard clinical care, 

several prognostic factors are also assessed on the resected cancer, such as tumor 

histopathology, immunohistochemistry (49), and gene expression profiling (28,50). These 

standard markers, merged with multimodality phenotypic imaging biomarkers, which can be 

automated with computer software, could create an integrated, uniquely tailored, prognostic 

risk assessment tool. The integration of multiparametric prognostic information (eg, tumor 

histopathology and predictive marker stains) with emerging genomic signatures and imaging 

phenotypic biomarkers holds the promise to improve prognostic assessment and clinical 

decision making for breast cancer treatment. Our proposed method provides a principled 

approach with general applicability for the identification of imaging phenotypes for cancer 

that could ultimately help elucidate associations between the imaging presentation of cancer 

and its structure and function, as associated with patient outcomes.
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DCE dynamic contrast material enhanced

TTP time to peak
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Advances in Knowledge

■ In Intrinsic imaging phenotypes exist for breast cancer tumors, as derived from 

multiparametric dynamic contrast material–enhanced (DCE) MR imaging features, 

which correlate with validated prognostic tumor gene expression profiles.

■ Computer-extracted morphologic, kinetic, and tumor heterogeneity DCE MR 

imaging features can help predict the likelihood of breast cancer recurrence, as 

determined with a validated surrogate gene expression assay (r = 0.71, R2 = 0.50, P 

< .001), and can help differentiate between tumors with high- and low- or medium-

risk gene expression profiles, with an area under the receiver operating characteristic 

curve (Az) of 0.77 (standard error = 0.079, P < .01).

■ When treated as distinct predictors, the detected intrinsic imaging phenotype 

categories can provide additional prognostic value by improving the prediction of 

likelihood for recurrence, resulting in an increased Az of 0.82 (standard error = 

0.060, P < .01).
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Implications for Patient Care

■ Intrinsic radiologic phenotypes of breast tumors could be used as surrogate 

markers of prognostic gene expression profiles to noninvasively identify more 

aggressive breast cancers.

■ The ability to estimate likelihood of recurrence, as determined by means of the 

underlying molecular profile of the tumor, on the basis of imaging phenotypes could 

become an important clinical tool for stratifying women according to disease 

prognosis and making more informed treatment decisions for women with breast 

cancer.
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Figure 1. 
Graph shows correlation between probability of recurrence as predicted with recurrence 

score and DCE MR imaging features. Regression model is based on four DCE MR imaging 

features shown in Table 3.
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Figure 2. 
Identification of intrinsic imaging phenotypes for breast cancer with unsupervised 

hierarchical clustering based on DCE MR imaging features. (a) Heat map with columns 

representing tumors and rows representing features. CKC = characteristic kinetic curve, 

MPE = maximum peak enhancement, PE = peak enhancement, SER = hot spot signal 

enhancement ratio, WIS = wash-in slope, WOS = washout slope. (b) Graph shows within-

cluster distance (Davg) as a function of number of phenotype clusters. (c) Dendrogram 

shows four distinct phenotypes.
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Figure 3. 
Box plot shows recurrence score within each MR imaging phenotype category. Phenotypes 

1 and 2 consist of only low- and medium-risk scores, whereas phenotypes 3 and 4 consist of 

a mix of recurrence risk scores. Red lines are medians, edges of boxes are 25th and 75th 

percentiles, whiskers extend to the most extreme data points not considered as outliers (+), 

horizontal dotted line represents cutoff level in recurrence score that separates high-risk 

tumors from low- or medium-risk tumors per validated gene expression assay.
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Figure 4. 
Distinct patterns of DCE MR imaging features in tumors (arrow) with low or medium versus 

high risk for recurrence. (a) Image in 42-year-old woman with recurrence score of 21 

(medium risk) shows that tumor pixels have predominantly a slower contrast material uptake 

pattern (more TTP = 2 pixels, shown in green). (b) Image in 50-year-old woman with 

recurrence score of 40 (high risk) shows that major part of tumor has a rapid contrast 

material uptake pattern (more TTP = 1 pixel, shown in red). (c) Image in 60-year-old woman 

with recurrence score of 7 (low risk) shows a smaller lesion (153 mm2) with a smoother 

margin. (d) Image in 43-year-old woman with recurrence score of 48 (high risk) shows a 

larger lesion (631 mm2) with an irregular margin.
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Figure 5. 
Receiver operating characteristic curves for leave-one-out logistic regression classifier to 

differentiate tumors at high risk versus low and medium risk of recurrence with use of DCE 

MR imaging features.
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Table 1

Characteristic Low Risk (Recurrence Score 
<18)

Medium Risk (Recurrence Score 
18-31)

High Risk (Recurrence Score 
>31)

No. of patients (n = 56) 27 (48) 19 (34) 10 (18)

Tumor type

    Ductal 25 (93) 17 (89) 10 (100)

    Lobular 2 (7.4) 2 (10) 0 (0)

Tumor grade

    T1a 4 (15) 3 (16) 0 (0)

    T1b 8 (30) 9 (47) 2 (20)

    T1c 12 (44) 7 (37) 5 (50)

    T2 3 (11) 0 (0) 2 (20)

    Tx 0 (0) 0 (0) 1 (10)

PR status

    Positive 27 (100) 16 (84) 7 (70)

    Negative 0 (0) 3 (16) 3 (30)

Nodal status

    N0 26 (96) 19 (100) 8 (80)

    N1 1 (3.7) 0 (0) 2 (20)

Patient ethnicity

    White 13 (48) 10 (53) 5 (50)

    African American 4 (15) 2 (10) 1 (10)

    Asian 0 (0) 1 (5.2) 0 (0)

    Other 2 (7.4) 1 (5.2) 1 (10)

    Unknown 8 (30) 5 (26) 3 (30)

Patient age (y)

    Mean 55 56.68 56.4

    Range 41-76 39-72 43-67

Tumor size (cm)

    Mean ± standard deviation 1.32 ± 0.15 1.56 ± 0.53 1.56 ± 0.26

    Range 0.5-1.9 0.4-2.0 0.5-3.3

Note.—Numbers in parentheses are percentages.
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Table 2

List of Features Extracted from Breast Tumors with DCE MR Imaging

Feature No. Feature Description

Morphologic/geometric features

1 Convexity A measure of tumor regularity. This can be computed as the ratio of the perimeter of the 
tumor convex hull to the actual tumor perimeter (1)

2 Ellipticity Also a measure of tumor regularity. This can be computed by first fitting an ellipse to the 
tumor shape and then assessing the quality of the fit (2)

3 Area Tumor area

4 Perimeter Tumor perimeter

Aggregate kinetic features

5 MPE Maximum peak enhancement (3)

6 CKC-PE Peak enhancement for the characteristic kinetic curve (4,5)

7 CKC-TTP TTP for the characteristic kinetic curve (4,5)

8 CKC-WIS Wash-in slope for the characteristic kinetic curve (4,5)

9 CKC-WOS Washout slope for the characteristic kinetic curve (4,5)

10 SER Hot spot signal enhancement ratio. Highest eight-connected pixel average signal 
enhancement ratio over the tumor area (6)

Heterogeneity kinetic features

11-13 P (Set = i|M) Proportion of pixels in set i. This gives rise to three features when the tumor is partitioned in 
three TTP sets

14-16 μ(PE, i) Mean peak enhancement for set i pixels

17-19 σ2(PE, i) Variance of peak enhancement for set i pixels

20-22 μ(WIS, i) Mean wash-in slope for set i pixels

23-25 σ2(WIS, i) Variance of wash-in slope for set i pixels

26-28 μ(WOS, i) Mean washout slope for set i pixels

29-31 σ2(WOS, i) Variance of washout slope for set i pixels

Note.—CKC = characteristic kinetic curve, MPE = maximum peak enhancement, PE = peak enhancement, SER = signal enhancement ratio, WIS = 
wash-in slope, WOS = washout slope.
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Table 3

Association between Extracted DCE MR Imaging Features and Recurrence Score

Feature Unstandardized Coefficients (B) Standardized Coefficients (β) t Statistic P Value

Constant of the linear regression model 6.498 (3.489) ... 1.863 .068

Proportion of pixels with TTP of 1 23.053 (5.770) 0.412 3.995 <.0001

Mean peak enhancement for pixels with TTP 
of 1

–56.045 (13.219) –0.548 –4.240 <.0001

Tumor area 0.007 (0.002) 0.433 4.118 <.0001

Tumor ellipticity –32.410 (12.395) –0.344 –2.615 .012

Note.—Numbers in parentheses are standard errors. Data were obtained with the multivariate linear regression model.
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Table 4

Selection Frequencies of DCE MR Imaging Features with Leave-One-Out Cross Validation

Feature No Phenotype With Phenotype

Imaging phenotype category NA
56 (100)

*

Morphologic/geometric features

    Convexity
39 (70)

*
32 (57)

*

    Ellipticity 19 (34) 15 (27)

    Area
50 (89)

* 18 (32)

    Perimeter
52 (93)

*
49 (88)

*

Aggregate kinetic features

    Maximum peak enhancement 0 (0) 0 (0)

    Peak enhancement for the characteristic kinetic curve 3 (5) 2 (4)

    TTP for the characteristic kinetic curve 9 (16) 7 (13)

    Wash-in slope for the characteristic kinetic curve 0 (0) 0 (0)

    Washout slope for the characteristic kinetic curve 4 (7) 3 (5)

    Hot spot signal enhancement ratio 4 (7) 2 (4)

Heterogeneity kinetic features

    Proportion of pixels in set 1
48 (86)

* 22 (39)

    Proportion of pixels in set 2 20 (36) 17 (30)

    Proportion of pixels in set 3
50 (89)

*
52 (93)

*

    Mean peak enhancement for set 1 pixels
35 (63)

* 11 (20)

    Mean peak enhancement for set 2 pixels 2 (4) 6 (11)

    Mean peak enhancement for set 3 pixels 0 (0) 3 (5)

    Variance in peak enhancement for set 1 pixels 4 (7) 6 (11)

    Variance in peak enhancement for set 2 pixels
44 (79)

*
42 (75)

*

    Variance in peak enhancement for set 3 pixels 18 (32) 15 (27)

    Mean wash-in slope for set 1 pixels 13 (23) 10 (18)

    Mean wash-in slope for set 2 pixels 4 (7) 9 (16)

    Mean wash-in slope for set 3 pixels 0 (0) 2 (4)

    Variance in wash-in slope for set 1 pixels 5 (9) 1 (2)

    Variance in wash-in slope for set 2 pixels 1 (2) 5 (9)

    Variance in wash-in slope for set 3 pixels 7 (13) 10 (18)

    Mean washout slope for set 1 pixels 2 (4) 9 (16)

    Mean washout slope for set 2 pixels 0 (0) 0 (0)

    Mean washout slope for set 3 pixels 1 (2) 7 (13)

    Variance in washout slope for set 1 pixels 2 (4) 10 (18)

    Variance in washout slope for set 2 pixels 7 (13) 12 (21)

    Variance in washout slope for set 3 pixels 0 (0) 0 (0)

Note.— The reported numbers for each feature indicate the number of cross-validation loops for which the respective feature was selected, where 
the total cross validation loops = 56. Numbers in parentheses represent the corresponding percentages.

Radiology. Author manuscript; available in PMC 2015 September 09.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Ashraf et al. Page 23

*
Features were selected in more than 50% of the total of 56 cross-validation loops.
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