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ABSTRACT

A moderator variable 1s a quantltative or qualitative
variable which improves the usefulness of a predictor by
1solating subgroups of individuals for whom a predictor or
set of regression weights 1s especially appropriate. Sequen-
tial prediction techniques have been used to determine the
existence of moderator varlables. Two problems exist with
the present moderator variable techniques: (1) differences
between unpredicted individuals (overpredicted and under-~
predicted individuals) generally have been ignored, and
(2) there is no efficient objective method available that
readily identifies moderator variables.

The purpose of this dissertation was to use a discrim-
inant analysls procedure for the systematic identification
of moderator variables in a multi-predictable group valida-
tion (MPGV) model. "Prediction" groups; i.e., groups
differing in degree of predictability, in MPGV were formed
based on the algebraic difference scores between standardized
criterion and standardized predictor scores. In addition,
results from MPGV were compared to those of simple algebraic
(+#D) and absolute differsnce (/D/) techniques.

Seven problems differing 1n a priori intervals for
"prediction" groups (underpredicted, predicted, and over-
predicted) and/or number of levels of underpredicted and
overpredicted individuals were analyzed. Subjects were 418
undergraduate students randomly assigned to the experimental
group, Sample A (N=209), and to the cross-validation group,

. Sample B (N=209). The predictor was the composite score on
the American College Test (ACT) and the criterion was grade
point average (GPA). Seventeen variables, including per-
sonality and intelligence measures, were ilnvestigated as
potential moderator variables.

In 6 of 7 problems the one-way multivariate analysis
of variance (MANOVA), with the 17 potential moderator vari-
ables as the dependent vector wvariable, indicated a signifi-
cant (p < .01 in each case) "prediction" group main effect.
To identify potential moderators, the discriminant function
(with standardized coefficients) provided by MANOVA for
each problem was analyzed by stepwise multivariate analyses
of covariance (MANOCOVA). The initial MANOCOVA treated the
variable associated with the highest coefficient as the
covariate and the remaining 16 as dependent. Succeeding
MANOCOVA's added the varlable with the next highest weight
to the set of covariates. The procedure was repeated until
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the dependent set did not result in a significant main
effect. Results of the MANOCOVA's revealed different
moderators for the different problems.

Assessment of the effectiveness of the moderator in
discriminating "prediction" groups was based on two
techniques for classifications of Ss. First, Ss in Sample
B were placed into "prediction" groups according to the
correspondence of their discriminant scores with the cutoff
discriminant scores established in Sample A. Second, a chiw
square classification technique (Cooley & Lohnes, 1962)
provided for placement of Ss in Sample B into a group
depending on the deviation of their discriminant scores
from the appropriate group mean discriminant score deter-
mined in Sample A. Results of both classification techni-
ques revealed significant amounts of misclassification.

To assess the effectiveness of the moderators on
validity, validity coefficients of ACT were computed for
each "prediction" group in Sample B. The correlation
coefficients for the different "prediction" groups in
Sample B were not significantly higher than the coefficlent
(.52, p < .01) for the total group in Sample A.

The +D and /D/ techniques, in Sample A, revealed
moderators different from each other and from those of
MPGV. The results were not substantiated in Sample B.

Problems in the use of discriminant analysis for
the purpose of identifying moderator variables are dis-
cussed., In addition, the psychological composition of
underpredicted, predicted, and overpredicted groups was
examined in the light of the importance of maintaining
differences between unpredicted groups. Suggestions are
offered for future research.
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IDENTIFICATION OF MODERATOR VARIABLES BY DISCRIMINANT
ANALYSIS IN A MULTI-PREDICTABLE GROUP VALIDATION MODEL
| Sheldon Zedeck
Bowling Green State University

In an effort to increase predictive efficiency, in-
vestigators have modified the classic prediction model. In
particular, Dunnette's (1963) model gives considerable
attention to interactions which may occur between several
factors - predictors, individuals, behaviors in the situa-
tion, and consequences of these behaviors relative to the
goals of the group. The classic validation model provides
a simple index of the relationship between predictor and
eriterion, whereas Dunnette's model implies that prediction
andﬂunderstanding of the situation are increased by examin-
ing the operation of the above-named factors in given
sltuations. In Dunnette's model, it is necessary to identify
relatively homogeneous subsets of predictors, individuals,
behaviors, and situations in an examination of the inter-
actions between predictors and criterlia. This dissertation
concerns a systematic ldentification of homogeneous sub-
sets of individuals in a multi-predictable group validation
model:

Review of the Literature
The basic approach to the identification of homo-

geneous sets of individuals has involved the discovery and
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use of moderator variables. Banas (1964) defined a general
"moderator variable" as a quantitative or qualitative vari-
able which improves the usefulness of a predictor by isolat-
ing subgroups of individuals for whom a predictor or set
of regression weights are especially appropriate. More
specific definitions of such variables are:

Population control variable (Gaylord & Carroll,

1948): A variable which identifies subpopulations in
which the application of a multiple regression equa-
tion, optimal for the entire population, is inappropri-
ate. A multiple regression equation is derived which
includes cross products of the variables in a multi-
variate analysis. The assumption is that any variable
in thé analysis may have population control as well as
predictor effects.

Moderator variable (Saunders, 1955, 1956): A con-

tinuous variable which influences the predictive
effectiveness of the predictor variable. A multi-
variate curvilinear regression equation involving cross
products is used in which the beta weights, instead of
being constant, are linear functions of moderator
variables.

Predictability variable (Ghiselli, 1956, 1960c):

A variable which is correlated with an absolute

difference score between standardized predictor and



standardized criterion scores. The predictability
variable identifles those subjects in the sample who
deviate from the line of relations (regression line)
and for whom the predictor is inappropriate.

Referent variable (Toops, 1959): A variable which

modifles the meaning of other variables. The weight of
a predictor variable is not constant, but rather a
mathematical function of a referent variable. Toops
proposed analyzing relationships in terms of homo-
geneous groups or "ulstriths," the members of which
tend to behave in a similar manner.

Modifier variable (Grooms & Endler, 1960): An in-

dependent variable which when dichotomized or trichoto-
mized leads to differential subgroup relationships
between a predictor and a criterion variable. A
modifier variable is not to be confused with Saunders!
(1956) moderator variable which is a continuous
independent variable that influences the relationship
between another independent variable and a dependent
variable.

The common meaning emerging from the alternative
definitions is the notion of dividing a heterogeneous
population into homogeneous subgroups on the basis of the
variables affecting the relationship between predictor and

criterion. Thus, the definitions imply some form of



interaction among variables. Another implication is that
homogeneous subgroups, showing differential patterns of
validity, may be isolated.

Techniques involving sequential prediction have been
used to determine the existence of moderator variables. In
particular, prediction techniques involving subgroup
analysis, differential prediction of predictability,
moderated regression, and recently, quadrant analysis,
have been used. These techniques involve the prediction
of future behavior only after some preliminary prediction
or measurement for purposes of classification 1s made
(Guion, 1965).

Séquenfiél Prediction Techniques

Subgroup analysis. The technique of subgroup
analysis has been investigated in studies pertaining to
education as early as 1926 when Scates found that grades
of college students graduated from certain high schools
were more predictable than others. Similar results were
obtained by Wagner and Strabel (1935).

In a frequently cited study of subgroup analysis,
Frederiksen and Melville (1954) hypothesized that the use-
fulness of an interest test can be improved by identifying
subgroupé of engineering students for whom the test was
especially appropriate as a predictor; specifically, the

usefulness of interest measures would be limited to a
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relatively noncompulsive group. A measure of reading speed
and an unspeeded vocabulary test were used to identify com-
pulsive and noncompulsive subjects. In 5 of 10 interest
scales on the Strong Vocational Interest Blank, correla-
tioné between interest scores and grade point averages were
significantly higher for the noncompulsive group than for
the compulsive group. Onereplication by Frederiksen and
Gilbert (1960) yielded similar results, but only for the
occupational keys most logically related to engineering.

The above-mentioned compulsivity studies were con-
ducted with male engineering students. Stricker (1966)
examined the generality of the findings with liberal arts
and science students of both sexes. Results indicated that
the cbmpuléivity scales were not operating as moderators
in this population.

Additional studies in whigh subgroup analyses were
attempted demonstrate the diverse characteristics of modera-
tor variables. Personality variables such as personal
ad justment (Hoyt & Norman, 1954; Stagner, 1933) and anxiety
(Grooms & Endler, 1960; Pervin, 1967), used as bases for
subgrouping, have resulted in differential validities for
various predictor-criterion combinations. Self-report
personality varliables, particularly wlth respect to
motivation, have also afforded meaningful subgrouping and

differential predictive validities of academic predictors



(Brown, 1968).

Other variables which have shown subgrouping or
moderating characteristics include dsmographic factors,
biographical information blanks (Baker, 1967; Medvedeff,
1964; Rock, 1965; Tesser, Starry, & Chaney, 1967), problem-
solving styles (French, 1961b), knowledge and aptitude
tests (Pervin, 1967:; Steinemann, 1964), and job charac-
teristics (Peterson, 1964). Job satisfaction operated as
a moderator in a study by Dawls, Welss, Lofquist; and
Betz (1967). Banas and Moore (1968) demonstrated, however,
that there were no differences between validity patterns
for subgroups which were randomly formed and those which
were based on job satisfaction scores. The latter study
indicated the necessity for cross-validation of results in
moderator research.

Berdie (1961) used a measure of intra-individual
variability (scores on 10 mathematics subtests) as a
basls for subgrouping. The hypothesis was that first year
engineering students whose variability of behavior was
greater while taking a test used for predictive purposes
would be less predictable than persons whose behavior was
less variable. BResults indicated that the low varlance
group was more predictable than the high variance group,
but only for the group.having the high test scores.

Saunders' (1955, 1956) moderated multiple regression.
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The moderator variable is a means of maintaining the integ- |
rity of the total population while still maintalning a
statistlical control on each individual's membership in one
of ‘a continuous, infinite series of subpopulations defined
by his score on the moderator (Saunders, 1955). Saunders
(1956) treats the cross product of the moderator and
predictor scores as a new predictor in any standard multiple
regression technique. The regression equation is:
y =7 + Zayx, + ibjzJ + ZcijxlzJ » Where a, b, and c are
weights; Xy the predictors, and z4 the moderators.

Saunders (1956) reanalyzed the Frederiksen and Mel-
ville (1954) data using the moderated regression technique.
In 5 of 10 comparisons, moderated regression resulted in
increases in predictive validity over the multiple correla-
tion method.

Parrish (1959) compared the predictive efficiency of
the moderated regression technique with that of the linear
multiple regression method. Aptitude, interest, and
personality scales were used as predictors and combat
efficiency ratings were used as a ecriterion. Results
indicated that the moderated regression technique was not
more effective than the linear multiple regression analysis.

Kirkpatrick, Ewen, Barrett, and Katzell (1968)
investigated "race" and "cultural deprivation," measured by

factor scores, as moderators of success in various occupa-



tions. The data did not support thelr hypothesis that
tests are differentlally valid for different ethnic groups.

Cleary (1966) presented a generalized moderated
regression technique which allows individual differences
to emerge without the constraints of a priori conceptlons.
One set of welghts is derived for each person and a second
set for each predictor. The two sets of weights are com-
bined into a composite welght for each dimension in the
combined predictor-criterion matrix. This individual
differences model showed improvement of prediction over
the regular multiple regression technique.

Differential predictability. Ghiselli's (1956,

1960c) technique involves obtaining absolute difference
scores (/D/) between standardized criterion (Z,) and
standardized predictor (ZP) scores. Algebraic difference
scores are not used since the model 1s concerned with
accuracy of prediction and overprediction and underprediction
of the same degree are consildered equal errors. The magni-
tude of /D/ serves as an index of predictability; the
smaller the /D/, the better the relation between criterion
and predictor. Figure 1 illustrates the concept. The
performance of A, an individual close to the line of
relations (line of perfect correlation) is more predictable
than that of an individual farther away, B.

Correlates of the /D/ scores are subsequently identi-

fied and used as "predictors of predictability." A high



Fig. 1. Determination of /D/ values as indices
of the predictabiiit'y of performance.

1
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positive correlation indicates that the wvalldity should be
higher for those scoring low on the "predlctor of predict-
ability" than for the entire group. The difference between
the validity coefficients for the 1/3 (or 2/3) lowest and
2/3 (or 1/3) highest scorers on the predictability test is
then tested for significance. A significant difference
indicates that the predictor should be used only for the
low scorers and a different predictor should be used for
the remaining subjects.

Ghiselli (1956) demonstrated the potential useful-
ness of the technique in a study involving prediction of
job proficlency of taxlicab drivers. An occupational
inventory identified those individuals for whom a tapping-
and-dottlng test was a good predictor of Job proficiency.
The occupational inventory itself had a negligible corre-
lation with the criterion.

Ghiselli (1960c) also demonstrated that scales of
an inventory used as a predictor could serve as its own
predictability test. In this technique, /D/ scores are
obtained for each individual in an experimental group. The
original items of the predictor are then reanalyzed'to
determine which items discriminate those individuals with
large /D/ scores from those with small /D/ scores. Low
scores on the resulting predictability scales 1mp1y small

differences between Zc and Zp. and high scores imply large
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differences. In the Ghiselli study, the predictability
scales were applied to a cross-validation group for which
the hypothesized relationships held.

In addition to moderating validity of predictors,
Ghiselli and Sanders (1967) developed a moderator based on
a self-analysis inventory which moderated heteroscedasti-
city. The moderator differentiated two subgroups which
displayed different patterns of heteroscedasticity.

Ghiselll (1963) found that his technique resulted in
the identification of moderators which are highly situatlion-
specific. Banas (1964), however, found that transsitua-
tional moderators (moderators which function to identify
more and less predictable subgroups when applied in
different situations) obtained by Ghiselli's technique do
exist in the prediction of performance of three classes
of workers in a rehabilitation center.

Quadrant analysis. Hobert and Dunnette (1967)

claimed that there is practical value in identifying over-
predicted (individuals whose Zp scores exceed thelr Zc
scores) and underpredicted (individuals whose Zp scores

are below their Zc scores) individuals as separate groups
rather than treating them as an aggregate of unpredictables.
Underpredicted and overpredicted individuals are identifled
by examining a scatter diagram deplcting the bivariate

distribution of a predictor test and the corresponding
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criterion scores. Both the predictor and criterion scores
are divided at the median to yield the following classifi-
cations of individuals: high hits (high predictor-high
criterion), low hits (low predictor-low criterion), over=
predicted (high predictor-low criterion), and underpredicted
(low predictor-high criterion). The approach is depicted
in Figure 2.

Hobert and Dunnette (1967) developed two moderators:
one for the underpredicted and low hits, and the other for
the high hits and overpredicted. Moderators were developed
through an analysls of the items used to form the predictor
composite; i.e., those items which discriminated signifi-
cantly between criterion score levels within a given
predictor score level; e.g., between the low hits and under-
predicted groups, were used. The approach succeeded in
identifying two moderators, one for each level of predictor
score, which enhanced the prediction of managerial effective=-
ness.

Abrahams (1965), in a comment on quadrant analysis,
stated that mean differences on the predictor composite;
e.8., low hits and underpredicted, are ignored. 3Since the
moderator is composed of items from the predictor composite,
differences found in item analyses reflect to some degree
these predictor mean differences. The developed moderator

variable may be predictive only of differences on the
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Fig. 2. General dlagram of subgroups resulting

from quadrant analysis.
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predictor variable itself. At best, the components of the
moderator variable would reflect a combination of differences;
i.e., actual differences between hits and misses and
spurious differences due to predictor-score differences.
Thus, quadrant analysis insures finding differences between
hits and unpredicted individuals. The items and variables
showing such differences will be related to the predictor
and it 1s doubtful that such a moderator will have value
- beyond that already shown in the predictor-criterion
relationship.

McNemar (1969) demonstrated that not only do the
two predictor grbups on one side of the predictor median
differ with respect to theilr mean criterion scores, but
they also differ with respect to their mean predictor
scores. Thus, discriminating items for a moderator test
need not be uncorrelated with the predlictor variable.
McNemar showed that the predlctor itself 1s a moderator
variable which results in increased predictive efficiency,
increased hit rate, and decreased percentage of overlap
between low and high criterion groups. Furthermore,
though the validity coefficlent of the predictor increases,
the error of estimate remains unchanged 1if cases are
screened out from the central portion of the distribution
on the predictor variable. If the geain in hit rate is

based on the total sample rather than on the sample after
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screening, the actual result will be a loss in hit rate.
Ogeration of Moderator Variables

Most of the literature on moderator variables is
concerned with demonstrating that they do operate rather
than with explaining how they operate. The common notion
held is that moderators operate by sorting heterogeneous
aggregates of individuals into homogeneous subgroups
(Johnson, 1960; Saunders, 1956). The subgroups are intended
to be homogeneous with respect to error and psychological
structure, with the magnitudes and patterns of rellability
and validity coefficlents varying from group to group
(Baker, 1967). Banas (1964), however, stated that sub-
grouping is not simply homogeneous grouping, but is grouping
restricted usually to the extreme scores on the moderator
variable.

According to Ghiselll (1963), evidence indicates
that moderators differentiate those individuals in a group
for whom error of measurement or prediction 1s small from
a group for whom it 1s large. This explanation presumes
that individuals can be divided into clear and distinct
classes. Ghiselli claimed that, in actual practice,
moderators distribute individuals along a continuum.
Individuals are sorted into separate classes and a group

consists of individuals who fall at the same point on the

continuum.
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Another possible explanation of moderator effects
1s that the common elements which account for the correlation
between two varlables differ from individual to individual
rather than from group to group (Ghiselli, 1963). Rather
than sorting into classes or groups each falling at a single
point on the continuum, there is sorting into class inter-
vals. Such a notion presumes that error of measurement
varies from small for some individuals to large for others.
Consequently; error scores would carry less weilght in
determining observable scores for some individuals than
for others. However, a necessary condition is that
individual differences in error scores possess reliabllity
over parallel tests.

Likewlise, error of prediction is smaller and test
validity higher for individuals at one extreme on the
moderator continuum, and, at the other extreme, error of
prediction 1s larger and test validity lower (Ghiselli;
1963). Consequently, the weight a test carries in prediction
varies from individual to individual. With respect to
validity, the function of the moderator is to predict for
a glven individual the weight a test carries in determining
criterion performance. However, nothing in the concept
indicates the relationship of the individual's welghts to
the criterion and/or test scores.

Lykken and Rose (1963) suggested that the predict-
ability of the criterion (Y) from the predictor (X) varies
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as a function of a moderator (Z) which may be uncorrelated
with either Y or X. The function relating Y to X differs
among individuals in the sample. One equation; e.g., Y =
aX, 1s appropriate for the group close to the line of
relations whéreas another equation; e.g., Y = b/X, is
appropriate for those further from the line of relatlons.
The predictablility of Y from X varies as a function of Z.

Z is a function of the likellihood that an individual belongs
to the ¥ = aX group; i.e., Z2 18 a discriminant function.

Hobert and Dunnette (1967) applied the Lykken and
Rose (1963) explanation to the gquadrant analysis approach.
Hobert and Dunnette (1967) claimed that equation Y = aX is
appropriate for the low hits and high hits whereas the
underpredicted and overpredicted are described by Y = b/X.
However, Z is correlated with Y as a result of developing
two moderators (one for the low hits and underpredicted,
end the second for the high hits and overpredicted) instead
of only one.

Usefulness of Moderator Variables

The moderator variable concept 1s particularly useful
in situations in which a validity coefficient is low but,
at least with certain individuals, reasonably accurate
prediction of criterion performance may be made from scores
on the test. Applying the moderator concept allows the
investigator to identify those indlividuals for whom more
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accurate predictions can be made. The practical implica-
tions of the moderator techniques are the increased flexle
bility in the use of predictors and the increased efficlency
of selection models.

Ghiselli (1960b) extended the concept and demonstrated
that 1t is possible to differentiate which of two tests gives
better prediction for a given individual. For two tests,

1l and 2, /Dy/ and /Dz/; between Z, and Z  scores, are

p
obtained, respectively. For all individuals for whom

/Dl/ < /Dz/. scores on test 1 predict criterion scores

more accurately than do scores on test 2; for all individuals
for whom /Dl/ > /Dz/. scores on test 2 predict criterion
scores more accurately than do scores on test 1. Conse-
quently, we obtain /Dz/ - /Dl/ for each individual and there-
by have a set of scores such that positive values indicate
individuals for whom test 1 gives better predictions and
negative values indicate individuals for whom test 2 gives
better predictions.

Richardson (1965), in three studies, examined the
utility of the above described approach in an educational
situation. In all three studles, the technique failed to
be effective in improving prediction of college grade
point average. Richardson suggested that the failure was

due to the complexity of the factors involved in grade

point average.
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Problems

Quadrant analysis (Hobert & Dunnette, 1967) or any
model involving off-quadrant consideration (Marks, 1964)
is a logical extension of Ghiselli's (1956, 1960c¢c) techni=-
que. Emphasis on underpredicted and overpredicted indivi-
duals, as opposed to combining these individuals into an
unpredictable group, has practical implications. Main-
talning differences among unpredictable groups provides
enhancement of the understanding of the psychological
composition of groups; For example, Hobert and Dunnette
(1967) found that the overpredicted were characterized
as lacking the same traits which typified the under-
predicted.

A problem with quadrant analysis, in addition to
that specified by Abrahams (1969) and McNemar (1969),
is that an individual whose /D/ score is small can be
placed 1n an unpredicted group, whereas an individual whose
/D/ score 1s larger can be placed in a hit group. For
example (see Figure 3), individual A is closer to the line
of relations than is individual B, but A is in the over-
predicted group and B is in the high hit group.
Multi-predictable Group Validation Model

Hence, a different extension of Ghiselli's (1956,
1960c) model is proposed. A multl-predictable group vali-

dation (MPGV) model involves algebraic differences (considers
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underpredicted, overpredicted, and predicted individuals)
and deviations from the line of relations. The simplest
form of the proposed model, in which we have one over-
predicted, one predicted, and one underpredicted group,
is depicted in Figure 4,

"Prediction" groups are formed by taking the algebralc
difference (+D) between an individual's standardlzed
criterion score and standardized predictor score, 1D = Z,

- Zp. The underpredicted group is composed of individuals
with D greater than some a priori value; e.8., >+1. The
overpredicted group is composed of individuals with D <-1.
The predicted group is composed of individuals with
-15D5+1; Size of the predicted reglon and number of levels
of underpredicted and overpredicted groups could vary
depending on the situation.

Hobert and Dunnette (1967) mentioned several
advantages of quadrant analysis. First, since overpredicted
and underpredicted groups differ from each other both on
predictor scores and criterion scores, it seems reasonable
that they are two distinct groups differing in certain
characteristics important in the predictive situation. The
MPGV model shares this advantage.

Second, in quadrant analysis two moderators are
developed; one for the low hit and underpredicted groups

and the other for the high hit and overpredicted groups.



Fig. 4. General diagram of subgroups resulting
from MPGV.
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Since they are two distinct groups, two separate moderators
should eliminate the possiblility of masking the important
differences as would happen in the /D/ technique. In MPGV,
however, the differences between the unpredicted groups are
maintained while only one moderator needs to be determined.
As will be discussed below, the difficulty in dliscovering
or developing moderators supports a procedure that requires
one moderator rather than two moderators.

Third, Hobert and Dunnette (1967) claimed that
quadrant analysis provides for a more complete anaiysis
of the criterion. This advantage is also true of the MPGV
model. In comparing individuals with different predictor
scores but the same criterion score, various hypotheses
can be formed as to the differences among groups.

Identification of Moderator Variables by Discriminant

Analysis
Regardless of the validation model used -- absolute

difference, algebralc difference, quadrant analysis, or

MPGV ~- there still exists the problem of systematically
identifying moderator variables. Moderator variables can

be uncorrelated with both the predictor and criterion.

There is no efficient objective method available that readily
identifies moderator variables. Ghiselli's (1956, 1960c¢)
technique approaches objectivity, but since one variable at

a time has to be investigated, it is not very efficient.
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Moderator variables are usually discovered by intuition,
hypotheslis~-forming, or acclident; or are developed by item
analysls and then investigated to determine whether the
resulting variable 1s moderating the relationship between
the predictor and criterion.

Frederiksen and Melville (1954) examined compulsive-
ness és a moderator for it "appeared to be useful" as the
basis for an hypothesis about types of students. They
concluded that better methods of "discovering" subgrouping
variables are necessary. Other investigators have used
item analysis procedures to develop moderators. Ghiselll
(1960b) derived moderator scales based on the selection of
items which correlated most highly with /D/.

Banas (1964) reviewed the literature on moderator
varliables and concluded that a substantial body of evidence
exists which indicates that certain scales and varlables
function as moderators. However, the problem of readily
identifying a moderator variable still remains unsolved.
The method of trying out specific hypotheses is slow and
expensive because of the tremendous number of possibilities
that exist. Also, the development of moderator scales
through item analyses is no more satisfactory. There are
no statistics that mechanically identify moderators.
Furthermore, not enough evidence has accumulated to make

it possible to state any general principles about the
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nature of items or traits that function as moderators.
Unless a systematic and objective technique is developed
to identify moderators from massive data, the utility of
moderator variables will be limited. As Ghiselli (1963)
cautioned, the time and effort required to develop moderators
might be more fruitfully spent seeking improvement in
reliability and validity of the sort that follow from
classic theory.

French (196la) attempted to develop a program for
the selection of moderator varlables from a large number of
variables. The program was designed to identify moderators
from 42 potential moderator variables without taking time
to compute actual correlations. Indices, based on the
Joint distribution, in 3 x 3 contingency tables, of pre=
dictor and criterion scores which had been trichotomized,
were used in place of correlation coefficients. The
technique was unsuccessful because of distortion of the
indices.

Hence, a second purpose of this disgsertation is to
investigate a method fdr identifying.moderator variables in
the MPGV model. Since moderator variables discriminate
between those close to the line of relations and those
farther away; it 18 conceivable that the statistical method
of discriminant analysis will identlify the varliables that
contribute to the discrimination of overpredicted, predicted,
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and underpredicted indlviduals in the MPGV model.

Discriminant analysis is a technique for estimating
categorical criteria from metrical data (Rozeboom, 1966).

In a discrimination analysis problem we have a set of

8 priorl classification categories among which are parti-
tioned the members of a population. The purpose of the
analysis is to determine the likelihood of the individual's
belonging to each category based on a linear combination
of his metrical scores.,

In summary, the purpose of this dlssertation is to
use a discriminant analysis procedure for the systematic
identification of moderator variables, single or joint
(Zedeck, 1969), in a multi-predictable group validation
model. In addition, results from MPGV are compared with
that of simple algebraic and absolute difference techniques.
To achieve these ends, several variables are examined to
determine their moderator effects on prediction of college
grade point average.

Method
Subjects

Subjects were 500 undergraduate students at Bowling
Green State University (BGSU) fulfilling a research partici-
pation requirement of an Introductory Psychology course.
Because of incomplete predictor and criterion information,

sample size was reduced to N = 418. Subjects were randomly
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assigned to the experimental group, Sample A (N = 209), and
to the cross-validation group, Sample B (N = 209).
Criterion

The criterion measure was student's accumulative
grade point average (GPA) compiled prior to the Winter
1969 quarter.

Predictor

The predictor was the composite score obtained on
the American College Test (1965) - (ACT) - administered
prlor to admission to BGSU.

Potential Moderator Variables

S1x tests, administered to Ss in one sesslion, were
examined to determine their effects on the relationship
between ACT and GPA. The tests and subtests are presented
in Table 1. These tests and subtests provided scores for
17 potential moderator variables.

Procedure

Multi-predictable group validation model. All scores

(predictor, criterion, and potential moderators) were con-
verted to standardized Z-scores. Overpredicted, predicted,
and underpredicted groups were formed based on the algebraic
difference score, 4D = Zzp, = Zycpe Seven problems differing
in a priori intervals for "predictlon" groups and/or number
of levels of underpredicted or overpredicted individuals

were analyzed in Sample A. The parameters differentiating
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Table 1
Potential Moderator Variables

Analysis of Relationships (Ghiselli, 1960a) - (A-R)
Bell Adjustment Inventory (Bell, 1962)
Emotionality (E)
Health Adjustment (He)
Home Ad justment (Ho)
Hostility-Friendliness (H-F)
Masculinity-Femininity (M-F)
Submissiveness (8S)
Culture Falr Intelligence Test ("g") (Cattell, 1963)
Mandsley Personality Inventory (Eysenck, 1962)
Neurotocism (N)
Extroversion-Introversion (E-I)

Multiple Affect Adjective Check List (Zuckerman & Lubin,
1963) - (MAACL)

Anxiety (A)
Depression (D)
Hostility (H)
Survey of Study Habits and Attitudes (Brown & Holtzmen, 1965)
Delay Avoldance (DA)
Work Method (WM)
Teacher Approval (TA)
Education Acceptance (EA)
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the problems are presented in Table 2.

For each problem, a one-way multivariate analysils
of variance (MANOVA), with the 17 potential moderators used
as the dependent vector random variable, was performed in
Sample A. A significant "prediction" group main effect,
tested by Wilks! lambda criterion, indicates that at least
one of the discriminant functions (with standardized
coefficients) is significant.

To identify potential moderators within each problem,
a stepwlse application of multivariate analysis of co-
variance (MANOCOVA) was used. The initial MANOCOVA treated
the variable assoclated with the highest discriminant
function o&efficient as the covariate and the remaining 16
as dependent. A significant main effect indicated that
some discriminating power still remained among the 16
dependent variables. Each succeeding MANOCOVA added the
variable with the next highest weight to the set of
covariates and removed it from the dependent set. The
procedure was repeated until the dependent set no longer
produced a significant main effect.

Once the moderators were‘identified. a new discrimi-
nant function using only those moderators was found and a
discriminant score for each S was computed; DSy -ijxij,
where the discriminant score for individual i is DSy, W is

the coefficient of the Jjth variable, and Xy 4 is individual i's



Table 2

"Prediction" Group Intervals

Problem
1 2 3 L 5 6 7
(1) (1) (1)
D<=1.4 D<~l.1 D<-l.4 (1)
D<=, 7
(2) (2) (2)
O'V'er- "1 » L"—SD<- ° 8 -‘1 * 1éD<" . )‘" "1 [ u’__SD_<.- 3 9
predictedD(l)5 5 (%)0 5 (l)5 (3) (3) (5) (2) N
<w s" . s_"'lo 3 3 3 bl ZSDS"'O
-08§D<"05 -.L"SDQ—.]. ‘.9Q<-oi
(4) (4)
=¢ 5€D<=, 2 =+ 58D<-, 2
Pre- (2) (2) (2) (5) (&) (5) (3)

dicted "OSSDS‘FOE -1.0<D<+100 "1..5<D<+105 -02SD$+02 "01<D<+.1 -.2<D<+02 "okD<+o“’

(6) (5) (6)
+.52D>+.2 +.42D>4.1  +.53D2+.2

(4)

8(72 N 1(6) N (7) +. o lt
3 . ® >t .>>.
Under- = ¢ +:82D>+.5 +1.12D>+ +.92D>+.5
predicted (3) (3) (3) (8) (7) (8)
D>+.5 D>+1.0 D>+1.5 +1.4>D>+.8 D>+1.1 +1.4>D>+.9 D(5)
>+
(9) (9)
D>+1.4 D>+1.4

o€

Note s~ Levels within problems indicated in parentheses.
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score on the jth variable.

Classification of individuals in Sample B was estab-
lished in two ways. First, cutoff discriminant scores were
obtained for each a priori "prediction" group in Sample A
based on England's (1961) Index of Differentiation which
minimizes the number of misclassifications. Thus, in
Clasgsification Method I, an S8<in Sample B was placed in a
"prediction" group based on cutoff scores established in
Sample A. Tetrachoric correlation coefficients were computed
between observed and predicted group classification of Ss.
For computational purposes, "prediction" groups were
dichotomized as indicated in the Results sectlon.

The second classification method was based on a chi-
square technique suggested by Cooley and Lohnes (1962).

The procedure, applied to Ss in Sample B, places an individual
into a group depending on the deviation of his discriminant
score from the appropriate group mean discriminant score
determined in Sample A. Again, tetrachoric correlation
coefficients were computed to assess the effectiveness of

the moderator in discriminating multi-predictable groups in
the cross-validation sample.

To assess the effectiveness of the moderators on
validity, validity coefficlents of the predictor, ACT, were
computed for each "prediction' group in Sample B for both
classification techniques. It was hypothesized that validity
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coefficients of ACT would be higher for the "prediction"
groups in Sample B than the overall coefficient in Sample A.

Absolute difference model. Bach potential moderator

was correlated with the absolute difference (/D/) between

the criterion, GPA, and the predictor, ACT. If a significant
correlation was obtained in Sample A; then the sample was
split into 1/3 (and 2/3) high scorers and 2/3 (and 1/3) low
scorers on the potential moderator variable, and validity
coefficlents were obtained for each fractionated group.
Significantly different coefficients indicated the existence
of a moderator. Results were cross-validated in Sample B.

Algebraic difference model. Each potential moderator

was correlated with the algebraic difference (+D) between
the criterion, GPA, and the predictor, ACT. If a signifi-
cant correlation was obtained in Sample A, then the sample
was trichotomized. Differential validity coefficlients of
the predictor for the subgroups indicated the existence of
a moderator variable. Results were cross-validated in
Sample B.
| Results

The validity coefficient of ACT as a predictor of GPA
was .52 (p < .01) and .51 (p < .0L) for Sample A (N = 209)
and Sample B (N = 209), respectively. Tables 3 and 4 present
the intercorrelations among all variables (predictor, cri-

terion, and potential moderators) and difference scores



Table 3

Correlation® Matrix® for Sample A°

GPAACTE-I N DA WM TA EA "g® Ho He S E H-FM-F A D H A-R/D/ 4D
GPA 52 =15 =16 32 37 43 46 23 -09 08 -03 -13 ~16 =12 02 =06 =11 42 =05 49
ACT -26 =23 25 3% 39 35 38 11 =09 08 -19 -17 10 -09 =08 =06 71 =06 =49
E-I =15 =16 =01 =07 =17 Ol =02 02 -6l -24 -07 =16 =16 =28 =07 -11 =08 10
N =33 =30 =35 =31 ~17 36 48 34 76 61 -07 46 46 39 -20 O4 06
DA 49 47 64 1h <16 =12 =12 =25 =23 =06 -14 -15 -24 18 05 07
W 51 59 24 <08 01 =23 =26 =23 =11 =20 =19 =22 25 -08 Ok
TA 73 16 =21 =16 =17 =36 =35 -12 =24 -22 =25 32 -17 Ok
EA 18 =23 =08 =06 =27 =29 -17 =16 =20 -2k 29 -15 12
ng v -15 =09 =02 -18 =13 -02 =09 =09 =12 42 -13 -15
Ho 33 10 '43 46 00 31 38 :33 =05 06 02
He 16 51 45-06 36 34 21 -11 00 Ol
s 52 3% 10 30 36 20 -09 -02 -11
E 66 =17 56 51 36 -23 05 06
H-F ob b2 47 48 -24 10 o1
M-F -10 01 08 08 10 =22

19



Table 3 (continued)

A-R

/D/
+D

GPA ACT E-I N DA WM TA EA "g" Ho He

S

E H-F M-F A

D
78

60
67

A-R /D/ D
16 08 11

-14 03 =05
-04 =29
01

8r of .14 is significant at .05 level;
r of .18 is significant at .0l level.

bDecimals omitted.
N = 209.

He



Table 4

Correlatlona Matrixb for Sample B<>

GPA
ACT

GPA ACT E-I N DA
51 =16 00 19

-12 02 -03

-31 =05

-17

WM TA EA “gh®

28 17 23 18

31 19 12 39

07 «03 =10 =12

-18 =11 =18 -03
50 35 64 -0

43 55 08

61 10

08

Ho
-08
12

He
-0k
00
=20
51

) -07

=09
-11
-12
02
25

S
07
07
-68
38
-15
-23
-09
-07
12
16
26

E

08
-0k
-38

75
-11
=16
-08

08
42

55

H-F
-08
-03
-10

43
-20

-21
-27
-05
39
20
21

38

M=-F
-08
08
05
-12
=20

-08
=16
-1k
-09
-05

00
-26

11

A
06
03
=30
50
-11
-204
-12
-09
14
26
30
31
53
16

D
ol
07
-27

k9
-10
-21
~10
-12

09
25
26
26

22

-01
00

31
~14
=21

=22
07
12
14
20
26
18

A-R
34
62

-06

-01

23
21
10
33
11
01
o1
-08
=10

/D/

-11
00
-06
10
-06
00
03
=10
07
05
-13
-09
-04



Table 4 (continued)

M-F

A-R
/D/

GPA ACT E-I N

DA WM TA EA "gV

Ho He

3

E H-F M-F A D
-06 02
80

14
63

- 72

A-R /D/ 4Df

05 12 -15
-02 -08 02
08 04 02
-05 =06 =01
-02 -28

08

8r of .14 is significant at .05 level;

r of .18 1is significant at .0l level.

bDec:l.mals omitted.

c

N = 209.

9¢
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(algebraic and absolute) for Sample A and Sample_B;
respectively.

Multi-predictable Group Validation Model

Assessment of potential moderator variables. Seven

one-way MANOVA's were computed for t@evproblems outlined

in Table 2. The main effect was "prediction" group and

the levels within the factor varied according to the problem.
Scores for the 17 potential moderator variables constituted
the dependent vector variable in the analyses. Results of
MANOVA for the seven analyses are presented in Table 5. A
significant (p < .0l in each case) main effect was found in
Problems l=6; Problem 7 did not yleld a significant main
effect and thus was excluded from further examination.

For each problem, the first discriminant function
was analyzed by MANOCOVA's to determine which variables
were contributing significantly to the discrimination.

In Table 6, an asterisk (*) indicates the significant
variables.

To confirm the significance of the contributing
variables, one-way MANOVA's were conducted for each problem
with all significant variables treated as the dependent
vector variable. Results demonstrated that all main
effects were significant (Table 7, p < .01 in each case).

Table 8 presents the mean and standard deviation of

each significantly contributing variable within each level



Table 5

Summary of Results of MANOVA

Problen Q‘-EHYP af ppp F ]
1 34 380 1.74 <. 01
2 34 380 2,06 <,01
3 34 380 1.73 <.01
I 136 1354.47 1.36 <.01
5 102 1067.37 1.57 <.01
6 136 1354.47 1.40 <,01
7 68 740,08 1.29 <.10




Table 6

Discriminant Weights for the 17 Potential Moderator

Variables in Each Problem

vtv—
———

39

e

Problem
Variable 1l 2 3 L 5 6
E-I 031 =,076 243 <106 .606%  ,363
N - 445 090 .398 131 L340 .290
DA -.398 .251 -.103 -.082 =,036 .082
WM -.297 ~.145 -, Okl ~263 =.034 <,159
TA .138 -.032 -.164 .219 .293 . 346
EA -.078 <243 .626% J554%  Lh93* 366
g L75% <334 .016 J138  -.037 . 064
Ho -.158 .116 L084% 4,004 ..182 -.014
He ABU® - 374 <143 -.068 =.055 «.002
S 138 . 644% L bol o 204 .162 -,008
E e291  -.091 -, 016 176 -,227 =,038
H-F - h65%  ,297 -, 078 . 086 L047  -,089
M-F 058 =.099 -.189 =425 «.347  -.L4O9%
-.630%  ,923% +395 .236 .071 .182
064  -,165 . 316 -.221 418 .131
LOUL® o 4B6* -, 478 -.167 =186 -.255
A-R e353 =.380% ~.593% ~,753% -, 664% . 737+

*Significant weights of the discriminant function for
the problem as determined by MANOCOVA's.



Summary of Results of MANOVA with Significantly

Table 7

Welghted Variables as Dependent

bo

Problem afyvp AfzRR F o]
1 10 Lok 2.52 <,01
2 406 4,12 <.01
3 4 k1o 3.84 <,01
b 16 398 2.56 <.01
5 18 566.17 317 <, 01
6 16 398 2.70 <,01




Table 8

Means (M) and Standard Deviations (S) of

Significantly Contributing Variables

emmpt—e—ew
—

i1

Level® Variable
Problem 1: gt He H-F A H
1 (N=54) M .0M1 -. 069 143 -. 022 .128
S .863 1.100 1.086 .986 1.175
2 (N=101) M  .148 .053 =164 ~,077 -,027
S .993 1.010 .985 +953 .965
3 (N=54) M <=.319 -.031 164 167 =.077
S 1.091 .892 .912 1.102 .885
Problem 2: s A H A-R
1 (N=27) M .055 -.065 .119 .502
S 1.124 .838 1.058 .770
2 (N=155) M . 065 -. 061 -. 016 -.019
8 .963 .976 <999 1.015
3 (N=27) M =.428 417 -.027 -.391
S 1.031 1.221 .995 .959
Problem 3: EA A=R
1 (N=16) M -.387 .531
S 1.159 $541



Table 8 (continued)

k2

Level Variable
EA AR
2 (N=177) M .0b7 .002
S .980 1.015
3 (N=16) M -.136 -.557
S 1.056 .960
Problem 4: EA A-R
1 (N=16) M -.387 .531
S 1.159 541
2 (N=17) M -.336 .246
S .992 1.046
3 (N=21) M -.087 159
s .852 .9k3
4 (N=20) M -.271 . 048
S <927 1.099
5 (N=59) M 2l 197
S 1.126 .859
6 (N=22) M .0l -.558
S 765 «938
7 (N=19) M -.034 -.205
S 940 1.280



Table 8 (continued)

43

Level Variable
EA A-R
8 (N=19) M 348 -.185
.803 1.058
9 (N=16) M =.136 -.557
S 1.056 960
Problem 5: E-I EA A-R
1 (N=22) M -.388 -. 345 .651
s 1.090 1.148 .591
2 (N=b2) M .093 ~.265 . 009
S 1.063 .867 1.047
3 (N=36) M -.225 <143 .247
S .895 1.047 . 754
L (N=26) M <145 .004 .24k
S 1.101 1.192 .855
5 (N=32) M «375 « 329 -.312
s .921 1.005 1.049
6 (N=39) M -.170 .133 -.203
S .963 .854 1.126
7 (N=22) M .229 -.101 -. 436
s .908 1.002 1.027




by

Table 8 (continued)

—

Level Variable
Problem 6: M-F A-R
1 (N=16) M . 784 .531
S 1.175 . 541
2 (N=11) M - 147 460
S .611 1.048
3 (N=27) M .189 . 091
S 1.238 c9h6
4 (N=29) M .026 .136
S <926 1.013
5 (N=39) M .127 .229
| s 920 .778
6 (N=33) M - 475 -.381
S .858 1.035
7 (N=27) M . 004 ~i21h
S o774 1.250
8 (N=11) M - 1412 -.149
S .897 -948
9 (N=16) M -.100 -.557
S 1.159 .960

8l evel number corresponds to number in Table 2.
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for all problems. The weights of the new discriminant
function for each problem are presented in Table 9.

Effectiveness of moderators in discriminating

"prediction” groups: Classlification Method l. In Sample
A, a distribution of discriminant scores was obtained for
each level within a problem. Examination of the distri-
butions resulted in two modifications of procedure.
First, for problems with more than one level of over=
predicted or underpredicted intervals there was considerable
overlap between groups. Thus, Ss within all levels of
underpredicted groups were combined intec a single under-
predicted group and, similarly, all levels of overpredicted
groups were combined into a single overpredicted group.
Second, for several problems with only three groups, there
still éxisted considerable overlap between groups. Hence,
to use England?s (1961) Index of Differentiation, the
"predicted" group was combined with one of the unpredicted
groups in Problems 1, 2, 3, and 6.

Based on the cutoff disoriminant scores obtained in
Semple A, Ss in Sample B were placed into "“prediction"
groupsl Contingency tables with thelr corresponding
tetrachorlic correlation coefficlents are presented in
Table 10. There were significant relationships for
Problems 3 and 6 (p < .0l and p < .05, respectively).
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Table 9

Discriminant Weights for Sets of Contributing

Variables in Each Problem

Problem Variables
1 g He H=F A 4
.636  .580  =.725 -.633 .751

2 s A H A-R

3 EA A=R
-.599 1.004

I EA AR
-.699 <993

5 E-I EA A-R
491 «730 -.870

6 M=F A=R
«708 <701
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Table 10
Tetrachoric Correlation Coéfficients for Contingency
Tables: Observed vs. Classification Group Based
on Index of Differentiation® in Sample B

Problem 1: Classified
l1&2 3
3 29 | 7
Observed Ty, = -1l
1 & 2| 126 '47

VOD S D TS o S S O 00 S S A o D S S SN SO I D SIS SR A I A N A S D Y O G U S vt A I S G O 0 s S OO S S U i e s S S D G ) W

Problem 2: Classifled
1&2 3
3 | 48 |14 S
Observed . rt E 016
l & Zl 125 122
Problem 3: Classified
l1&2, 3
3 50 |12 ,
Observed - ry = Jh3%
1 & 2] 140 7
Problem 4: Classified
1 &3 2
2 79 |28 )
Observed - Ty = -, 02
1&3 77 |25




48
Table 10 (continued)

_

Problem 5: Classified
1&3 2
2 26 | &4
Observed r, - 10
1 & 31161 {18
Problem 6: Classified
1&2 3
3 2 | 43
Obgerved - - Ty = « 29%%
l1 &2 85 | 39

#p < .01,
*#p < 05
83 -Overpredicted; 2=Predicted, 3=Underpredicted.



Effectiveness of moderators in discriminating
"prediction” groups: Classification Methed 2. The chi-

square technique (Cooley & Lohnes, 1962) resulted in a
second set of discriminant cutoff scores. The tetrachoric
correlation coefficients for the contingency tables for
obgserved vs, classified group are presented in Table 1ll.
None of the problems contained a significant relationship.

Effectiveness of moderators on validity: Groups

based on Index of Differentiation. Table 12 presents the
correlation coefficlents between ACT énd GPA for the
"prediction®” groups within each problem. None of the
coefficients for the “predliction" groups within any
problem differed significantly from .52 (overall validity
coefficient for Sample A). |

Effectlveness of moderators on valldity: Groups

based on chi-square classification. Table 13 presents the

correlation coefficients between ACT and GPA for the '"pre=
diction" groups within each problem. Again, none of the
coefficients for the "prediotidn" groups within any problem
differed significently from .52,
Absolute Difference Technlque

Table 3 shows that the correlations between /D/ and
TA (=17, p < .05) and /D/ and EA (-.15, p < .05) were
significant in Sample A. For each of the two potential

moderator variables (TA and EA), two fractionations were
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Tetrachoric Correlation Coefficients for Contingency

Tables: Observed vs. Classification Group Based on

Chi-square? in Sample B

Problem 1: Classified
1&3, 2
2 sk |44
Observed rt = .05
1 & 3 65 |46
Problem 2: Classified
1 &3 2
2 12 | 36
Observed ry = =14
l&3 54 107
Problem 3: Classified
1 &3 2
2 5 | 44 ,
Observed Ty = - 20
1 & 3] 27 133
Problem 4: Classified
1&3 2
2 13 6
Observed T, = .13

1 &3

14

L6




Table 11 (continued)

51

Problem 5:

Observed

Problem 6:

Observed

Classified

1&3

2

2

26

3

1 &3

161

19

.01

Classified

1 &3

2

2

19

5

l1&3

153

32

Ty

.09

alﬁOverpredlcted,

=Predicted, 3=Underpredicted.
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Table 12
Cdrrelations between GPA and ACT for "Prediction" Groups

in Sample B Based on Index of Differentiation

——— e g s Mo————
" —— — —————

Problem Prediction Groupa
1 1&2 3
49 (N=173) .63 (N=36)
L &2 2
.51 (N=147) «50 (N=62)
1&2 2
49 (N=147) «53 (N=62)
b 1 2 3
55 (N=blb) .51 (N=107) .55 (N=58)
5 L 2 2
.51 (N=11%4) .57 (N=30) .50 (N=65)
6 1&2 3
.53 (N=124) 49 (N=85)

8) =Overpredicted, 2=Predicted, and 3=Underpredicted.



Table 13
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Correlations between GPA and ACT for "Prediction" Groups

in Sample B Based on Chi-square Classification

Problem "Prediction" Greupa
B . o \
1 «50 (N=30) «56 (N=98) 47 (N=81)
2 «55 (N=85) +52 (N=48) 43 (N=76)
3 <55 (N=81) «59 (N=49) b5 (N=79)
4 .52 (N=101) .61 (N=19) .48 (N=89)
5 «50 (N=100) «61 (N=29) .51 (N=80)
6 47 (N=78) .62 (N=24) .53 (N=107)

a1=Overpredicted. 2=Predicted;, and 3=Underpredicted.
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made: (1) 1/3 low and 2/3 high scorers; and (2) 2/3 low
and 1/3 high scorers. Table 14 presents the correlations
between GPA and ACT for each of the fractionated groups.
The difference between vallidity coefficients for the 1/3
low and 2/3 high TA scorers and for the 1/3 low and 2/3
high EA scorers was significant (p < .05 in both cases).

Table 15 shows the corresponding correlation
coefficients in the cross-validation group, Sample B.
Neither of the differences in correlations between frac-
tionated groups were significant,

Algebralc Difference Technique

Table 3 shows that the correlations between 4D and
"gh («,15, p < .05); 4D and MF (-.22, p < .01), and 4D
and A-R (=.29, p < .01l) were significant. For each of the
three potential moderators ('"g", M=-F, and A=-R) trichotomi-
zations were made. Table 16 presents the correlations
between GPA and ACT for each of the "prediction" groups
with respect to the three potential moderators. The
difference between the predicted and both the overpredicted
and underpredicted groups was significant (p < .05) when
the trichotomization was based on MF.

Table 17 shows the correlation coefficients for
each of the “prediction" groups based on M«F in Sample

B. The differences were not significant.
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Table 14

Correlations between GPA and ACT for

Fractionated Groups in Sample A

Variable Fractionated group r

TA 1/3 low (N=72) .31*
2/3 high (N=137) «56
2/3 low (N=138) ‘ A
1/3 high (N=71) «57

EA 1/3 low (N=67) ' .28*
2/3 high (N=142) .57
2/3 low (N=137) ol
1/3 high (N=72) .56

*Significantly different at p < .05,



Table 15
Crogs~validation: Correlations between GPA and ACT

For Fractionated Groups in Sample B

56

o ——" w-e

— - w—

Variable Fractionated group r
TA 1/3 low (N=69) A5
2/3 high (N=140) 52

EA 1/3 low (N=68) A9

2/3 high (N=141) .51
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Table 16
Correlations between GPA and ACT for "Prediction®

Groups in Sample A Based on +D Correlation

with Moderator

Variable "Prediction" Group T
g 1 Overpredicted (N=62) 49
Predicted (N=91) 42

Underpredicted (N=56) e 59

M=F Overpredicted (N=53) 35
[

Predicted (N=107) 66
) ) *

Underpredicted (N=49) 49

A=R Overpredicted (N=67) 42
Predicted (N=84) «39

Underpredicted (N=58) «35

*#Predicted is significantly different from both
Overpredicted and Underpredicted at p < .05.
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Table 17
Cross=-validation: Correlations between GPA and ACT
For "Prediction" Groups in Sample B Based on +D
Correlation with Moderator

Variable "Prediction" Group

r
MF Overpredicted (N=63) U6
Predicted (N=84&) .61

Underpredicted (N=62) + 54
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Discussion
This dissertation concerns the use of discriminant

analysis for the systematic identification of moderator
variables in a multi-predictable group validation model.

In addition, results from MPGV are compared with those

of simple algebralc and absolute difference techniques.

The results of this dissertation did not support the use

of any of the moderator varliable techniques because of

the problems and inconsistencies within each method.

Multi-predictable Group Validation Model

As Tables 10 through 13 indicate, the variables
discriminating the groups in Sample A were not effective
in Sample B. The ineffectiveness of discriminant analysis
in this situation is due to several problems. First,
the discriminant weights obtained in the initial MANOVA's
were not different enough to lend themselves to an "eyé-
ball" analyslis for extracting signiflicant contributors.
Hence, MANOCOVA was necessary; the selection of the
potential moderator variables was based on the a priori
notion that the largest weights indicate the most important
variables. It 1s possible that the selection of a different
set of varlables; e.g., those that are significant in a
univariate analysls of variance, would also provide a
significant mein effect. The necessity for using MANOCOVA
1imits the facility of using discriminant analysis to
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1dentify moderators.

Second, a significant discriminant function does
nbt mean thgt all levels within a factor are discriminable.
It is possible (e.g., Table 8, Problem 4) that the means
for one set of levels (1-4, 7, and 9) are similar as are
the means for a secoﬁd set of levels (5, 6, and 8); how-
ever, the filrst set of levels is different from the second
set. Discriminant analysis does not necessarlily provide
a discrimination between all levels, but distinguishes
between sets of levels.

Overlap or similarity of levels necessitated
modification of the proposed procedure. For most problems
studied, a discrimination between all levels of the
"prediction" group was difficult. As a result, levels
within a "prediction" group were combined. For some
problems, it was further necessary to combine to the
extent that the three basic "prediction" groups (over-
predicted, predicted, and underpredicted) could not be
maintained. The inabllity to maintain all levels and/or
groups was due to the small amount of between group
variance accounted for by the moderators. For the six
problems, the proportion of between group variance ac-
counted for by the set of moderators was .09, .12, .05,
1%, .19, and .16, respectively.

Third, if two variables are highly correlated, they

provide redundant information for discriminating among the
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groups. Thus, if a set of subtests are significantly
correlated (see, for example, SSHA subtests, Table 3),
only one need be retained in the analysis. The procedure
and interpretation would thus be facilitated.

Fourth 1s the problem of mlsclassification. The
Index of Differentlation, a crude estimate of classification,
provided largely non-significant assoclations. The chi-
square technique, derived from a discriminant analysis
system, maximizes the probabllity of correct classifica=-
tion. With both techniques, there was considerable mis-
classification as evidenced by the lack of many signifi-
cant tetrachoric correlation coefficients. Examination of
the contingency tables (see Tables 10 and 11) revealed
that there was a tendency to place less than the actually
observed number of Ss into the "predlcted" group.
w Fifth, the non-significant results may be a function
of the value of initial validity coefficlent and sample
size. It is difficult and perhaps impractical to attempt
to improve upon a validity coefficient that is relatively
high. In this study, the correlation coefficient (.52)
between GPA and ACT was adequate. The basic purpose of
any moderator variable approach 1s to improve validity
in situations in which predictors are poor. The higher
the coefficient, the more difficult and less necessary

it is to improve vallidity. Whether the slight gain
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possible is practically significant is a matter to be
decided by the individual making the selectlon decislions.
However, improvement can be obtained in situations which
have high original validity coefficients. For example,
Hobert and Dunneite (1967) found a moderator that improved
the validity coefficlent from .65 to .73.

Sample size is a related problem. Sample sizes of
the "prediction" groups depend on three factors: (1)
validity coefficient for the entire sample, (2) 4D interval
for the predicted group,s, and (3) number of levels within
the overpredicted and underpredicted groups. The higher
the validity coefficient for the total sample and the
greater the 4D interval for the predicted group, the more
unequal are the "prediction" group sample sizes. In
addition, if more than one level of underpredicted or
overpredicted is used, the sample sizes of the levels
within the unpredicted groups, especially the more extreme
levels, become smaller. With relatively small and unequal
sample slzes among groups, the test for significance

between coefficlents loses power.

Psychologlcal Composition of "Prediction" Groups
Examination of the mean and standard deviation of

each of the discriminating variables, in conjunction with
the Interpretation of test scores provided by the test

manuals, reveals the followlng characteristics of the



"prediction" groups.

Problem 1. The predicted group is composed of
individuals with relatively high general intelligence,
moderafe anxiety, and friendly disposition. The under-
predicted group has relatively lower general intelligence
and is more hostile and anxious. The overpredicted
individuals havé relatively average general intelligence
and moderate hostility.

Problem 2. The predicted group is characterized
by moderate intelligence, anxiety, hostility, and sub-
missiveness. The overpredicted tend to be higher and the
underpredicted lower on the same variables.

Problém 3. The predicted group has moderate
intelligence and 1s relatively moderate in acceptance of
educatiénal 6bjectives. In contrast, the overpredicted
group has relatively high intelligence but little acceptance
of educational objectives. The underpredicted are charac-
terized by relatively low intelligence and low educational
acceptance.

Problem 4. Again, the predicted group is charac-
terized by moderateness; moderate educational acceptance
and moderate intelligence. The overpredicted and under-
predicted groups have low educational acceptance, but the
latter has lower intelligence than the former.

Problem 5. The predicted group is characterized by
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relatively moderate educational acceptance and intellil-
gence, but is slightly extroverted. The overpredicted
are characterized by introversion, relatively higher
intelligence, but relatively lower educational acceptance.
The underpredicted are extroverted, high in educational
acceptance, and low in intelligence.

Problem 6. The predicted group is again charac-
terlzed by moderateness; moderate intelligence and no
malad jJustment with regard to preference for activities
of either sex. The overpredicted are similar to the
predicted with regard to masculinity-femininity, but have
higher intelligence. In contrast, the underpredicted
have mére 6f a preference for feminine activities than
is typiéal 6f their sex and also have lower intelligence.

In summary, predicted subjects are consistent and
méderate on the relevant variables. In contrast, the
underpredicted, with lower intelligence, possibly compen-
sate by being higher in other variables; e.g., educational
acceptance. The overpredicted in general have higher
intelligence, but their abllities are not fully realized
because of their hostility and lower acceptance of
educational objectives.

Absolute Difference Techﬁigﬁé

Educational acceptance (EA) and teacher approval (TA)

were 1dentified as moderators in Sample A. Results indicated
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that subjects were more predictable if they had relatively
higher acceptance of educational objectives and higher
approval of their teachers! methods and classroom behaviors,
The results did not hold up in cross-validation in Sample
B, thus supporting the need for verifying moderator results
pribr to making decisions (Banas & Moore, 1968).

Algebraic Difference Technique

M-F, "g%, and A-R were identified through their
correlation with +D as possible moderators in Sample A.

The 6n1y variable that provided differential validities
was M~F, The failure of "g" and A-R to yleld differential
patterns of validity may be due to restriction of range.
Moderator variables are usually uncorrelated with predictors
or criteria (Zedeck, 1969). In this study, M-F was
uncorrelated with GPA and ACT (Table 3) whereas "g" was
correlated with GPA (.23, p < .01) and ACT (.38, p < .01)
and A-R was correlated with GPA (.42, p < .01) and ACT
(.71, p < .01). Consequently, subgrouping on the latter
two potential moderator varlables was equivalent to
restricting the range on both the predictor and the
criterion, resulting in lower valldity coefficients.

With regard to M-F, differential validities
appeared in Sample A; for those subjects with normal
masculine-~feminine tendencies the wvalidity coefficient
was highest. The problem of cross-validation is evident

in this technique as in the /D/ technique.
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Implications

The data of this research do not confirm the use
of discriminant analysis to identify moderators in a
multi-predictable group validation model. Likewise, the
data dé not support the use of the algebraic difference
or absolute difference (Ghisellt, 1956, 1960c) techniques.
However, a ébnsideration of the problems of discriminant
analysis and those of cross-validation suggests further
research.

First, future research should be conducted on
larger sample sizes thus limiting the effect of sampling
error. Secbnd. to facllitate procedure and interpretation,
né more than one level within a "prediction" group is
necessary.

Third, when potential moderator variables in a
matrix are significantly and highly 1ntercorre1ated; only
one variable of the set needs to be employed in the
discriminant analysis. If the number of varlables is
extremely large, factor scores derived from a factor
analysis can be used as the dependent variables in the
discriminant analysis.

Fourth, since some evidence does exist that effective
moderator variables may be uncorrelated with predictors
and criteria, all potential moderator variables highly

correlated with the predictor and/or criterion can be
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eliminated prior to subsequent investigation in a discrimin-
ant analysis.

Fifth, once the moderators are determined, different-
ial patterns of validity can be ascertained by considering
the variables independently, one at a time. Thus, a simple
analysis wbuld be pdssible without interaction effects.
Jéint moderators were not found in academlc situations in
studies by Zedeck (1969) and Stricker (1966). In addition,
the précedure wbuld be easier since raw scores would be
used in classification as opposed to discriminant scores.

Sixth; different classification procedures from
the ones in this study might be tried. 1In addition, using
more than one discriminant functlon for classification
may account for more of the variance and result in better
outcomes.

The use of a technique such as discriminant
analysis in conjunction with MPGV does have some advantages.
First, if variables could be found to identify the "pre-
diction" groups, then greater emphasis in the future will
be placed on reliability of instruments. Second, maintaining
differences améng unpredictable individuals enhances
psychological understanding and leads to different priori-
ties of selection. For example, suppose two individuals
had the same acceptable predictor score but different

moderator scores. On the basis of moderator scores, if one
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individual was placed in the underpredicted group and the
other in the predicted group; then the MPGV concept
suggests hiring the former before the latter. 1In essence,
MPGV reduces the amount of "misses" more than does the
absblute difference technique.

Finally, a systematic technique for selection of
moderator varlables wéuld allow us to examine larger
nasses of data and select those variables which serve as
moderatérs. A systematic technique is more efficlent
than intuition for discovering or developing moderator

variables.
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