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A B ST R A C T

A m oderator variab le Is a quantita tive or qualitative  
variab le w hich Im proves the usefu lness of a pred icto r by  
Iso lating subgroups of ind iv iduals for w hom  a pred ictor or  
set of regression w eights Is especially appropriate. Sequen ­
tia l pred iction techniques have been used to determ ine the  
existence of m oderator variab les. T w o problem s ex ist w ith  
the presen t m oderator variab le techn iques: (1) differences  
betw een unpred lcted ind iv iduals (overpred icted and under­
pred icted ind iv iduals) generally have been Ignored , and  
(2) there Is no efficien t objective m ethod availab le that  
readily identifies m oderator variab les.

T he purpose of th is dissertation w as to use a discrim ­
inant analysis procedure for the system atic iden tification  
of m oderator variab les in a m ulti-p red ictab le group valida ­
tion (M PG V ) m odel. "Pred iction ” groups; l.e ., groups  
differing in degree of pred ictab ility , in M PG V w ere fo rm ed  
based on the algebraic difference scores betw een standard ized  
criterion and standard ized pred ictor scores. In add ition , 
resu lts from  M PG V w ere com pared to those of sim ple algebraic  
(+D ) and abso lu te difference (/D /) techn iques.

Seven problem s differing In a priori In tervals for  
"pred iction" groups (underpred lcted ," “pred icted , and over­
predicted) and/or num ber of levels of underpred icted and  
overpred icted Ind iv iduals w ere analyzed . Subjects w ere 418  
undergraduate students random ly assigned to the experim ental  
group , S am ple A (N =209), and to the cross-validation  group , 
S am ple B (N =209). T he predictor w as the com posite score on  
the A m erican C ollege T est (A C T ) and the criterion w as grade  
poin t average (G PA ). Seventeen variab les, includ ing per­
sonality and in telligence m easures, w ere investigated as  
poten tial m oderator variab les.

In 6 of 7 prob lem s the one-w ay m ultivariate analysis  
of variance (M A N O V A ), w ith the 17 poten tial m oderator vari­
ables as the dependen t vector variab le, ind icated a sign ifi­
cant (j> < .01 in each case) "pred iction" group m ain effect.
T o iden tify poten tial m oderators, the discrim inant function  
(w ith standard ized coeffic ien ts) prov ided by M A N O V A fo r  
each problem  w as analyzed by stepw ise m ultivariate analyses  
of covariance (M A N 0C 0V A ). T he in itia l M A N O C O V A treated the  
variab le associated w ith the highest coefficien t as the  
covariate and the rem ain ing 16 as dependent. Succeeding  
M A N O C O V A 1s added the variab le w ith the next highest w eight 
to the set of covarlates. T he procedure w as repeated until
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the dependent set did not result In a sign ifican t m ain  
effect. R esults of the M A N O C O V A ’s revealed differen t  
m oderators fo r the differen t problem s.

A ssessm ent of the effectiveness of the m oderator In  
discrim inating ’'p red iction ” groups w as based on tw o  
techniques for classifications of Ss. First, Ss in Sam ple  
B w ere placed in to "pred iction ” groups accord ing to the  
correspondence of their discrim inant scores w ith the cutoff  
discrim inant scores estab lished in Sam ple A . Second, a chi  
square classification technique (C ooley & L ohnes, 1962)  
provided for placem ent of Ss in Sam ple B in to a group  
depending on the deviation”of their discrim inan t scores  
from  the appropriate group m ean discrim inan t score deter­
m ined in Sam ple A . R esults of both classification techn i­
ques revealed sign ifican t am ounts of m isclassification .

T o assess the effectiveness of the m oderators on  
valid ity , valid ity coefficien ts of A C T w ere com puted for  
each "pred iction" group in Sam ple B . T he correlation  
coefficien ts for the differen t "prediction" groups in  
Sam ple B w ere not sign ifican tly higher than the coefficien t  
(.52» £ < .01) fo r the to tal group in Sam ple A .

T he +D and /D / techn iques, in Sam ple A , revealed  
m oderators differen t from  each other and from  those of  
M PG V . T he resu lts w ere not substan tiated in Sam ple B .

Problem s in the use of discrim inan t analysis fo r  
the purpose of identify ing  m oderator variab les are dis ­
cussed . In addition , the psychological com position of  
underpred icted , predicted , and overpred icted groups w as  
exam ined in the ligh t of the im portance of m ain tain ing  
differences betw een unpred icted groups. Suggestions are  
offered for fu ture research .
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In an effort to increase pred ictive effic iency, in ­

vestigators have m odified the classic prediction m odel. In  

particu lar, D unnette’s (19& 3) m odel gives considerab le  

atten tion to in teractions w hich m ay occur betw een several  

facto rs - pred ictors, ind iv iduals, behaviors in the situa ­

tion , and consequences of these behaviors relative to the  

goals of the group . T he classic validation m odel provides  

a sim ple index of the relationsh ip betw een pred icto r and  

criterion , w hereas D unnette’s m odel im plies that pred iction  

and understanding of the situation  are increased by exam in ­

ing ,  the operation of the above-nam ed facto rs in  given  

situations. In D unnette’s m odel, it is necessary to iden tify  

relatively  hom ogeneous subsets of pred ictors, ind iv iduals,  

behaviors, and situations in an exam ination of the in ter ­

actions betw een pred icto rs and criteria . T his dissertation  

concerns a system atic iden tification  of hom ogeneous sub ­

sets of ind iv iduals in a m ulti-pred ictab le group validation  

m odel.

R eview  of the L iterature

T he basic approach to the iden tification  of hom o ­

geneous sets of ind iv iduals has invo lved the discovery and
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use of m oderator variab les. B anas (1964) defined a general 

“m oderator variab le ” as a quantitative or qualitative vari­

able w hich im proves the usefu lness of a pred icto r by iso lat­

ing subgroups of ind iv iduals fo r w hom a pred icto r or set  

of regression w eights are especially appropriate . M ore  

specific defin itions of such variab les are:

Population contro l variab le (G aylord & C arro ll,

1948): A variab le w hich iden tifies subpopulations in  

w hich the application of a m ultip le regression equa ­

tion , optim al for the entire population , is inappropri­

ate. A m ultip le regression equation is derived w hich  

includes cross products of the variab les in a m ulti­

variate analysis. T he assum ption is that any variab le  

in the analysis m ay have population contro l as w ell as  

pred icto r effects.

M oderator variab le (Saunders, 1955» 1956): A con ­

tinuous variab le w hich in fluences the pred ictive  

effectiveness of the predictor variab le. A m ulti­

variate curv ilinear regression equation invo lv ing cross  

products is used in w hich the beta w eights, instead of  

being constan t, are linear functions of m oderator

variab les.

Pred ictab ility variab le (G hiselli, 1956, 1960c):

A variab le w hich is correlated w ith an absolu te  

difference score betw een standard ized predictor and
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standard ized criterion scores. T he pred ictab ility  

variab le iden tifies those sub jects in the sam ple w ho  

deviate from  the line of relations (regression line)  

and for w hom the predictor is inappropriate .

R eferent variab le (T oops, 1959): A variab le w hich  

m odifies the m eaning of other variab les. T he w eight of  

a pred ictor variab le is not constan t, but rather a  

m athem atical function of a referen t variab le. T oops  

proposed analyzing relationsh ips in term s of hom o ­

geneous groups or "u lstriths,” the m em bers of w hich  

tend to behave in a sim ilar m anner.

M odifier variab le (G room s & E ndler, i960): A n in ­

dependent variab le w hich w hen dichotom ized or tricho to-  

m ized leads to differen tial subgroup relationsh ips  

betw een a predictor and a criterion variab le. A  

m odifier variab le is not to be confused w ith Saunders*  

(1956) m oderator variab le w hich is a continuous  

independent variab le that in fluences the relationsh ip  

betw een another independent variab le and a dependen t 

variab le.

T he com m on m eaning em erg ing from  the alternative  

defin itions is the notion of div id ing a heterogeneous  

population in to hom ogeneous subgroups on the basis of the  

variab les affecting the relationsh ip betw een pred ictor and  

criterion . T hus, the defin itions im ply som e form  of
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in teraction am ong variab les. A nother im plication is that  

hom ogeneous subgroups, show ing differen tia l patterns of  

valid ity , m ay be iso lated .

T echniques involv ing sequential prediction  have been  

used to determ ine the existence of m oderator variab les. In  

particu lar, pred iction techniques involv ing subgroup  

analysis, differen tia l pred iction of predictab ility ,  

m oderated regression , and recen tly , quadrant analysis, 

have been used . T hese techniques involve the pred iction  

of fu ture behav ior only after som e prelim inary pred iction  

or m easurem ent for purposes of classification is m ade  

(G uion , 1965).

Sequential Prediction T echniques

Subgroup analysis . T he technique of subgroup  

analysis has been investigated in stud ies pertain ing to  

education as early as 1926 w hen Scates found that grades  

of college students graduated from  certain  high schools  

w ere m ore predictab le than others. Sim ilar resu lts w ere  

obtained by W agner and Strabel (1935)«

In a frequently cited study of subgroup analysis, 

Frederlksen and M elville (1954) hypothesized that the use ­

fu lness of an in terest test can be im proved by iden tify ing  

subgroups of engineering students for w hom the test w as  

especially appropriate as a pred icto r; specifically , the  

usefu lness of in terest m easures w ould be lim ited to a



re latively noncom pulsive group. A  m easure of read ing speed 

and an unspeeded vocabulary test w ere used to identify com­

pulsive and noncom pulsive subjects. In 5 of 10 in terest  

scales on the Strong V ocational In terest B lank , correla ­

tions betw een in terest scores and grade poin t averages w ere  

sign ifican tly higher for the noncom pulsive group than fo r  

the com pulsive group . O ne  rep lication  by Frederlksen and  

G ilbert (i960) yielded sim ilar resu lts, but only for the  

occupational keys m ost log ically related to engineering .

T he above-m entioned com pulsiv ity stud ies w ere con ­

ducted w ith m ale engineering students. S tricker (1966)  

exam ined the generality of the find ings w ith liberal arts  

and science studen ts of both sexes. R esults ind icated that  

the com pulsiv ity scales w ere not operating as m oderato rs  

in th is population .

A dditional stud ies in w hich subgroup analyses w ere  

attem pted dem onstrate the diverse characteristics of m odera ­

to r variab les. Personality variab les such as personal  

ad justm ent (H oyt & N orm an, 1954; Stagner, 1933) and anxiety  

(G room s & E ndler, i960 ; Perv in , 1967), used as bases for  

subgrouping , have resu lted in differential valid ities fo r  

various predictor-criterion com binations. Self-report 

personality variab les, particu larly w ith respect to  

m otivation , have also afforded m eaningfu l subgrouping and  

differential predictive valid ities of academ ic predictors



6

(B row n, 1968),

O ther variab les w hich have show n subgrouping or  

m oderating characteristics include dem ograph ic factors,  

biographical in form ation blanks (B aker, 196?; M edvedeff, 

1964; R ock , 1965; T esser, Starry , & C haney , 1967), problem ­

so lv ing sty les (F rench , 1961b), know ledge and aptitude  

tests (Perv in , 1967; Stelnem ann, 1964), and job charac ­

teristics (Peterson , 1964). Job satisfaction operated as  

a m oderator in a study by D aw ls, W eiss, L ofqulst, and  

B etz (1967). B anas and M oore (1968) dem onstrated , how ever, 

that there w ere no d ifferences betw een valid ity patterns  

for subgroups w hich w ere random ly fo rm ed and those w hich  

w ere based on job satisfaction scores. T he la tter study  

ind icated the necessity for cross-validation of resu lts in  

m oderator research .

B erdle (1961) used a m easure of in tra-ind iv idual  

variab ility (scores on 10 m athem atics sub tests) as a  

basis for subgrouping . T he hypothesis w as that first year  

engineering students w hose variab ility of behavior w as  

greater w hile tak ing a test used fo r predictive purposes  

w ould be less pred ictab le than persons w hose behavior w as  

less variab le . R esults ind icated that the low  variance  

group w as m ore pred ictab le than the high variance group , 

but only for the group having the high test scores.

Saunders 1 (1955» 1956) m oderated m ultip le regression .
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The m oderator variab le is a m eans of m aintain ing the in teg­

rity  of the to tal population w hile still  m aintain ing a 

statistical contro l on each ind iv idual’s m em bersh ip in one  

of a continuous, in fin ite series of subpopulations defined  

by his score on the m oderator (Saunders, 1955)» Saunders  

(1956) treats the cross product of the m oderator and  

predictor scores as a new  pred ictor in any standard m ultip le  

regression technique. T he regression equation is:  

y = y + ia^x^ + ^bjZ j + jxiz j • w here a, b» and c are  

w eigh ts, X £ the pred ictors, and Z j the m oderators.

Saunders (1956) reanalyzed the Frederlksen and M el­

ville (1954) data using the m oderated regression technique. 

In 5 of 10 com parisons, m oderated regression resu lted in  

increases in pred ictive valid ity over the m ultip le correla ­

tion m ethod.

Parrish (1959) com pared the predictive efficiency of  

the m oderated regression technique w ith that of the linear  

m ultip le regression  m ethod. A ptitude, in terest, and  

personality scales w ere used as predictors and com bat 

efficiency ratings w ere used as a criterion . R esults  

ind icated that the m oderated regression technique w as not  

m ore effective than the linear m ultip le regression analysis.

K irkpatrick , B w en, B arrett, and K atzell (1968)  

investigated "race ” and "cu ltu ral deprivation ," m easured by  

factor scores, as m oderators of success in various occupa-
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tions. T he data did not support their hypothesis that  

tests are differen tially  valid for differen t ethnic groups.

C leary (1966) presen ted a generalized m oderated  

regression technique w hich allow s ind iv idual differences  

to em erge w ithout the constrain ts of a prio ri concep tions.

O ne set of w eights is derived fo r each person and a second  

set for each pred ictor. T he tw o sets of w eights are com ­

bined in to a com posite w eight fo r each dim ension in the  

com bined pred icto r-criterion  m atrix . T his ind iv idual  

differences m odel show ed im provem ent of pred iction over  

the regu lar m ultip le regression techn ique.

D ifferen tial pred ictab ility . G hiselli’s (1956 ,

1960c) techn ique involves obtain ing abso lu te difference  

scores (/D /) betw een standard ized criterion (Zc ) and  

standard ized pred icto r (Z ) scores. A lgebraic difference
Jt*

scores are not used since the m odel is concerned w ith  

accuracy of pred iction and overpred iction and underpred iction  

of the sam e degree are considered equal erro rs. T he m agni­

tude of /D / serves as an index of pred ictab ility ; the  

sm aller the /D /, the better the relation betw een criterion  

and pred ictor. Figure 1 illustrates the concep t. T he  

perform ance of A , an ind iv idual close to the line of  

relations (line of perfect correlation) is m ore pred ictab le  

than that of an ind iv idual farther aw ay , B .

C orrelates of the /D / scores are subsequently iden ti­

fied and used as "pred icto rs of pred ictab ility ." A high
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Fig . 1. D eterm ination of /D / values as ind ices 

of the pred ictab ility of perform ance.

J,
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positive correlation ind icates that the valid ity should be  

higher for those scoring low  on the "pred ictor of pred ict­

ab ility" than for the entire group . T he difference betw een  

the valid ity coefficien ts for the 1/3 (o r 2/3) low est and  

2/3 (o r 1/3) highest scorers on the pred ictab ility test is  

then tested for sign ificance. A sign ifican t difference  

ind icates that the pred ictor should be used only for the  

low  scorers and a differen t predictor should be used for  

the rem aining subjects.

G hlselli (1956) dem onstrated the poten tial usefu l­

ness of the technique in a study involv ing pred iction of  

job proficiency of tax icab drivers. A n occupational  

inventory iden tified those ind iv iduals for id iom  a tapping-  

and-do tting test w as a good pred ictor of job proficiency . 

T he occupational inventory itself had a neg lig ib le corre ­

la tion  w ith the criterion .

G hlselli (1960c) also dem onstrated that scales of

an inventory used as a pred icto r cou ld serve as its ow n

predictab ility test. In th is technique, /D / scores are

obtained for each ind iv idual in an experim ental group . T he

orig inal item s of the pred icto r are then reanalyzed to

determ ine w hich item s discrim inate those Ind iv iduals w ith

large /D / scores from  those w ith sm all /D / scores. L ow

scores on the resu lting pred ictab ility scales im ply sm all

differences betw een Z . and Z _, and high scores im ply large  
c  P
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differences. In the G hiselli study, the predictab ility 

scales w ere applied to a cross-validation group for w hich 

the hypothesized relationsh ips held .

In addition to m oderating valid ity of predictors, 

G hiselli and Sanders (1967) developed a m oderator based on  

a self-analysis inventory w hich m oderated heteroscedasti-  

city . T he m oderator differen tiated tw o subgroups w hich  

disp layed differen t patterns of heteroscedasticity .

G hiselli (1963) found that his techn ique resu lted In  

the iden tification of m oderators w hich are high ly situation-  

specific . B anas (1964), how ever, found that transsitua-  

tlonal m oderators (m oderators w hich function to iden tify  

m ore and less pred ictab le subgroups w hen applied in  

differen t situations) obtained by G hiselli’s technique do  

exist in the pred iction of perform ance of th ree classes  

of w orkers in a rehab ilita tion center.

Q uadrant analyst  s . R obert and D unnette (1967)  

claim ed that there is practical value in identify ing over­

predicted (ind iv iduals w hose Zp scores exceed their Z c  

scores) and underpred icted (ind iv iduals w hose Zp scores  

are below  their Z „ scores) ind iv iduals as separate groups  

ra ther than treating them  as an aggregate of unpred ictab les. 

U nderpred icted and overpredicted ind iv iduals are Iden tified  

by exam ining a scatter diagram  depicting the bivariate  

distribu tion of a predictor test and the corresponding



criterion scores. B oth the pred ictor and criterion scores 

are div ided at the m edian to y ield the fo llow ing classifi­

cations of ind iv iduals: high hits (h igh predictor-h igh 

criterion), low  hits (low  predictor-low criterion), over­

pred icted (h igh predictor-low criterion), and underpred icted 

(low  predictor-h igh criterion). The approach is depicted 

in Figure 2.

H obert and D unnette (196?) developed tw o m oderato rs: 

one for the underpred icted and low  hits, and the other for  

the high hits and overpredicted . M oderato rs w ere developed  

th rough an analysis of the item s used to fo rm  the pred icto r  

com posite? i.e ., those item s w hich discrim inated sign ifi­

cantly betw een criterion score levels w ith in a given  

pred ictor score level; e.g ., betw een the low  hits and under­

pred icted groups, w ere used . T he approach succeeded in  

iden tify ing tw o m oderators, one for each level of pred icto r  

score, w hich enhanced the prediction of m anagerial effective-

ness.

A braham s (1965)» in a com m ent on quadran t analysis,  

stated that m ean differences on the pred icto r com posite;  

e.g ., low  hits and underpred icted , are ignored . Since the  

m oderator is com posed of item s from  the predictor com posite , 

differences found in item  analyses reflect to som e degree  

these pred icto r m ean differences. T he developed m oderator  

variab le m ay be predictive only of differences on the
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predictor variab le Itself. A t best, the com ponents of the  

m oderator variab le w ould reflect a com bination of differences;  

i.e ., actual differences betw een hits and m isses and

spurious differences due to pred ictor-score differences.

T hus, quadran t analysis insures find ing differences betw een  

hits and unpred icted ind iv iduals. T he item s and variab les  

show ing such differences w ill be related to the pred icto r  

and it is doubtfu l that such a m oderator w ill have value  

beyond that already show n in the pred icto r-criterion  

relationsh ip .

M cN em ar (1969) dem onstrated that not only do the  

tw o predictor groups on one side of the pred icto r m edian  

differ w ith respect to their m ean criterion scores, but 

they also differ w ith respect to their m ean pred ictor  

scores. T hus, discrim inating item s for a m oderator test  

need not be uncorrelated w ith the predictor variab le.

M cN em ar show ed that the pred icto r itself Is a m oderator  

variab le w hich resu lts in increased pred ictive efficiency , 

increased hit rate , and decreased percen tage of overlap  

betw een low  and high criterion  groups. Furtherm ore,  

though the valid ity coefficien t of the predictor increases, 

the error of estim ate rem ains unchanged if cases are  

screened out from  the central portion of the distribu tion  

on the pred icto r variab le . If the gain in hit rate is  

based on the to tal sam ple rather than on the sam ple after
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screening , the actual resu lt w ill be a loss in hit ra te .  

O peration of M oderato r V ariab les

M ost of the literature on m oderator variab les is  

concerned w ith dem onstrating that they do operate rather  

than w ith explain ing how they operate . T he com m on notion  

held is that m oderators operate by sorting heterogeneous  

aggregates of ind iv iduals in to hom ogeneous subgroups  

(Johnson , I960 ; Saunders, 1956). T he subgroups are In tended  

to be hom ogeneous w ith respect to error and psycholog ical  

structure, w ith the m agnitudes and patterns of re liab ility  

and valid ity coefficien ts vary ing from  group to group  

(B aker, 1967). B anas (1964), how ever, stated that sub ­

grouping is not sim ply hom ogeneous grouping , but is grouping  

restricted  usually to the extrem e scores on the m oderator  

variab le .

A ccording to G hiselli (1963), evidence ind icates  

that m oderators differen tiate those ind iv iduals in a group  

for w hom error of m easurem ent or prediction is sm all from  

a group for w hom  it is large. Ih ls explanation presum es  

that ind iv iduals can be div ided in to clear and distinct  

classes. G hiselli claim ed that, in actual practice,  

m oderators distribu te ind iv iduals along a continuum . 

Ind iv iduals are sorted in to separate classes and a group  

consists of ind iv iduals w ho fall at the sam e poin t on the

continuum .



16

A nother possib le explanation of m oderator effects 

is that the com m on elem ents w hich account fo r the correlation

betw een tw o variab les differ from ind iv idual to ind iv idual 

rather than from group to group (G hiselll, 1963). R ather  

than sorting in to classes or groups each falling at a sing le  

poin t on the continuum , there is sorting in to class in ter ­

vals. Such a notion presum es that error of m easurem ent 

varies from  sm all for som e ind iv iduals to large for others.  

C onsequently , error scores w ould carry less w eight in  

determ in ing observable scores for som e ind iv iduals than  

for others. H ow ever, a necessary condition is that  

ind iv idual differences in error scores possess reliab ility  

over parallel tests.

L ikew ise, error of pred iction is sm aller and test  

valid ity higher for ind iv iduals at one ex trem e on the  

m oderator continuum , and , at the other extrem e, error of  

pred iction is larger and test valid ity low er (G hiselll,

1963). C onsequently , the w eight a test carries in pred iction  

varies from  ind iv idual to ind iv idual. W ith respect to  

valid ity , the function of the m oderato r is to predict for  

a given Ind iv idual the w eight a test carries in determ in ing  

criterion perform ance. H ow ever, noth ing in the concept 

ind icates the relationsh ip of the ind iv idual’s w eights to  

the criterion  and/or test scores.

L ykken and R ose (1963) suggested that the pred ict­

ab ility  of the criterion (Y ) from  the pred ictor (X ) varies
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as a function of a m oderator (Z ) w hich m ay be uncorrelated  

w ith either Y or X . T he function relating Y to X differs  

am ong ind iv iduals in the sam ple. O ne equation ; e.g ., Y =  

aX , is appropriate for the group close to the line of  

relations w hereas another equation ; e.g ., Y = b/X , is  

appropriate for those further from  the line of relations.

T he pred ictab ility of Y from  X varies as a function of Z .

Z is a function of the likelihood that an ind iv idual belongs  

to the Y = aX  group; i.e ., Z is a discrim inant function .

H obert and D unnette (1967) applied the L ykken and  

R ose (1963) explanation to the quadrant analysis approach , 

H obert and D unnette (1967) claim ed that equation Y = aX is  

appropriate for the low  hits and high hits w hereas the  

underpred icted and overpredicted are described by Y = b/X . 

H ow ever, Z is correlated w ith Y as a resu lt of develop ing  

tw o m oderators (one for the low  hits and underpred icted ,  

and the second fo r the high hits and overpred icted) instead  

of only one.

U sefu lness of M oderato r V ariab les

T he m oderator variab le concept is particu larly usefu l  

in situations in w hich a valid ity coefficien t is low  but,  

at least w ith certain ind iv iduals, reasonably accurate  

prediction of criterion perform ance m ay be m ade from  scores  

on the test. A pply ing the m oderator concept allow s the  

investigator to Iden tify those ind iv iduals fo r w hom  m ore
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accurate pred ictions can be m ade. T he practical Im plica ­

tions of the m oderator techniques are the increased flex i­

bility  in the use of pred icto rs and the increased efficiency  

of selection m odels.

G hiselli (1960b) extended the concept and dem onstrated  

that it is possib le to differen tiate w hich of tw o tests gives  

better pred iction fo r a given ind iv idual. For tw o tests,

1 and 2, /D j/ and /D g/, betw een Z c and Zp scores, are  

obtained , respectively . For all ind iv iduals fo r w hom  

/D j/ < /D g/, scores on test 1 predict criterion scores  

m ore accurately than do scores on test 2; for all Ind iv iduals  

fo r w hom /D ^/ > /D g/, scores on test 2 pred ict criterion  

scores m ore accurately than do scores on test 1. C onse ­

quently , w e obtain /D g/ - /D -^/ for each ind iv idual and there ­

by have a set of scores such that positive values Ind icate  

ind iv iduals for w hom test 1 gives better pred ictions and  

negative values ind icate ind iv iduals for w hom test 2 gives  

better pred ictions.

R ichardson (1965)» in th ree stud ies, exam ined the  

utility  of the above described approach in an educational  

situation . In all th ree stud ies, the techn ique failed to  

be effective in im proving prediction of co llege grade  

poin t average. R ichardson suggested that the failu re w as  

due to the com plexity of the factors invo lved in grade  

poin t average.
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Problem s

Q uadran t analysis (H obert & D unnette , 1967) or any  

m odel involv ing off-quadran t consideration (M arks, 1964)  

is a log ical extension of G hiselli’s (1956 , 1960c) techni­

que. E m phasis on underpred icted and overpred icted ind iv i­

duals, as opposed to com bin ing these Ind iv iduals in to an  

unpred ictab le group , has practical im plications. M ain ­

ta in ing differences am ong unpred ictab le groups provides  

enhancem ent of the understanding of the psychological 

com position of groups. For exam ple, H obert and D unnette  

(1967) found that the overpred icted w ere characterized  

as lack ing the sam e traits w hich typ ified the under­

pred icted .

A problem  w ith quadran t analysis, in addition to  

that specified by A braham s (1969) and M cN em ar (1969),  

is that an ind iv idual w hose /D / score is sm all can be  

placed in an unpred icted group , w hereas an ind iv idual w hose  

/D / score is larger can be placed in a hit group . For  

exam ple (see Figure 3), ind iv idual A is closer to the line  

of relations than is ind iv idual B , but A is in the over-  

pred icted group and B is in the high hit group . 

M ultl-predlctab le G roup V alidation M odel

H ence, a differen t extension of G hiselli’s (1956 , 

1960c) m odel is proposed . A m ulti-p red ictab le group vali­

dation (M PG V ) m odel Involves algebraic differences (considers
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underpredicted, overpred icted, and predicted Ind iv iduals) 

and deviations from the line of relations. The sim plest 

fo rm of the proposed m odel, in w hich w e have one over­

pred icted, one predicted, and one underpred icted group, 

is depicted in F igure 4.

“Prediction" groups are form ed by tak ing the algebraic  

difference (+D ) betw een an ind iv idual’s standardized  

criterion score and standard ized pred icto r score, +D = Zc  

- Z p. T he underpred icted group is com posed of ind iv iduals  

w ith D greater than som e a, priori value; e.g ., >+l. T he  

overpred icted group is com posed of ind iv iduals w ith D <-l.

T he pred icted group is com posed of ind iv iduals w ith  

-1< D < + 1. Size of the predicted reg ion and num ber of levels  

of underpred icted and overpredicted groups could vary  

depending on the situation .

H obert and D unnette (1967) m entioned several  

advantages of quadran t analysis. First, since overpredicted  

and underpred icted groups differ from  each other both on  

pred icto r scores and criterion scores, it seem s reasonable  

that they are tw o distinct groups differing in certain  

characteristics im portan t in the pred ictive situation . T he  

M P G V m odel shares th is advantage.

Second , in quadran t analysis tw o m oderators are  

developed; one for the low  hit and underpred icted groups  

and the other for the high hit and overpred icted groups.
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z

Fig. . G eneral diagram of subgroups resu lting 

from M PG V .
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Since they are tw o distinct groups, tw o separate m oderators 

should elim inate the possib ility of m asking the im portant 

differences as w ould happen in the /D / technique. In M PG V , 

how ever, the differences betw een the unpred icted groups are 

m aintained w hile only one m oderator needs to be determ ined.

A s w ill  be discussed below , the difficu lty  in discovering 

or develop ing m oderators supports a procedure that requ ires 

one m oderator rather than tw o m oderators.

Third , H obert and D unnette (1967) claim ed that  

quadran t analysis provides for a m ore com plete analysis  

of the criterion . T his advantage is also true of the M P G V  

m odel. In com paring ind iv iduals w ith differen t pred ictor  

scores but the sam e criterion score, various hypotheses  

can be fo rm ed as to the differences am ong groups. 

Iden tification of M oderator V ariab les by D iscrim inant  

A nalysis

R egard less of the validation  m odel used —  abso lu te  

difference, algebraic difference, quadrant analysis, or  

M P G V —  there still ex ists the problem  of system atically  

iden tify ing m oderator variab les. M oderato r variab les can  

be uncorrelated w ith both the pred ictor and criterion .

T here is no efficien t objective m ethod availab le that readily  

iden tifies m oderator variab les. G hlselli*s (1956 , 1960c)  

techn ique approaches objectiv ity , but since one variab le at  

a tim e has to be investigated , it is not very efficien t.
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M oderator variab les are usually discovered by in tu ition, 

hypothesis-form ing, or accident; or are developed by item 

analysis and then investigated to determ ine w hether the 

resu lting variab le is m oderating the relationship betw een 

the pred ictor and criterion.

Frederlksen and M elv ille (1954) exam ined com pulsive ­

ness as a m oderator for it “appeared to be usefu l“ as the  

basis for an hypothesis about types of students. T hey  

concluded that better m ethods of “discovering" subgrouping  

variab les are necessary . O ther investigators have used  

item  analysis procedures to develop m oderators. G hiselll  

(1960b) derived m oderator scales based on the selection of  

item s w hich correlated m ost high ly w ith /D /.

B anas (1964) rev iew ed the literature on m oderator  

variab les and concluded that a substan tial body of ev idence  

ex ists w hich ind icates that certain scales and variab les  

function as m oderators. H ow ever, the problem  of readily  

iden tify ing a m oderator variab le still rem ains unsolved .

T he m ethod of try ing out specific hypotheses is slow  and  

expensive because of the trem endous num ber of possib ilities  

that ex ist. A lso , the developm ent of m oderator scales  

th rough item  analyses is no m ore satisfacto ry . T here are  

no statistics that m echanically iden tify m oderators. 

Furtherm ore, not enough ev idence has accum ulated to m ake  

it possib le to state any general princip les about the
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nature of item s or traits that function as m oderators.

U nless a system atic and objective technique is developed 

to identify m oderators from m assive data, the utility  of  

m oderator variab les w ill  be lim ited. A s G hlselli (1963)  

cau tioned , the tim e and effort required to develop m oderators  

m ight be m ore fru itfu lly spent seek ing Im provem ent in  

re liab ility  and valid ity of the sort that fo llow  from  

classic theory .

French (1961a) attem pted to develop a program  fo r  

the selection of m oderator variab les from  a large num ber of  

variab les. T he program  w as designed to iden tify m oderators  

from  42 poten tial m oderator variab les w ithout tak ing tim e  

to com pute actual correlations. Ind ices, based on the  

jo in t distribu tion , in 3 x 3 contingency tab les, of pre ­

dicto r and criterion scores w hich had been tricho torn!zed ,  

w ere used in place of correlation coefficien ts. T he  

techn ique w as unsuccessfu l because of disto rtion of the  

ind ices.

H ence, a second purpose of th is dissertation is to  

investigate a m ethod for identify ing m oderator variab les in  

the M P G V m odel. Since m oderator variab les discrim inate

betw een those close to the line of relations and those  

farther aw ay, it is conceivab le that the statistical m ethod  

of discrim inant analysis w ill iden tify the variab les that  

contribute to the discrim ination of overpred icted , pred icted ,
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and underpredicted ind iv iduals in the M PG V m odel.

D iscrim inant analysis is a technique for estim ating 

categorical criteria from m etrical data (R ozeboom , 1966).

In a discrim ination analysis problem w e have a set of  

a priori classification categories am ong w hich are parti­

tioned the m em bers of a population. The purpose of the 

analysis is to determ ine the likelihood of the ind iv idual’s  

belonging to each category based on a linear com bination  

of his m etrical scores.

In sum m ary , the purpose of th is dissertation is to  

use a discrim inant analysis procedure for the system atic  

iden tification  of m oderator variab les, sing le or Jo in t  

(Z edeck , 1969), in a m ulti-pred ictab le group validation  

m odel. In addition , resu lts from  M PG V are com pared w ith  

that of sim ple algebraic and abso lu te difference techn iques.  

T o achieve these ends, several variab les are exam ined to  

determ ine their m oderator effects on pred iction of college  

grade poin t average.

M ethod

Subjects

Subjects w ere 500 undergraduate students at B ow ling  

G reen State U niversity (B G SU ) fu lfilling a research partici­

pation requirem ent of an In troductory Psychology course. 

B ecause of incom plete pred icto r and criterion in form ation , 

sam ple size w as reduced to N = 418. Subjects w ere random ly
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assigned to the experim ental group , Sam ple A (N = 209), and  

to the cross-validation  group . Sam ple B (N = 209).

C riterion

T he criterion  m easure w as studen t’s accum ulative  

grade poin t average (G PA ) com piled prior to the W inter  

I969 quarter.

Pred lcto r

T he pred icto r w as the com posite score obtained on  

the A m erican C ollege T est (1965) - (A C T ) - adm inistered  

prior to adm ission to B G SU .

Poten tial M oderator V ariab les

S ix tests, adm inistered to Ss in one session , w ere  

exam ined to determ ine their effects on the relationship  

betw een A C T and G PA . T he tests and sub tests are presented  

in T able 1. T hese tests and subtests prov ided scores fo r  

17 poten tia l m oderator variab les.

Procedure

M ulti-p red ictab le group validation  m odel. A ll scores  

(pred ictor, criterion , and potential m oderators) w ere con ­

verted to standard ized Z -scores. O verpred icted , pred icted , 

and underpred icted groups w ere fo rm ed based on the algebraic  

difference score, +D = Z G PA - Z A C T . Seven prob lem s differing  

in a priori in tervals fo r "pred iction ” groups and/or num ber 

of levels of underpred icted or overpredicted ind iv iduals  

w ere analyzed in Sam ple A . T he param eters differen tiating



28

T able 1

Poten tial M oderator V ariab les

A nalysis of R elationships (G hlselli, 1960a) -(A -R )

B ell A djustm ent Inventory (B ell, 1962)

E m otionality (E )

H ealth A djustm ent (H e)

H om e A djustm ent (H o)

H ostility -F riend liness (H -F)

M asculin ity -Fem in in ity (M -F)

Subm issiveness (S )

C ulture Fair In telligence T est ( ”g” ) (C attell, 1963)

M andsley Personality Inventory (E ysenck , 1962)

N euro tocism  (N )

E xtroversion-In troversion (E -I)

M ultip le A ffect A djective C heck L ist (Z uckerm an & L ubin ,
1963) - (M A A C L )

A nxiety (A )

D epression (D )

H ostility (H )

Survey of Study H abits and A ttitudes (B row n à H oltzm en, 1965)  

D elay A voidance (D A )

W ork M ethod (W M )

T eacher A pproval (T A )

E ducation A cceptance (E A )
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the prob lem s are presented in Table 2.

For each problem , a one-w ay m ultivariate analysis 

of variance (M A N O V A ), w ith the 17 potential m oderators used  

as the dependent vector random  variab le, w as perform ed in  

Sam ple A . A sign ifican t "pred iction ” group m ain effect,  

tested by W ilks ’ lam bda criterion , ind icates that at least  

one of the discrim inant functions (w ith standard ized  

coefficien ts) is sign ifican t.

T o identify poten tial m oderato rs w ith in each problem , 

a stepw ise application of m ultivariate analysis of co-  

variance (M A N O C O V A ) w as used . T he in itial M A N O C O V A treated  

the variab le associated w ith the highest discrim inant  

function coefficien t as the covarlate and the rem ain ing 16  

as dependen t. A sign ifican t m ain effect ind icated that  

som e discrim inating pow er still rem ained am ong the 16  

dependen t variab les. E ach succeeding M A N O C O V A added the  

variab le w ith the next highest w eight to the set of  

covariates and rem oved it from  the dependen t set. T he  

procedure w as repeated until the dependen t set no longer  

produced a sign ifican t m ain effect.

O nce the m oderators w ere iden tified , a new  discrim i­

nan t function using only those m oderators w as found and a  

discrim inant score fo r each S w as com puted; D S^ »Sw ^x^j, 

w here the discrim inant score for ind iv idual i is D S^, w ^ is  

the coefficien t of the jth variab le, and x^j is ind iv idual 1/s



Table 2

"Prediction” G roup In tervals

1 2 3

Problem

4 5 6 7

(1 ) (1) (1 )
E X -1 .4 D <-1 .1 IK -1 .4 (1)

D <-.7
(2) (2) (2)

O ver- -1 .4<£><-.8 -l.l£D <-.4 -1 .4^D <-.9
pred icted (1) (1) (1) (2 )

JX-.5 D <-1 .0 D C -1.5 (3 ) (3 ) -.7SE & -.  4

-.8£D <-.5 -.4£D £-.l -.9£D <-.5

(4) (4 )

_
-.5^D <-.2 -.5£E X -.2

(5 ) (4 ) (5)

dieted -.53K +.5 —1.O <D <+1•0 -1 .5<D <+1.5 -.2£JK +. 2 -,1<D <+.1 -.2<D <+.2 -,4<D <+.4

(6 ) , (5 ) (6 )
+.4>D £+.l +•5>D ;>+ .2

ill}

J7) (6 ) (7 ) +.7£D £+.4

U nder-  (
+ •  8^iD >+. 5 +l.l£D >+.4 ±-

pred icted (3 ) (3) (3) (8 ) (7) (8 )
D >+.5 D >+1.0 D >+1.5 +1  • 4>JD * >+  •  8 D >+1.1 +1•4>D >+ •9 (5 )

D >+.7
(9) (9)

D >+1.4 D >+1.4

N otes—  L evels w ith in prob lem s ind icated in paren theses
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score on the ,1 th variab le.

C lassification of ind iv iduals in Sam ple B w as estab­

lished in tw o w ays. First, cutoff discrim inant scores w ere 

obtained for each a priori ’’pred iction ” group in Sam ple A  

based on E ngland ’s (1961) Index of D ifferen tiation  w hich  

m inim izes the num ber of m isclassifications. T hus, in  

C lassification M ethod I, an S < ln Sam ple B w as placed in a  

"pred iction" group based on cutoff scores estab lished in  

Sam ple A . T etrachorlc correlation coefficien ts w ere com puted  

betw een observed and predicted group classification of Ss.

For com putational purposes, "pred iction" groups w ere  

dichotom ized as ind icated in the R esults section .

T he second classification m ethod w as based on a chi-  

square technique suggested by C ooley and L ohnes (1962).

T he procedure, applied to Ss in Sam ple B , places an ind iv idual 

in to a group depending on the deviation of his discrim inant 

score from  the appropriate group m ean discrim inant score  

determ ined in Sam ple A . A gain ; tetrachorlc correlation  

coefficien ts w ere com puted to assess the effectiveness of  

the m oderator in discrim inating m ulti-p red ictab le groups in  

the cross-validation sam ple.

T o assess the effectiveness of the m oderators on  

valid ity , valid ity coefficien ts of the pred ictor, A C T , w ere  

com puted for each "prediction" group in Sam ple B for both  

classification techn iques. It w as hypothesized that valid ity
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coeffic ients of A C T w ould be higher for the "prediction" 

groups in Sam ple B than the overall coeffic ient in Sam ple A .

A bsolute difference m odel. Each potentia l m oderator 

w as correlated w ith the absolute difference (/D /) betw een 

the criterion, G PA , and the pred ictor, A C T. If  a sign ificant 

correlation w as obtained In Sam ple A , then the sam ple w as 

split in to 1/3 (and 2/3) high scorers and 2/3 (and 1/3) low  

scorers on the poten tial m oderator variab le , and valid ity  

coeffic ien ts w ere obtained for each fractionated  group . 

Significan tly differen t coefficien ts ind icated the existence  

of a m oderator. R esults w ere cross-validated in Sam ple B .

A lgebraic difference m odel. E ach poten tial m oderator  

w as correlated w ith the algebraic difference (+D ) betw een  

the criterion , G PA , and the predictor, A C T . If a sign ifi­

cant correlation w as obtained in Sam ple A , then the sam ple  

w as trichotom lzed . D ifferen tial valid ity coefficien ts of  

the predictor for the subgroups ind icated the ex istence of  

a m oderator variab le. R esults w ere cross-validated in  

Sam ple B .

R esults

T he valid ity coefficien t of A C T as a predictor of G PA  

w as .52 (j> < .01) and .51 (fi < .01) for Sam ple A (N = 209) 

and Sam ple B (N = 209), respectively . T ables 3 and 4 presen t 

the in tercorrelations am ong all variab les (p red ictor, cri­

terion , and poten tial m oderators) and difference scores



Table 3

C orrelation0 M atrix^ 5 for Sam ple A *

G PA A C T E -I N D A W M T A E A "g" H o H e S E H -F M -F A D H A -R /D / +D

G PA 52 -15 -16 32 37 43 46 23 -09  08 -03 -13 -16 -12  02 -06 -11 42 -05 49

A C T -26 -23 25 34 39 35 38 -11 -09  08 -19 -17 10 -09 -08 -06 71 -06 -49

E -I -15 -16 -01 -07 -17 01 -02 02 -64 -24 -07 -16 -16 -28 -07 -11 -08 10

N -33 -30 -35 -31 -17 36 48 34 76 61 -07 46 46 39 -20  04 06

D A 49 47 64 14 -16 -12 -12 -25 -23 -06 -14 -15 -24 18  05 07

W M 51 59 24 -08  01 -23 -26 -23 -11 -20 -19 -22 25 -08 04

T A 73 16 -21 -16 -17 -36 -35 -12 -24 -22 -25 32 -17 04

E A 18 -23 -08 -06 -27 -29 -17 -16 -20 -24 29 -15 12

"g" -15 -09 -02 -18 -13 -02 -09 -09 -12 42 -13 -15

H o 33 10 43 46 00  31 38 33 -05  06 02

H e 16 51 45 -06 36 34 21 -11 00 01

S 52 34 10 30 36 20 -09 -02 -11

s 66 -17  56 51 36 -23  05 06

H -F 04 42 47 48 -24  10 01

M -F -10 01 08 08 10 -22

U )



Table 3 (continued)

G PA A C T E -I N D A W M T A E A "g ” H o H e S  E H -F M -F A D H A -R /D / +D

A 78 60 -16 08 11

D 67 -17 07 02

H -14 03 -05

A -R -04 -29

/D / 01

+  D

ar of .14 is sign ifican t at .05 level;  

r of .18 is sign ifican t at .01 level.

^D ecim als om itted .

C N = 209.

V )
-p -



Table 4

C orrelation 8, M atrix^ fo r Sam ple B c

G PA A C T E -I N D A W M T A E A ”g ” H o H e S E H -P M -P A D H A -R /D / +D

G PA 51 -16 00  19 28 17 23 18 -08 -04 07 08 -08 -08 06 04 -01 34 -03  49

A C T -12 02 -03 31 19 12 39 12 00 07 -04 -03 08 03 07 00 62 -11 -50

E -I -31 -05 07 -03 -10 -12 -12 -20 -68 -38 -10 05 -30 -27 -13 -06 00 -05

N -17 -18 -11 -18 -03 42 51 38 75 43 -12 50 49 31 -01 -06 -02

D A 50 35 64 -04 -22 -07 -15 -11 -20 -20 -11 -10 -14 -07 10  23

W M 43 55 08 -08 -09 -23 -16 -17 -23 -24 -21 -21 23 -06 -03

T A 61 10 -14 -11 -09 -08 -21 -08 -12 -10 -15 21 00 01

E A 08 -19 -12 -07 -09 -27 -16 -09 -12 -22 10 03 12

"g" 08 02 12 08 -05 -14 14 09 07 33 -10 -22

H o 25 16 42 39 -09 26 25 12 11 07 -20

H e 26 49  20 -05 30 26 14 01 05 03

S 55 21 00 31 26 20 01 -13 01

E 38 -26 53 44 26 -08 -09 12

H -P 11 16 22 18 -10 -04 -05



Table 4 (continued)

G PA A C T E -I N D A W M T A E A "g" H o H e S E H -F M -F A D H A -R /D / ±D

M -F -06 02 14 05 12 -15

A 80 63 -02 -08 02

D 72 08 04 02

H -05 -06 -01

A -R -02 -28

/D /  08

+D

ar of .14 is sign ifican t at ¿05 level;  

r of .18 is sign ifican t at .01 level.

^D ecim als om itted .

°N = 209 .

O s
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(algebraic and abso lu te) fo r Sam ple A and Sam ple B , 

respectively .

M ultl-predlctab le G roup V alidation M odel

A ssessm ent of poten tial m oderator variab les . Seven  

one-w ay M A N O V A *s w ere com puted fo r the problem s outlined
z

in T able 2. T he m ain effect w as "pred iction ” group and  

the levels w ith in the facto r varied accord ing to the problem . 

Scores for the 17 poten tial m oderator variab les constitu ted  

the dependent vector variab le in the analyses. R esults of  

M A N O V A fo r the seven analyses are presen ted in T able 5« A  

sign ifican t (£ < .01 in each case) m ain effect w as found in  

P rob lem s 1-6 ; Problem  7 did not yield a sign ifican t m ain  

effect and thus w as excluded from  fu rther exam ination .

For each problem , the first discrim inant function  

w as analyzed by M A N O C O V A *s to determ ine w hich variab les  

w ere contribu ting sign ifican tly to the discrim ination .

In T able 6, an asterisk (*) Ind icates the sign ifican t  

variab les.

T o confirm  the sign ificance of the con tribu ting  

variab les, one-w ay M A N O V A *s w ere conducted for each problem  

w ith all sign ifican t variab les treated as the dependent 

vector variab le. R esults dem onstrated that all m ain  

effects w ere sign ifican t (T able 7i H < .01 in each case).

T able 8 presen ts the m ean and standard deviation of  

each sign ifican tly con tribu ting variab le w ith in each level
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Table 5

S um m ary of R esults of M A N O V A

Problem â£axp âÎB R R F £

1 34 380 1.74 < .01

2 34 380 2.06 < .01

3 34 380 1 .73 < .01

4 136 1354 .47 I.36 < .01

5 102 IO 67.37 1.57 < .01

6 136 1354.47 1 .40 < .01

7 68 740.08 1 .29 < .10
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T able 6

D iscrim inan t W eights for the 17 Potential M oderator  

V ariab les in E ach Problem

V ariab le

Problem

61 2 3 4  5

E -I .031 -.076 .243 .106 .606* .363

N -.445 .090 .398 .131 .340 .290

D A -.398 .251 -.103 -.082 -.036 .082

W M -.297 -.145 — .044 -.263 -.034 -.159

T A .138 -.032 -.164 .219 .293 .346

E A -.078 .243 .626* .554* .493* .366

ng » .475* -.334 .016 .138 -.037 .064

H o -.158 .116 .084 -.004 -.182 -.014

H e .484* -.374 -.143 -.068 -.055 -.002

S .138 -.644* -.494 -.294 .162 -.008

S .291 -.091 -¿016 ¿176 -.038

H -F -.465* .297 -.078 .086 .047 -.089

M -F .058 -.099 -.189 -.425 -.347 -.409*

A -.630* .923* .395 .236 .071 .182

D .064 -.165 .316 -.221 .418 .131

H .641* -.486* -.478 -.167 -¿146 -.255

A -R • 353 —  380* -.593* -.753* -.664* -.737*

♦Significan t w eights of the discrim inant function for  
the problem  as determ ined by M A N O G O V A’si
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Table 7

Sum m ary of R esults of M A N O V A w ith Significantly  

W eighted V ariab les as D ependent

Problem ££h y p ££e r r F £

1 10 404 2.52 <•  01

2 8 406 4 .12 < .01

3 4 410 3.84 < .01

4 16 398 2.56 <.01

5 18 566 .17 3.17 < .01

6 16 398 2 .70 < .01
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T able 8

M eans (M ) and Standard D eviations (S ) of  

Significan tly C ontribu ting V ariab les

L evela V ariab le

Problem  1: «mmMbmm H e H -F  A H

1 (N «54) M .041 -.O 69 .143  -.022 .128

S .863 1.100 1 .086  .986 1 .175

2 (N slO l) M .148 .053 -.164  -.077 -.027

S .993 1 .010 .985  .953 .965

3 (N =54) M -.319 -.031 .164  .167 -.077

S 1 .091 .892 .912 1 .102 .885

Problem  2: S A H A -R

1 (N =27) M .055 -.065 .119 .502

S 1.124 .838 1 .058 .770

2 (N =155) M .065 -.061 -.016 .019

S .963 .976 .999  1 .015

3 (N =2?) M -.428 .417 -.027 .391

S 1.031 1 .221 .995 .959

Problem  3* B A A -R

1 (N = l6) M -.387 .531

S 1 .159 .541
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Table 8 (continued)

L evel V ariab le

E A A -R

2 (N = l?7) M .047 .002

S .980 1.015

3 (N = l6) M -.136 -.557

S 1 .056 .960

Problem  4 E A A -R

1 (N =l6) M -.387 .531

S 1 .159 .541

2 (N =17) M -.336 .246

S .992 1 .046

3 (N «21) M -.087 .159

S .852 .943

4 (N =20) M -.271 .048

S .927 1 .099

5 (N «59) M .244 .197

S 1 .126 .859

6 (N =22) M .041 -.558

S .765 .938

7 (N =19) M -.034 -.205

S .940 1 .280
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Table 8 (continued )

L evel V ariab le

E A A -R

8 (N =19) M .348 -.185

S .803 1 .058

9 (N = l6) M -.136 -.557

S 1 .056 .960

Problem  5: E -I E A A -R

1 (N =22)  M -.388 -.3^5 .651

S 1.090 1 .148 .591

2 (N «42)  M .093 -¿265 .009

S 1.063 .867 1.047

3 (N «36) M -.225 .143 .247

S .895 1 .047 .754

4 (N =l6) M .145 .004 .244

S 1.101 1 .192 .855

5 (N =32) M .375 .329 -.312

S .921 1 .005 1 .049

6 (N =39) M -.170 .133 -.203

S .963 .854 1 .126

7 (N =22) M .229 -.101 -.436

S .908 1 .002 1.027
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Table 8 (continued)

L evel  V ariab le

Problem  6 ••

M

S

M -F

.784

1.175

A ^R

.531

.541

1 (N = l6)

2 (N =ll) M -.147 .460

S .611 1 .048

3 (N =27) M .189 .091

S 1 .238 .946

4 (N =:29) M .026 .136

S .926 1.013

5 (N =39) M .127 .229

S .920 .778

6 (N «33) M -.475 — • 381

S .858 1 .035

7 (N =27) M .004 -¿214

S .774 1.250

8 (N =ll) M -.412 -.149

S .897 .948

9 (N = l6) M -.100 -.557

S 1 .159 .960

aL evel num ber corresponds to num ber in T able 2.



for all problem s. The w eights of the new discrim inant 

function for each problem are presented in Table 9.

Effectiveness of m oderators in discrim inating 

"pred iction" groups: C lassification M ethod 1. In Sam ple 

A , a distribution of discrim inant scores w as obtained for  

each level w ith in a prob lem . Exam ination of the distri­

butions resulted in tw o m odifications of procedure.

First* fo r problem s w ith m ore than one level of over­

pred icted or underpred icted in tervals there w as considerab le  

overlap betw een groups. T hus* Ss w ith in  all levels of  

underpred icted groups w ere com bined in to a sing le under-  

pred icted group and , sim ilarly* all levels of overpred icted  

groups w ere com bined in to a sing le overpred icted group . 

Second* fo r several problem s w ith only th ree groups* there  

still existed considerab le overlap betw een groups. H ence, 

to use E ngland’s (19^1) Index of D ifferen tiation , the  

"pred icted" group w as com bined w ith one of the unpred lcted  

groups in P rob lem s 1, 2, 3* and 6*

B ased on the cutoff discrim inant scores obtained in  

Sam ple A * Ss in Sam ple B w ere placed in to "prediction"  

groups* C ontingency tab les w ith their corresponding  

te trachoric correlation coefficien ts are presented in  

T able 10 . T here w ere sign ifican t relationsh ips for  

P rob lem s 3 and 6 (¡> < ¿01 and £  < .05» respectively)*
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T able 9

D iscrim inan t W eights for Sets of C ontributing  

V ariab les in E ach Problem

Problem V ariab les

1 tig  it H e  H -F A H

.636 .580  -.725 -.633 .751

2 S A H A -R**• M W

.664 -.892 ¿568 .593

3 E A A -RM M M M M

-.599 1.004

4 E A A -R

-.699 « 993

5 E -I E A A -R

.491 .730 -¿870

6  M -F  A -R

¿708  .701
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Table 10

T etrachoric C orrelation C oeffic ients for C ontingency  

T ables: O bserved vs. C lassification G roup B ased  

on Index of D ifferen tia tion®  in Sam ple B

Problem  1: C lassified

1 & 2 3

O bserved
3 29 7

-.11
1 & 2 126 47

rt =

Problem  2: C lassified

1 & 2 3

O bserved
3 48 14

.16
1 & 2 125 22

rt «

Problem  3 ’ C lassified

1 & 2

O bserved
3 50 12

¿43*
1 & 2 140 7

rt «

Problem  4: C lassified

1 & 3 2

O bserved
2 79 28

-.02
1 & Z 77 25

rt -
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T able 10 (con tinued)

Problem  5«

O bserved

C lassified

1 & 3 2

2 26 4

18
r^ - ¿10

1 & 3 161

Problem  6: C lassified

L & 2 ^2

3 42 43
O bserved -  -•* r. = .29**

1 & 2 85 39
V

*£ < .01 .

**£ < ¿05i

a l=O verpred icted , 2= Predicted , 3= U nderpred icted .



Effectiveness of m oderators In discrim inating 

"pred iction" groups i C lassification M ethod 2. The chi- 

square techn ique (C ooley & L ohnes, 1962) resu lted in  a  

second set of discrim inant cutoff scores. T he te trachoric  

correlation coefficien ts for the contingency tab les for  

observed vs. classified group are presen ted In T able 11. 

N one of the problem s contained a sign ifican t relationsh ip .

E ffectiveness of m oderators on valid ity : G roups  

based on Index of D ifferen tiation . T able 12 presen ts the  

correlation coefficien ts betw een A C T and G PA for the  

"pred iction" groups w ith in each problem . N one of the  

coeffic ien ts for the "pred iction" groups w ith in any  

problem  differed sign ifican tly from  .52 (overall valid ity  

coefficien t for Sam ple A ).

E ffectiveness of m oderators on valid ity : G roups  

based on chi-square classification . T able 13 presen ts the  

correlation coefficien ts betw een A C T and G PA for the "pre ­

diction" groups w ith in each problem . A gain , none of the  

coefficien ts for the "prediction" groups w ith in any problem  

differed sign ifican tly from  .52 .

A bsolu te D ifference T echnique

T able 3 show s that the correlations betw een /D / and  

T A (-.17 , £ < .05) and /D / and E A (-.15» £ < .05) w ere  

sign ifican t in Sam ple A . For each of the tw o poten tial 

m oderator variab les (T A and E A ), tw o fractionations w ere
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Table 11

Tetrachoric C orrelation C oeffic ients for C ontingency 

Tables: O bserved vs. C lassification G roup B ased on

C hi-squarea in Sam ple B

Problem 1:

O bserved

C lassified

1 & 3 2

2 54 44

46
rt - .05

1 & 3 65

Problem  2: C lassified

1 & 3 2

O bserved
2 12 36

rt = -i!4

1 & 3 54 L 07

Problem  3t C lassified

1 & 3i 2

44
O bserved

27 133
rt = -.20

1 & 3

Problem  4: C lassified

O bserved

1 & 3 2

2 13 6

1 & 3 144 46
rt = .13
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T able 11 (con tinued)

Problem  5: C lassified

1 & 3 2

O bserved
2 26 3

rt = .01
1 & 3 161 19

Problem  6: C lassified  

1 & 3, 2

O bserved
19

153 321 & 3
r+ . = .09

a ls=O verpredlcted , 2«Pred icted , 3=U nderpred icted .
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Table 12

C orrelations betw een G PA and A C T fo r "Prediction” G roups 

In Sam ple B B ased on Index of D ifferentiation

Problem Prediction G roupa

1 1 & 2 2

.49 (N «173) .63 (N =36)

2 1 & 2 2

.51 (N = l47) .50 (N =62)

3 1 & 2 2

.49 (N = l47) • 53 (N =62)

4 1 2 2

.55 (N =44) .51 (N =107) • 55 (N «58)

5 1 2 2

.51 (N =114) .57 (N =30) .50 (N =65)

6 1 & 2 2

.53 (N =124) .49 (N =85)

a lasO verpredlcted , 2=Pred lcted , and 3=U nderpred icted .
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. Table 13

C orrelations betw een G PA and A C T for "Pred iction ’' G roups  

in Sam ple B B ased on C hi-square C lassification

Problem

1

"Prediction" G roup 8 ,

2 3

1 .50 (N =30) .56 (N =98) .47 (N =81)

2 .55 (N «85) .52 (N =48) .43 (N «76)

3 .55 (N =81) .59 (N =49) .45 (N .79)

4 .52 (N =101) .61 (N =19) .48 (N =89)

5 .50 (N =100) .61 (N =29) .51 (N =80)

6 .47 (N =78) .62 (N =24) .53 (N =107)

a l=O verpredicted , 2=Predicted* and 3 a= U nderpred lcted .
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m ade: (1) 1/3 low  and 2/3 high scorers; and (2) 2/3 low  

and 1/3 high scorers. T able 14 presen ts the correlations  

betw een G PA and A C T for each of the fractionated groups.

T he difference betw een valid ity coeffic ien ts fo r the 1/3  

low  and 2/3 high T A scorers and for the 1/3 low  and 2/3  

high E A scorers w as sign ifican t (£ < .05 in both cases).

T able 15 show s the corresponding correlation  

coeffic ien ts in the cross-validation  group , S am ple B . 

N either of the differences in correlations betw een frac ­

tionated groups w ere sign ifican t.

A lgebraic D ifference T echnique

T able 3 show s that the correlations betw een +D and  

”g" (-.15 i £  < .05); +D and M -F (-.22 , £ < .01), and +D  

and A -R (-.29» £ < .01) w ere significan t. For each of the  

th ree poten tial m oderators (”g", M -F, and A -R ) tricho tom l-  

zations w ere m ade. T able 16 presen ts the correlations  

betw een G PA and A C T fo r each of the '’pred iction ” groups  

w ith respect to the th ree poten tial m oderato rs. T he 

difference betw een the pred icted and both the overpred icted  

and underpred icted groups w as sign ifican t (£ < .05) w hen  

the trlcho tom lzation w as based on M -F.

T able 17 show s the correlation coefficien ts for  

each of the "prediction ” groups based on M -F in Sam ple  

B . T he differences w ere not sign ifican t.
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T able 14

C orrelations betw een G PA and A C T for

Fractionated G roups in Sam ple A

V ariab le Fractionated group r

T A 1/3 low (N =72) .31

2/3 high (N =137) •  56

2/3 low (N =138) .41

... .
1/3 high (N =71) .57

E A 1/3 low (N =67) .28

2/3 high (N =l42) .57

2/3 low (N =137) .44

1/3 high (N =72) .56

♦Significan tly differen t at £  < .05
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Table 15

C ross-validation : C orrelations betw een G PA and A C T

For Fractionated G roups in Sam ple B

V ariab le Fractionated group r

T A 1/3 low (N =69) .45

2/3 high (N =l40) .52

E A 1/3 low (N =68) .49

2/3 high (N «l4 l) .51
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Table 16

C orrelations betw een G PA and A C T fo r "Pred iction”

G roups in Sam ple A  B ased on ±D C orrelation

w ith M oderator

V ariab le "Pred iction" G roup r

"g" O verpred icted (N =62)

P redicted (N = 9l)

U nderpredicted (N =s56)

.49

.42

.59

M -F O verpred icted (N =53) .35

Pred icted (N =10?)
.66*

U nderpred icted (N =49)
#

.49

A -R O verpred icted (N =67) .42

Pred icted (N as84) .39

U nderpredicted (N s= 58) .35

♦Predicted is sign ifican tly differen t from  both  
O verpredicted and U nderpred icted at £  < .05»
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Table 17

C ross-validation: C orrelations betw een G PA and A C T

For ’’Pred iction ” G roups in Sam ple B B ased on + D

C orrelation  w ith M oderato r

V ariab le "Pred iction ” G roup r

M -F O verpred icted (N =63) .46

Pred icted (N =84) .61

U nderpred icted (N =62) ¿54
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D iscussion

T his dissertation concerns the use of discrim inan t  

analysis for the system atic iden tification of m oderator  

variab les in a m ultl-p red lctab le group validation m odel.

In addition , resu lts from  M P G V are com pared w ith those  

of sim ple algebraic and abso lu te difference techn iques.

T he resu lts of th is dissertation did not support the use  

of any of the m oderator variab le techniques because of  

the prob lem s and Inconsistencies w ith in each m ethod. 

M ultl-p red lctab le G roup V alidation M odel

A s T ables 10 th rough 13 Ind icate, the variab les  

discrim inating the groups in Sam ple A w ere not effective  

in Sam ple B . T he ineffectiveness of discrim inan t analysis  

in th is situation is due to several prob lem s. First,  

the discrim inant w eights obtained In the in itial M A N O V A *s 

w ere not differen t enough to lend them selves to an "eye ­

ball” analysis for ex tracting sign ifican t contribu tors. 

H ence, M A N O C O V A w as necessary ; the selection of the  

poten tial m oderator variab les w as based on the a priori  

notion that the largest w eights ind icate the m ost Im portan t 

variab les. It Is possib le that the selection of a differen t  

set of variab les; e.g ., those that are sign ifican t in a  

univariate analysis of variance, w ould also provide a  

sign ifican t m ain effect. T he necessity for using M A N O C O V A  

lim its the facility  of using discrim inan t analysis to



60

iden tify m oderators.

Second, a sign ifican t discrim inant function does  

not m ean that all levels w ithin a facto r are discrim inable.  

It is possib le (e .g .. T able 8, Problem  4) that the m eans  

for one set of levels (1-4 , 7 , and 9) are sim ilar as are  

the m eans for a second set of levels (5» 6, and 8); how ­

ever, the first set of levels is differen t from  the second  

set. D iscrim inant analysis does not necessarily prov ide  

a discrim ination betw een all levels, but distinguishes  

betw een sets of levels.

O verlap or sim ilarity of levels necessitated  

m odification of the proposed procedure. For m ost problem s  

stud ied , a discrim ination betw een all levels of the  

“pred iction ” group w as difficu lt. A s a resu lt, levels  

w ith in a “pred iction ” group w ere com bined . For som e  

prob lem s, it w as fu rther necessary to com bine to the  

ex ten t that the th ree basic "pred iction ” groups (over­

predicted , pred icted , and underpred icted) cou ld not be  

m ain tained . T he inability to m ain tain all levels and/or  

groups w as due to the sm all am ount of betw een group  

variance accounted fo r by the m oderators. For the six  

problem s, the proportion of betw een group variance ac ­

counted for by the set of m oderators w as .09 , .12 , .05 ,

.14 , .19 , and .16 , respectively .

T hird , if tw o variab les are high ly correlated , they  

provide redundant Inform ation for discrim inating am ong the
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groups. Thus, if  a set of subtests are sign ificantly 

correlated (see, for exam ple, SSH A subtests. Table 3), 

only one need be retained in the analysis. T he procedure  

and in terpretation  w ould thus be facilita ted .

Fourth is the problem  of m lsclassiflcation . T he  

Index of D ifferen tiation , a crude estim ate of classification , 

provided largely  non-sign ifican t associations. T he chi-  

square technique, derived from  a discrim inan t analysis  

system , m axim izes the probability of correct classifica ­

tion . W ith both techniques, there w as considerab le m is-  

classification  as evidenced by the lack of m any sign ifi­

can t te trachoric correlation coefficien ts. E xam ination of  

the contingency tab les (see T ables 10 and 11) revealed  

that there w as a tendency to place less than the actually  

observed num ber of Ss in to the "pred icted '’ group .

Fifth , the non-sign ifican t resu lts m ay be a function  

of the value of In itia l valid ity coefficien t and sam ple  

size. It is difficu lt and perhaps im practical to attem pt  

to im prove upon a valid ity coefficien t that is relatively  

high . In th is study , the correlation coefficien t (.52)  

betw een G PA and A C T w as adequate. T he basic purpose of  

any m oderator variab le approach is to im prove valid ity  

in situations in w hich pred icto rs are poor. T he higher  

the coefficien t, the m ore difficu lt and less necessary  

it is to im prove valid ity . W hether the sligh t gain
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possib le Is practically sign ificant is a m atter to be 

decided by the ind iv idual m aking the selection decisions. 

H ow ever, Im provem ent can be obtained in situations w hich 

have high orig inal valid ity coeffic ients. For exam ple, 

H obert and D unnette (1967) found a m oderator that im proved  

the valid ity coefficien t from  .65 to .73«

S am ple size is a related prob lem . Sam ple sizes of  

the "prediction ” groups depend on th ree factors: (1)  

valid ity coefficien t fo r the entire sam ple, (2) +D In terval  

for the pred icted group , and (3) num ber of levels w ith in  

the overpredicted and underpred icted groups. T he higher  

the valid ity coefficien t for the to tal sam ple and the  

greater the +D in terval for the pred icted group , the m ore  

unequal are the "pred iction" group sam ple sizes. In  

addition , if m ore than one level of underpred icted or  

overpred icted is used , the sam ple sizes of the levels  

w ith in the unpred lcted groups, especially the m ore extrem e  

levels, becom e sm aller. W ith re la tively sm all and unequal 

sam ple sizes am ong groups, the test for sign ificance  

betw een coeffic ien ts loses pow er.

Psychological C om posltlon of "P rediction" G roups

E xam ination of the m ean and standard deviation of  

each of the discrim inating variab les, in conjunction w ith  

the In terpretation of test scores prov ided by the test  

m anuals, reveals the fo llow ing characteristics of the
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’’pred iction ” groups.

Problem  1. T he predicted group is com posed of  

ind iv iduals w ith re la tively high general in telligence,  

m oderate anxiety , and friend ly disposition . T he under-  

predicted group has relatively low er general in telligence  

and is m ore hostile and anxious. T he overpred icted  

ind iv iduals have relatively  average general in telligence  

and m oderate hostility .

Problem  2. T he pred icted group is characterized  

by m oderate in telligence, anxiety , hostility , and sub ­

m issiveness. T he overpred icted tend to be higher and the  

underpred icted low er on the sam e variab les.

Problem T he predicted group has m oderate  

in telligence and is relatively  m oderate in accep tance of  

educational objectives. In contrast, the overpred icted  

group has relatively  high in telligence but little acceptance  

of educational objectives. T he underpred icted are charac ­

terized by relatively low  In telligence and low  educational  

acceptance.

Problem  4. A gain , the pred icted group is charac ­

terized by m oderateness; m oderate educational acceptance  

and m oderate in telligence. T he overpredicted and under­

pred icted groups have low  educational accep tance, but the  

la tter has low er In telligence than the form er.

Problem T he pred icted group is characterized by
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relatively  m oderate educational accep tance and in telli­

gence, but is sligh tly extroverted . T he overpred icted  

are characterized by In troversion , relatively  higher  

in telligence, but relatively low er educational acceptance.

T he underpred icted are ex troverted , high in educational 

acceptance, and low  in in telligence.

Problem  6 . T he pred icted group is again charac ­

terized by m oderateness; m oderate in telligence and no  

m alad justm ent w ith regard to preference for activ ities  

of either sex . T he overpred icted are sim ilar to the  

pred icted w ith regard to m asculin ity-fem inin ity , but have  

higher in telligence. In contrast, the underpred icted  

have m ore of a preference fo r fem inine activ ities than  

is typ ical of their sex and also have low er in telligence.

In sum m ary , pred icted sub jects are consisten t and  

m oderate on the relevan t variab les. In contrast, the  

underpred icted , w ith low er in telligence, possib ly com pen ­

sate by being higher in other variab les; e.g ., educational  

accep tance. T he overpred icted in general have higher  

in telligence, but their abilities are not fu lly realized  

because of their hostility and low er acceptance of  

educational objectives.

A bsolu te D ifference T echnique

E ducational acceptance (E A ) and teacher approval (T A ) 

w ere iden tified as m oderators in Sam ple A . R esults ind icated
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that subjects w ere m ore predictab le if  they had relatively 

higher acceptance of educational objectives and higher 

approval of their teachers’ m ethods and classroom  behaviors.  

T he resu lts did not hold up in cross-validation in Sam ple  

B , thus supporting the need for verify ing m oderator resu lts  

prio r to m aking decisions (B anas & M oore, 1968).

A lgebraic D ifference T echnique

M -F, "g” , and A -R w ere iden tified th rough their  

correlation w ith + D as possib le m oderators in Sam ple A .

T he only variab le that provided differen tial valid ities  

w as M -F . T he fa ilu re of "g" and A -R to yield differen tia l  

patterns of valid ity  m ay be due to restriction of range.  

M oderator variab les are usually uncorrelated w ith pred icto rs  

or criteria (Z edeck , 1969). In th is study , M -F w as  

uncorrelated w ith G PA and A C T (T able 3) w hereas ”g ” w as  

correlated w ith G PA (.23» £  < .01) and A C T (.38» £ < .01)  

and A -R w as correlated w ith G PA (.42 , £ < .01) and A C T  

(•71» £ < .01). C onsequently , subgrouping on the la tter  

tw o poten tial m oderator variab les w as equivalen t to  

restricting the range on both the predictor and the  

criterion , resu lting in low er valid ity coefficien ts.

W ith regard to M -F, differen tia l valid ities  

appeared in Sam ple A ; for those subjects w ith norm al  

m asculine-fem inine tendencies the valid ity coefficien t  

w as highest. T he problem  of cross-validation is ev iden t  

in th is technique as In the /D / technique.
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Im plications

The data of th is research do not confirm the use 

of discrim inant analysis to identify m oderators in a 

m ultl-predlctab le group validation m odel. L ikew ise, the 

data do not support the use of the algebraic difference 

or absolu te difference (G hiselli, 1956, 1960c) techn iques.  

H ow ever, a consideration of the problem s of discrim inan t  

analysis and those of cross-validation suggests fu rther  

research .

First, fu ture research should be conducted on  

larger sam ple sizes thus lim iting the effect of sam pling  

erro r. Second, to facilitate procedure and in terpretation ,  

no m ore than one level w ith in a "prediction ” group is  

necessary .

T hird , w hen poten tial m oderator variab les in a  

m atrix are sign ifican tly  and highly in tercorrelated , only  

one variab le of the set needs to be em ployed in the  

discrim inant analysis. If the num ber of variab les is  

extrem ely large, factor scores derived from  a factor  

analysis can be used as the dependent variab les in the  

discrim inant analysis.

Fourth , since som e evidence does exist that effective  

m oderator variab les m ay be uncorrelated w ith pred ictors  

and criteria , all poten tial m oderator variab les high ly  

correlated w ith the predictor and/or criterion can be
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elim inated prior to subsequent Investigation in a discrim in­

ant analysis.

Fifth , once the m oderators are determ ined, different­

ia l patterns of valid ity can be ascertained by considering 

the variab les independently , one at a tim e. Thus, a sim ple 

analysis w ould be possib le w ithout in teraction effects.

Jo in t m oderators w ere not found in academ ic situations in  

studies by Z edeck (1969) and Stricker (1966). In add ition , 

the procedure w ould be easier since raw  scores w ould be  

used in classification  as opposed to discrim inan t scores.

Six th , differen t classification procedures from  

the ones in th is study m ight be tried . In add ition , using  

m ore than one discrim inant function for classification  

m ay account fo r m ore of the variance and resu lt in better

outcom es.

T he use of a techn ique such as discrim inant  

analysis in conjunction w ith M PG V does have som e advantages. 

First, if variab les could be found to Iden tify the  "pre ­

diction ” groups, then greater em phasis in the fu tu re w ill  

be placed on reliab ility of instrum ents. Second , m ain tain ing  

differences am ong unpred ictab le ind iv iduals enhances  

psycholog ical understanding and leads to differen t priori­

ties of selection . For exam ple, suppose tw o ind iv iduals  

had the sam e accep tab le pred ictor score but differen t  

m oderator scores. O n the basis of m oderator scores, if one
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ind iv idual w as placed in the underpred icted group and the  

other in the pred icted group , then the M P G V concept 

suggests hiring the form er before the la tter. In essence, 

M P G V reduces the am ount of “ifilsses” m ore than does the  

absolu te difference technique.

Finally , a system atic technique for selection of  

m oderator variab les w ould allow  us to exam ine larger  

m asses of data and select those variab les w hich serve as  

m oderators. A system atic techn ique is m ore efficien t  

than in tu ition for discovering or develop ing m oderator

variab les.
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