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Abstract— In this work, we investigate how to make use of
model reduction techniques to identify the vulnerability of a
closed-loop system, consisting of a plant and a supervisor, that
might invite attacks. Here, the system vulnerability refers to the
existence of key observation sequences that could be exploited
by a specific smart sensor attack to cause damage infliction. We
consider a nondeterministic smart attack, i.e., there might exist
more than one attack choice over each received observation,
and adopt our previously proposed modeling framework, where
such an attack is captured by a standard finite-state automaton.
For a given supervisor S and a smart sensor attack model A,
another smart attack model A′ is called attack equivalent to
A with respect to S, if the resulting compromised supervisor,
defined as the composition of the supervisor S and attack model
A′, is control equivalent to the original compromised supervisor,
defined as the composition of S and A. Following the spirit
of supervisor reduction that relies on the concept of control
congruence, we will show that, this problem of synthesizing
a reduced smart attack model A′ that is attack equivalent
to A with respect to S, can be transformed to a classical
supervisor reduction problem, making all existing synthesis
tools available for supervisor reduction directly applicable to
our problem. A simplified and ideally minimum-state attack
model can reveal all necessary observation sequences for the
attacker to be successful, thus, reminds system designers to take
necessary precautions in advance, which may improve system
resilience significantly. An example is presented to show the
effectiveness of our proposed attack model reduction technique
to identify the system vulnerability.

I. INTRODUCTION

As an integration of cyber information and physical world,
cyber-physical systems (CPS) has been playing a much more
significant role in the modern society due to its precise
control, remote collaboration and autonomous functions. The
realization of these powerful features heavily relies on the
network system (cyber part), which might be compromised
and taken use of to cause irreparable damage by malicious
attackers. Recently, the security issue of cyber-physical sys-
tems has drawn a lot of attention from both the computer
science community and the systems control community.
Quite a few works have been devoted to the cyber security
issues related to control, optimization, and computation [1]-
[6].

In the DES community, plenty of studies on security
issues have emerged and could be categorized into three
classes: 1) attack detection and security verification [7]-
[12], 2) synthesis of attackers [13]-[23], and 3) synthesis
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of resilient supervisors [21], [24]-[30]. For the synthesis
of attackers, the previous works target to find a set of
attack sequences that could provide the attackers with a
specific attack strategy of implementing attacks on sensors
and actuators such that damage infliction could be caused on
the system. However, there usually exist multiple attackers
that could successfully lead the system to a damage state and
the methods adopted in the previous works might result in the
synthesis of attackers with numerous states and transitions,
making it quite difficult for the system designers to intuitively
discover the system flaws in terms of security and then
designing efficient defending strategies. Thus, motivated by
the advantage of a simplified and intuitive attack strategy, in
this work, we study how to identify the system vulnerability
under a smart sensor attack by designing an attack model
reduction technique. Here, the system vulnerability refers to
those key observation sequences fired by the plant, which
could be taken use of by the attacker to determine attack
actions. The contribution of this work is: We design an
efficient attack model reduction method that could potentially
compute the minimum-state attack model, which could reveal
all necessary observation sequences for the attacker to be
successful. Such a technique could assist system designers
in quickly understanding and pinpointing the weaknesses that
might bring about security risks, and designing precautionary
measures, e.g., synthesizing resilient supervisors, to prevent
the malicious attackers from disturbing the system opera-
tions, and thus improve the resilience.

This paper is organized as follows. In Section II, we recall
the preliminaries which are needed for understanding this
paper. In Section III, we introduce the system setup and
present the model constructions, based on which the attack
model reduction technique is presented. An example to show
the effectiveness of the proposed method is given in Section
IV. Finally, the conclusions are drawn in Section V.

II. PRELIMINARIES

Given a finite alphabet Σ, let Σ∗ be the free monoid over Σ
with the empty string ε being the unit element and the string
concatenation being the monoid operation. For a string s, |s|
is defined as the length of s. Given two strings s, t ∈ Σ∗, we
say s is a prefix substring of t, written as s ≤ t, if there exists
u ∈ Σ∗ such that su = t, where su denotes the concatenation
of s and u. A language L ⊆ Σ∗ is a set of strings. The prefix
closure of L is defined as L = {u ∈ Σ∗ | (∃v ∈ L)u ≤
v}. The event set Σ is partitioned into Σ = Σc∪̇Σuc =
Σo∪̇Σuo, where Σc (respectively, Σo) and Σuc (respectively,
Σuo) are defined as the sets of controllable (respectively,

ar
X

iv
:2

20
1.

10
24

7v
1 

 [
ee

ss
.S

Y
] 

 2
5 

Ja
n 

20
22



observable) and uncontrollable (respectively, unobservable)
events, respectively. As usual, Po : Σ∗ → Σ∗o is the natural
projection defined such that
(1) Po(ε) = ε,

(2) (∀σ ∈ Σ)Po(σ) =

{
σ σ ∈ Σo,
ε otherwise,

(3) (∀s ∈ Σ∗, σ ∈ Σ)Po(sσ) = Po(s)Po(σ).
A finite state automaton G over Σ is given by a 5-tuple
(Q,Σ, ξ, q0, Qm), where Q is the state set, ξ : Q× Σ→ Q
is the (partial) transition function, q0 ∈ Q is the initial state,
and Qm is the set of marker states. We write ξ(q, σ)! to mean
that ξ(q, σ) is defined and also view ξ ⊆ Q × Σ × Q as a
relation. EnG(q) = {σ ∈ Σ|ξ(q, σ)!}. ξ is also extended
to the (partial) transition function ξ : Q × Σ∗ → Q and
the transition function ξ : 2Q × Σ → 2Q [31], where the
later is defined as follows: for any Q′ ⊆ Q and any σ ∈ Σ,
ξ(Q′, σ) = {q′ ∈ Q|(∃q ∈ Q′)q′ = ξ(q, σ)}. Let L(G) and
Lm(G) denote the closed-behavior and the marked behavior
of G [31], respectively. When Qm = Q, we shall also write
G = (Q,Σ, ξ, q0) for simplicity. We denote by |Q| the size of
the state set Q. When the state set is not explicitly mentioned,
we also write |G| for the size of an automaton, namely the
size of its state set.

As usual, for any two finite state automata G1 =
(Q1,Σ1, ξ1, q1,0, Q1,m) and G2 = (Q2,Σ2, ξ2, q2,0, Q2,m),
where EnG1

(q) = {σ|ξ1(q, σ)!} and EnG2
(q) =

{σ|ξ2(q, σ)!}, their synchronous product [32] is denoted as
G1||G2 := (Q1×Q2,Σ1 ∪Σ2, ζ, (q1,0, q2,0), Q1,m×Q2,m),
where the (partial) transition function ζ is defined as follows:
for any (q1, q2) ∈ Q1 ×Q2 and σ ∈ Σ:

ζ((q1, q2), σ) :=
(ξ1(q1, σ), ξ2(q2, σ)) if σ ∈ EnG1

(q1) ∩ EnG2
(q2),

(ξ1(q1, σ), q2) if σ ∈ EnG1
(q1)\Σ2,

(q1, ξ2(q2, σ)) if σ ∈ EnG2(q2)\Σ1,
not defined otherwise.

For a plant G modelled as a deterministic finite state
automaton G = (Q,Σ, ξ, q0, Qm), a (feasible) supervisor of
G under Po : Σ∗ → Σ∗o is a finite state automaton S such
that the controllability and observability constraints [31] are
satisfied on the closed-loop system behaviors L(G||S).

Supervisor reduction: For a plant G, there may exist more
than one supervisor that achieves a control objective, e.g.,
ensures that the closed-loop system behavior is contained in
a predefined requirement language E ⊆ Σ∗. Two supervisors
S1 and S2 of G are control equivalent [33] if L(G||S1) =
L(G||S2) and Lm(G||S1) = Lm(G||S1). Let F(G,S) be
the collection of all feasible supervisors of G under partial
observation Po, which are control equivalent to a given
supervisor S. It is desirable to find one supervisor S∗ ∈
F(G,S) such that for all S′ ∈ F(G,S) we have |S∗| ≤ |S′|,
i.e., the supervisor S∗ has the minimum number of states.
It has been shown in [33] that, unfortunately, finding S∗
based on the concept of control covers is NP-hard, even for
a supervisor under full observation. Each control cover is a
collection of subsets of states in S, in which the states of

each subset are “control consistent”. Thus, by grouping those
compatible states of S together, we may get a new reduced
supervisor S′ such that (1) S′ is control equivalent to S;
(2) |S′| < |S|. For more details on supervisor reduction, We
refer readers to [33]-[35].

III. IDENTIFICATION OF SYSTEM
VULNERABILITY VIA ATTACK MODEL

REDUCTION

In this section, we shall explain how to make use of
model reduction techniques to identify the vulnerability of a
closed-loop system, consisting of a plant and a supervisor,
that might invite attacks. Our idea is: Firstly, we show the
method of transforming a sensor attacker to a new supervisor
for a new surrogate plant in the standard Ramadge-Wonham
supervisory control problem [17]-[19]. Then, based on the
transformed result, the attack model reduction problem is
naturally reduced to the well-studied supervisor reduction
problem.

A. Component modelling under sensor attack

In supervisory control of discrete-event systems [31],
the plant G is under the control of a supervisor S over
some control constraint (Σc,Σo). However, considering the
security issues in a cyber-threat environment, there might
exist an attacker that could partially observe the system
behaviors and carry out attacks to cause damage infliction
on the plant. Specifically, in this work, we assume a sensor
attacker is deployed in the closed-loop system to alter
sensor readings such that the supervisor is deceived into
issuing inappropriate control commands under fake sensor
information. Next, we shall introduce how to model some
components in supervisory control of discrete-event systems
under sensor attack, mostly following the framework in [19].

Plant: As usual, the plant G is modelled as a finite state
automaton G = (Q,Σ, ξ, q0, Qd), where Qd ⊆ Q is the set
of damage states. Any state of Qd is a goal state that the
sensor attack targets to induce G to reach.

Supervisor: Under the absence of attacks, the super-
visor S is modelled as a finite state automaton S =
(Qs,Σ, ξs, q

init
s ), where all states are marked. The control

command issued by the supervisor S at state q ∈ Qs is
defined to be Γ(q) = EnS(q) = {σ ∈ Σ|ξs(q, σ)!} ∈ Γ =
{γ ⊆ Σ|Σuc ⊆ γ}, where Γ is the set of control commands.
We assume the supervisor S will immediately issue a control
command to the plant whenever an event σ ∈ Σo is received
or when the system initiates.

Next, we shall present a transformation construction pro-
cedure [19], based on which we are able to view a sensor
attacker as a new supervisor for a new surrogate plant.

Sensor attack constraints: In this work, the sensor
attacker is assumed to 1) implement replacement attack, 2)
observe the events in Σo,a ⊆ Σo, where Σo is the set of
observable events of the plant, and 3) attack the events in
Σs,a ⊆ Σo,a, where Σs,a is the set of compromised events of
the plant. We shall construct a model, named as sensor attack



constraints AC [18], [19], to capture the attack capabilities
of the sensor attacker, which is presented as follows:

AC = (Qac,Σac, ξac, q
init
ac )

• Qac = {qinitac , qobs}
• Σac = Σ ∪ Σ#

s,a

• ξac : Qac × Σac → Qac

The (partial) transition function ξac is defined as follows:

1. For any σ ∈ Σ− Σs,a, ξac(qinitac , σ) = qinitac .
2. For any σ ∈ Σs,a, ξac(qinitac , σ) = qobs.
3. For any σ ∈ Σs,a, ξac(qobs, σ#) = qinitac .

In the event set, any event σ# ∈ Σ#
s,a is a relabelled copy

of σ ∈ Σs,a, denoting the compromised event σ sent by
the sensor attacker. Such an event relabelling also implies
that the supervisor could only observe Σ#

s,a instead of Σs,a,
which allows us to capture the sensor attack effects. The
(partial) transition function ξac says that, the observation of
any event in Σs,a would lead to a transition to the state qobs,
denoted by Case 2, and then the sensor attacker may perform
replacement attack, denoted by Case 3. In the following text,
we shall refer to Cac = (Σ#

s,a,Σo,a ∪Σ#
s,a) as the attacker’s

control constraint, that is, the sensor attacker could only
disable events in Σ#

s,a and observe events in Σo,a ∪ Σ#
s,a,

and (Σo,a,Σs,a) as the attack constraint.
Transformed supervisor under attack: We perform the

next two steps to generate this model.
Step 1: Supervisor bipartization. We shall firstly carry out

a bipartization transformation on supervisor S to explicitly
encode the control command sending phase. For any super-
visor S = (Qs,Σ, ξs, q

init
s ), the procedure to construct a

bipartite supervisor BT (S) [17]-[19] is given as follows:

BT (S) = (Qbs,Σbs, ξbs, q
init
bs )

1. Qbs = Qs ∪Qcoms , where Qcoms := {qcom | q ∈ Qs}
2. Σbs = Σ ∪ Γ

3. a. (∀qcom ∈ Qcoms ) ξbs(q
com,Γ(q)) = q.

b. (∀q ∈ Qs)(∀σ ∈ Σuo) ξs(q, σ)! ⇒ ξbs(q, σ) =
ξs(q, σ) = q.

c. (∀q ∈ Qs)(∀σ ∈ Σo) ξs(q, σ)! ⇒ ξbs(q, σ) =
(ξs(q, σ))com.

4. qinitbs = (qinits )com

Step 2: Attacked bipartite supervisor. For a transformed
bipartite supervisor BT (S), due to the effects of event
relabellings for Σs,a, we need to relabel any event σ ∈ Σs,a
to σ#, in order to reflect the receiving of the attacked
copy σ# instead of σ at the supervisor side. The generated
new model is denoted as bipartite supervisor under attack
BT (S)A [17]-[19], whose construction procedure is given
as follows:

BT (S)A = (Qbs,a,Σbs,a, ξbs,a, q
init
bs,a)

1. Qbs,a = Qbs ∪ {qno,covert} = Qs ∪Qcoms ∪ {qno,covert}
2. Σbs,a = Σ ∪ Σ#

s,a ∪ Γ

3. a. (∀q, q′ ∈ Qs)(∀σ ∈ Σs,a) ξbs(q, σ) = q′ ⇒
ξbs,a(q, σ#) = q′ ∧ ξbs,a(q, σ) = q.

b. (∀q, q′ ∈ Qbs)(∀σ ∈ (Σ−Σs,a)∪Γ) ξbs(q, σ) = q′ ⇒
ξbs,a(q, σ) = q′.

c. (∀q ∈ Qs)(∀σ ∈ Σs,a)¬ξbs(q, σ)! ⇒ ξbs,a(q, σ#) =
qno,covert.

d. (∀q ∈ Qs)(∀σ ∈ Σo − Σs,a)¬ξbs(q, σ)! ⇒
ξbs,a(q, σ) = qno,covert.

4. qinitbs,a = qinitbs

In the (partial) transition function ξbs,a, at Step 3.a, 1) all
the transitions labelled by events in Σs,a are replaced with
the copies in Σ#

s,a, denoted by ξbs,a(q, σ#) = q′, and 2) the
transitions labelled by events in Σs,a and originally defined in
BT (S) at state q would become self-loops since these events
can be fired and are unobservable to the supervisor, denoted
by ξbs,a(q, σ) = q. At Step 3.b, all the other transitions,
labelled by events in (Σ− Σs,a) ∪ Γ, are retained. Step 3.c
and Step 3.d encode the covertness-broken situations, that is,
the attacker is discovered [19].

Command execution: The command execution automa-
ton CE is constructed to describe the phase from using a
control command to executing an event at the plant [17]-
[19], which is given as follows:

CE = (Qce,Σce, ξce, q
init
ce )

• Qce = {qγ |γ ∈ Γ} ∪ {qinitce }
• Σce = Γ ∪ Σ

• ξce : Qce × Σce → Qce

The (partial) transition function ξce is defined as follows:
1. For any γ ∈ Γ, ξce(qinitce , γ) = qγ .
2. For any σ ∈ γ ∩ Σuo, ξce(qγ , σ) = qγ .
3. For any σ ∈ γ ∩ Σo, ξce(qγ , σ) = qinitce .

With such a command execution automaton and the
bipartite supervisor construction procedure, the control
equivalence could also be formulated as follows:
two supervisors S1 and S2 are control equivalent
if L(G||CE||BT (S1)) = L(G||CE||BT (S2)) and
Lm(G||CE||BT (S1)) = Lm(G||CE||BT (S2)).

Sensor attacker: The sensor attack model is a finite state
automaton A = (Qa,Σa = Σ ∪ Σ#

s,a, ξa, q
init
a ) [18], [19],

where all states are marked, then we have the closed-loop
system is G||CE||BT (S)A||A. The sensor attack model
A should satisfy: 1) the controllability and observability
[31] w.r.t. the control constraint Cac are satisfied on the
closed-loop system behaviors L(G||CE||BT (S)A||A), and
2) L(A) ⊆ L(AC), that is, the sensor attacker should always
follow the attack mechanism modelled by AC. In this work,
the sensor attack model A is known and we assume it is
covert [18], [19], that is, the supervisor would not discover
the sensor information inconsistency by comparison with
the closed-loop system behavior in the absence of attack,
which could be generated from models of the plant and
supervisor. Our goal in this work is to compute a reduced
attack model with a simplified attack logic for A to reveal all



the necessary observation sequences for successfully causing
damage infliction.

B. Attack model reduction
Based on the component models presented in Section III-

A, the closed-loop system under sensor attack is

B = G||CE||BT (S)A||A = (Qb,Σb, ξb, q
init
b , Qb,m)

We could then view G||CE||BT (S)A as a new plant
and the sensor attacker A as a new supervisor over the
control constraint Cac, which completes the transformation
procedure from a sensor attacker to a new supervisor for
a new surrogate plant in the standard Ramadge-Wonham
supervisory control problem.

Definition III.1 (Compromised supervisor under sensor
attack) Given a plant G, a supervisor S and a sensor attacker
A, BT (S)A||A is the compromised supervisor under sensor
attack A for G.

Definition III.2 (Attack equivalence) Given a plant G,
a supervisor S and an attack constraint (Σo,a,Σs,a),
two sensor attackers A and A′ over (Σo,a,Σs,a) are at-
tack equivalent on (G,S) if L(G||CE||BT (S)A||A) =
L(G||CE||BT (S)A||A′) and Lm(G||CE||BT (S)A||A) =
Lm(G||CE||BT (S)A||A′), that is, two compromised super-
visors under sensor attack BT (S)A||A and BT (S)A||A′ are
control equivalent on the plant G.

In this work, given a plant G = (Q,Σ, ξ, q0, Qd), a
supervisor S = (Qs,Σ, ξs, q

init
s ), a sensor attacker A =

(Qa,Σa = Σ ∪ Σ#
s,a, ξa, q

init
a ) and an attack constraint

(Σo,a,Σs,a), we need to find a reduced sensor attack model
A′ such that A and A′ over (Σo,a,Σs,a) are attack equivalent
on (G,S). Based on the above-analyzed transformation
result, that is, viewing G||CE||BT (S)A as a new plant
and the sensor attacker A as a new supervisor, we could
naturally transform the attack model reduction problem to
the supervisor reduction problem [33]-[35], to generate the
desired A′. Next, we shall define the following pieces of
information:
• Let EnA : Qa → 2Σa with

q 7→ EnA(q) := {σ ∈ Σa|ξa(q, σ)!}

be the (A-)enabled event set at state q ∈ Qa.
• Let DA : Qa → 2Σa with

q 7→ DA(q) := {σ ∈ Σa|¬ξa(q, σ)! ∧ (∃s ∈ L(G||CE||
BT (S)A))sσ ∈ L(G||CE||BT (S)A) ∧ ξa(qinita , s) = q}

be the (A-)disabled event set at state q ∈ Qa.
To obtain the (A-)enabled event set at state q ∈ Qa,
we just need to check the transition structure of A. To
determine DA(q) for each state q ∈ Qa, we can first
compute the product G||CE||BT (S)A||A, and then check
in G||CE||BT (S)A||A each state tuple (qG, qce, qbs,a, q)
associated with the state q ∈ Qa.

Let R ⊆ Qa×Qa be a binary relation, where (q, q′) ∈ R
iff the following property hold:

EnA(q) ∩DA(q′) = EnA(q′) ∩DA(q) = ∅

We call R the binary compatibility relation over Qa [34].
This condition requires that no event enabled at one state can
be disabled at the other state. For any two states satisfying
R, they may potentially be merged together, if their suffix
behaviors are “compatible”, which could be captured in the
following definition. Let I be a finite index set.

Definition III.3 A collection C = {(Qa,i, i)|Qa,i ⊆ Qa ∧
i ∈ I} is a control congruence [33] on A if

1)
⋃
i∈I

Qa,i = Qa, (∀(Qa,i, i), (Qa,j , j) ∈ 2Qa × I)i = j ⇒

Qa,i = Qa,j ∧ i 6= j ⇒ Qa,i ∩Qa,j = ∅
2) (∀i ∈ I)Qa,i 6= ∅ ∧ (∀q, q′ ∈ Qa,i)(q, q′) ∈ R
3) (∀i ∈ I)(∀σ ∈ Σa)(∃j ∈ I)[(∀q ∈ Qa,i)ξa(q, σ)! ⇒

ξa(q, σ) ∈ Qa,j ]

Given a control congruence C = {(Qa,i, i)|Qa,i ⊆ Qa ∧
i ∈ I} on A, we shall construct an induced sensor attacker
AC = (I,Σa, κ, i0), where

• i0 ∈ I such that qinita ∈ Qa,i0
• κ : I × Σa → I is the (partial) transition function such

that for each i ∈ I and σ ∈ Σa, κ(i, σ) := j if j
is chosen to satisfy the following property: there exists
q ∈ Qa,i such that ξa(q, σ) ∈ Qa,j and

(∀q′ ∈ Qa,i)ξa(q′, σ)!⇒ ξa(q′, σ) ∈ Qa,j

otherwise, κ is not defined.

Theorem III.1: Given a sensor attacker A = (Qa,Σa =
Σ ∪ Σ#

s,a, ξa, q
init
a ) for a closed-loop system, consisting

of a plant G = (Q,Σ, ξ, q0, Qd) and a supervisor S =
(Qs,Σ, ξs, q

init
s ), let C = {(Qa,i, i)|Qa,i ⊆ Qa ∧ i ∈ I}

be a control congruence on A, and AC be an induced sensor
attacker from C. Then AC is attack equivalent to A.

Proof: To prove AC is attack equivalent to
A, we need to show L(G||CE||BT (S)A||A) =
L(G||CE||BT (S)A||AC) and Lm(G||CE||BT (S)A||A) =
Lm(G||CE||BT (S)A||AC). Based on the above-analyzed
transformation result, that is, viewing G||CE||BT (S)A

as a new plant and the sensor attacker A as a new
supervisor, we just need to prove the following result:
Given a supervisor A = (Qa,Σa = Σ ∪ Σ#

s,a, ξa, q
init
a )

for a plant G||CE||BT (S)A, and a control congruence
C = {(Qa,i, i)|Qa,i ⊆ Qa ∧ i ∈ I} on A, an induced
supervisor AC from C is control equivalent to A. To prove
it, we could directly follow the proof of Proposition 2.1 in
[33]. �

To accomplish the sensor attack model reduction, let

C := {[q] ⊆ Qa|q ∈ Qa ∧ q ∈ [q]}

be a control congruence on A, initially set to be

(∀q ∈ Qa)[q] := {q}

then we could adopt a polynomial-time algorithm, named as
Reduction algorithm (RA), in [33] to generate a new control
congruence, whose induced sensor attacker AC is unique
[33].



IV. EXAMPLE

We adopt the water tank example of [19] in this work.
The system has a constant supply rate, a tank, and a
control valve at the bottom of the tank controlling the
outgoing flow rate. We assume that the valve can only be
fully open or fully closed, corresponding to two events:
open and close. The water level can be measured, whose
value can trigger some predefined events that represent
the water levels: low (L), high (H), and extremely high
(EH). The models of the plant G and the supervisor S are
shown in Fig. 1. (a) and (b), respectively. The state marked
red is the damage state of G. Double-edged circles are
marker states. Σo = Σ = {L,H,EH, close, open}. Σc =
{close, open}. Σo,a = {L,H,EH, close, open}, Σs,a =
{L,H,EH}. Γ = {v1, v2, v3, v4}, where v1 = {L,H,EH},
v2 = {L,H,EH, close}, v3 = {L,H,EH, open} and
v4 = {L,H,EH, close, open}. The bipartite supervisor
under attack BT (S)A, command execution automaton CE
and sensor attack constraints AC are shown in Fig. 2, Fig.
3. (a) and Fig. 3. (b), respectively.
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H
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Fig. 1: (a) Plant G. (b) Supervisor S.
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Fig. 2: Bipartite supervisor under attack BT (S)A

To show the effectiveness of the developed attack model
reduction technique, we take the covert damage-nonblocking
sensor attacker A synthesized in [19], shown in Fig. 4, as an
instance. The reduced attack model A′ is shown in Fig. 5. By
comparison, on one hand, A has 14 states while the reduced
model A′ only has 3 states, thus, the compression ratio [33]
is 14

3 ≈ 4.67, which numerically verifies the effectiveness of
our attack model reduction method. On the other hand, it can
be seen that the attack model A is complex and not easy for
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Fig. 3: (a) Command execution automaton CE. (b) Sensor
attack constraints AC.

close v1

v2

v3

L

L
#

L
#

L

v1

H

open

H

H
#

H
#

L
#

L
#

v2

close

v1 EH

L
#

H
#

EH
#

v2 v3

close

L

L
#

L
#

L

H

open

H

H
#

H
#

L
#

L
#

close

EH

L
#

H
#

EH
#

Fig. 4: Sensor attacker A (14 states)

designers to grasp the attack logic. However, after the attack
model reduction, the reduced model A′ clearly and intuitively
reveals the key observation sequence that could induce the
damage infliction, that is, to lead to the occurrence of the
event EH (water level becomes extremely high), once the
sensor attacker receives H , it should alter it into L#. Then,
based on the model S, the supervisor would issue the control
command v2 = {L,H,EH, close} under the fake sensor
information L#, and the valve is closed, resulting in that
the water level finally becomes extremely high, meaning the
damage infliction goal is achieved.
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Fig. 5: Reduced sensor attacker A′ (3 states)

V. CONCLUSIONS

This work investigates how to identify the system vul-
nerability under sensor attack via attack model reduction
technique. By constructing appropriate component models,
we have shown that the attack model reduction problem
could naturally be reduced to the well-studied supervisor re-
duction problem, which allows many existing tools to be used
without devoting efforts to develop new techniques. This
reduced attack model could provide a simplified attack logic,
which discloses the key observation sequences resulting in
the damage infliction, and thus guide system designers to fix
bugs and improve security level. Furthermore, following the
same spirit of this work, a distributed attack strategy that



ensures attack equivalence can be developed, similar to the
strategy of supervisor localization [31], [36], which might
simplify the attack and make it more covert.
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