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The centrality dependence of transverse momentum distributions and yields for p± ,K± , p, and p̄ in Au
+Au collisions at ÎsNN=200 GeV at midrapidity are measured by the PHENIX experiment at the Relativistic
Heavy Ion Collider. We observe a clear particle mass dependence of the shapes of transverse momentum
spectra in central collisions below ,2 GeV/c in pT. Both mean transverse momenta and particle yields per
participant pair increase from peripheral to midcentral and saturate at the most central collisions for all particle
species. We also measure particle ratios of p− /p+, K− /K+, p̄ / p, K /p, p /p, and p̄ /p as a function of pT and
collision centrality. The ratios of equal mass particle yields are independent of pT and centrality within the
experimental uncertainties. In central collisions at intermediate transverse momenta ,1.5–4.5 GeV/c, proton
and antiproton yields constitute a significant fraction of the charged hadron production and show a scaling
behavior different from that of pions.
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I. INTRODUCTION

The motivation for ultrarelativistic heavy-ion experiments
at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven
National Laboratory is the study of nuclear matter at ex-
tremely high temperature and energy density with the hope
of creating and detecting deconfined matter consisting of
quarks and gluons—the quark gluon plasma (QGP). Lattice
QCD calculations [1] predict that the transition to a decon-
fined state occurs at a critical temperature Tc<170 MeV and
an energy density e<2 GeV/fm3. Based on the Bjorken es-
timation [2] and the measurement of transverse energy sETd
in Au+Au collisions at ÎsNN=130 GeV [3] and 200 GeV,
the spatial energy density in central Au+Au collisions at
RHIC is believed to be high enough to create such decon-
fined matter in a laboratory [3].

The hot and dense matter produced in relativistic heavy-
ion collisions may evolve through the following scenario:
preequilibrium, thermal (or chemical) equilibrium of partons,
possible formation of QGP or a QGP-hadron gas mixed state,
a gas of hot interacting hadrons, and finally, a freeze-out state
when the produced hadrons no longer strongly interact with
each other. Since produced hadrons carry information about
the collision dynamics and the entire space-time evolution of
the system from the initial to the final stage of collisions, a
precise measure of the transverse momentum spTd distribu-
tions and yields of identified hadrons as a function of colli-
sion geometry is essential for the understanding of the dy-
namics and properties of the created matter.

In the low pT region s,2 GeV/cd, hydrodynamic models
[4,5] that include radial flow successfully describe the mea-
sured pT distributions in Au+Au collisions at ÎsNN

=130 GeV [6–8]. The pT spectra of identified charged had-
rons below pT<2 GeV/c in central collisions have been
well reproduced by two simple parameters: transverse flow
velocity bT and freeze-out temperature T fo [8] under the as-
sumption of thermalization with longitudinal and transverse
flow [4]. The particle production in this pT region is consid-
ered to be dominated by secondary interactions among pro-
duced hadrons and participating nucleons in the reaction
zone. Another model which successfully describes the par-
ticle abundances at low pT is the statistical thermal model
[9]. Particle ratios have been shown to be well reproduced by
two parameters: a baryon chemical potential mB and a chemi-
cal freeze-out temperature Tch. It is found that there is an
overall good agreement between measured particle ratios at
ÎsNN=130 GeV Au+Au and the thermal model calculations
[10,11].

On the other hand, at high pT sù4 GeV/cd the dominant
particle production mechanism is the hard scattering de-
scribed by perturbative quantum chromodynamics (pQCD),
which produces particles from the fragmentation of energetic
partons. One of the most interesting observations at RHIC is
that the yield of high pT neutral pions and nonidentified
charged hadrons in central Au+Au collisions at RHIC are
below the expectation of the scaling with the number of
nucleon-nucleon binary collisions, Ncoll [12–14]. This effect
could be a consequence of the energy loss suffered by par-
tons moving through deconfined matter [15,16]. It has also

been observed that the yield of neutral pions is more strongly
suppressed than that for nonidentified charged hadrons [12]
in central Au+Au collisions at RHIC. Another interesting
feature is that the proton and antiproton yields in central
events are comparable to that of pions at pT<2 GeV/c [6],
differing from the expectation of pQCD. These observations
suggest that a detailed study of particle composition at inter-
mediate pTs<2–4 GeV/cd is very important to understand
hadron production and collision dynamics at RHIC.

The PHENIX experiment [17] has a unique hadron iden-
tification capability in a broad momentum range. Pions and
kaons are identified up to 3 GeV/c and 2 GeV/c in pT, re-
spectively, and protons and antiprotons can be identified up
to 4.5 GeV/c by using a high resolution time-of-flight detec-
tor [18]. Neutral pions are reconstructed via p0

→gg up to
pT<10 GeV/c through an invariant mass analysis of g pairs
detected in an electromagnetic calorimeter [19] with wide
azimuthal coverage. During the measurements of Au+Au
collisions at ÎsNN=200 GeV in year 2001 at RHIC, the
PHENIX experiment accumulated enough events to address
the above issues at intermediate pT as well as the particle
production at low pT with precise centrality dependences. In
this paper, we present the centrality dependence of pT spec-
tra, kpTl, yields, and ratios for p±, K±, p, and p̄, in Au+Au
collisions at ÎsNN=200 GeV at midrapidity measured by the
PHENIX experiment. We also present results on the scaling
behavior of charged hadrons compared with results of p0

measurements [14], which have been published separately.
The paper is organized as follows. Section II describes the

PHENIX detector used in this analysis. In Sec. III the analy-
sis details including event selection, track selection, particle
identification, and corrections applied to the data are de-
scribed. The systematic errors on the measurements are also
discussed in this section. For the experimental results, cen-
trality dependence of pT spectra for identified charged par-
ticles is presented in Sec. IV A, and transverse mass spectra
are given in Sec. IV B. Particle yields and mean transverse
momenta as a function of centrality are presented in Sec.
IV C. In Sec. IV D the systematic study of particle ratios as a
function pT and centrality is presented. Section IV E studies
the scaling behavior of identified charged hadrons. A sum-
mary is given in Sec. V.

II. PHENIX DETECTOR

The PHENIX experiment is composed of two central
arms, two forward muon arms, and three global detectors.
The east and west central arms are placed at zero rapidity
and designed to detect electrons, photons, and charged had-
rons. The north and south forward muon arms have full azi-
muthal coverage and are designed to detect muons. The glo-
bal detectors measure the start time, vertex, and multiplicity
of the interactions. The following sections describe the parts
of the detector that are used in the present analysis. A de-
tailed description of the complete detector can be found else-
where [17–22].

A. Global detectors

In order to characterize the centrality of Au+Au colli-
sions, zero-degree calorimeters (ZDCs) [21] and beam-beam
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counters (BBCs) [20] are employed. The zero-degree calo-
rimeters are small hadronic calorimeters which measure the
energy carried by spectator neutrons. They are placed 18 m
upstream and downstream of the interaction point along the
beam line. Each ZDC consists of three modules. Each mod-
ule has a depth of two hadronic interaction lengths and is
read out by a single photomultiplier tube (PMT). Both time
and amplitude are digitized for each PMT along with the
analog sum of the three PMT signals for each ZDC.

Two sets of beam-beam counters are placed 1.44 m from
the nominal interaction point along the beam line (one on
each side). Each counter consists of 64 Čerenkov telescopes,
arranged radially around the beam line. The BBC measures
the number of charged particles in the pseudorapidity region
3.0, uh u ,3.9. The correlation between BBC charge sum
and ZDC total energy is used for centrality determination.
The BBC also provides a collision vertex position and start
time information for time-of-flight measurement.

B. Central arm detectors

Charged particles are tracked using the central arm spec-
trometers [22]. The spectrometer on the east side of the
PHENIX detector (east arm) contains the following sub-
systems used in this analysis: drift chamber (DC), pad cham-
ber (PC), and time-of-flight (TOF).

The drift chambers are the closest tracking detectors to
the beam line—at a radial distance of 2.2 m. They measure
charged particle trajectories in the azimuthal direction to de-
termine the transverse momentum of each particle. By com-
bining the polar angle information from the first layer of the
PC with the transverse momentum, the total momentum p is
determined. The momentum resolution is dp / p.0.7%
% 1.0% 3 psGeV/cd, where the first term is due to the mul-
tiple scattering before the DC and the second term is the
angular resolution of the DC. The momentum scale is known
to 0.7%, from the reconstructed proton mass using the TOF.

The pad chambers are multiwire proportional chambers
that form three separate layers of the central tracking system.
The first pad chamber layer (PC1) is located at the radial
outer edge of each drift chamber at a distance of 2.49 m,
while the third layer (PC3) is 4.98 m from the interaction
point. The second layer (PC2) is located at a radial distance
of 4.19 m in the west arm only. PC1 and the DC, along with
the vertex position measured by the BBC, are used in the
global track reconstruction to determine the polar angle of
each charged track.

The time-of-flight detector serves as the primary particle
identification device for charged hadrons by measuring the
stop time. The start time is given by the BBC. The TOF wall
is located at a radial distance of 5.06 m from the interaction
point in the east central arm. This contains 960 scintillator
slats oriented along the azimuthal direction. It is designed to
cover uh u ,0.35 and Df=45° in azimuthal angle. The intrin-
sic timing resolution is s.115 ps, which allows for a
3s p /K separation up to pT.2.5 GeV/c, and 3s K / p sepa-
ration up to pT.4 GeV/c.

III. DATA ANALYSIS

In this section, we describe the event and track selection,
charged particle identification and various corrections, in-

cluding geometrical acceptance, particle decay, multiple scat-
tering and absorption effects, detector occupancy corrections,

and weak decay contributions from L and L̄ to proton and
antiproton spectra. The estimations of systematic uncertain-
ties on the measurements are addressed at the end of this
section.

A. Event selection

For the present analysis, we use the PHENIX minimum
bias trigger events, which are determined by a coincidence
between north and south BBC signals. We also require a
collision vertex within ±30 cm from the center of the spec-
trometer. The collision vertex resolution determined by the
BBC is about 6 mm in Au+Au collisions in minimum bias
events [20]. The PHENIX minimum bias trigger events in-
clude 92.2−3.0

+2.5% of the 6.9 b Au+Au total inelastic cross sec-
tion [14]. Figure 1 shows the correlation between the BBC
charge sum and ZDC total energy for Au+Au at ÎsNN

=200 GeV. The lines on the plot indicate the centrality defi-
nition in the analysis. For the centrality determination, these
events are subdivided into 11 bins using the BBC and
ZDC correlation: 0–5 %, 5–10%, 10–15%, 15–20%,
20–30%, . . ., 70–80%, and 80–92%. Due to the statistical
limitations in the peripheral events, we also use the 60–92%
centrality bin as the most peripheral bin. After event selec-
tion, we analyze 2.023107 minimum bias events, which rep-
resents ,140 times more events than used in our published
Au+Au data at 130 GeV [6,8]. Based on a Glauber model
calculation [8,14] we use two global quantities to character-
ize the event centrality: the average number of participants
kNpartl and the average number of collisions kNcolll associ-
ated with each centrality bin (Table I).

B. Track selection

Charged particle tracks are reconstructed by the DC based
on a combinatorial Hough transform [25]—which gives the
angle of the track in the main bend plane. The main bend

FIG. 1. BBC vs ZDC analog response. The lines represent the
centrality cut boundaries.
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plane is perpendicular to the beam axis (azimuthal direction).
PC1 is used to measure the position of the hit in the longi-
tudinal direction (along the beam axis). When combined with
the location of the collision vertex along the beam axis (from
the BBC), the PC1 hit gives the polar angle of the track.
Only tracks with valid information from both the DC and
PC1 are used in the analysis. In order to associate a track
with a hit on the TOF, the track is projected to its expected
hit location on the TOF. Tracks are required to have a hit on
the TOF within ±2s of the expected hit location in both the
azimuthal and beam directions. Finally, a cut on the energy
loss in the TOF scintillator is applied to each track. This
b-dependent energy loss cut is based on a parametrization of
the Bethe-Bloch formula, i.e., dE /dx<b−5/3, where b
=L / sctTOFd, L is the path length of the track trajectory from
the collision vertex to the hit position of the TOF wall, tTOF
is the time of flight, and c is the speed of light. The flight
path length is calculated from a fit to the reconstructed track
trajectory. The background due to random association of DC/
PC1 tracks with TOF hits is reduced to a negligible level
when the mass cut used for particle identification is applied
(described in the following) section.

C. Particle identification

The charged particle identification (PID) is performed by
using the combination of three measurements: time of flight
from the BBC and TOF, momentum from the DC, and flight

path length from the collision vertex point to the hit position
on the TOF wall. The square of the mass is derived from the
following formula:

m2 =
p2

c2FS tTOF

L/c
D2

− 1G , s1d

where p is the momentum, tTOF is the time of flight, L is a
flight path length, and c is the speed of light. The charged
particle identification is performed using cuts in m2 and
momentum space.

In Fig. 2, a plot of m2 versus momentum multiplied by
charge is shown together with applied PID cuts as solid
curves. We use 2s standard deviation PID cuts in m2 and
momentum space for each particle species. The PID cut is
based on a parametrization of the measured m2 width as a
function of momentum,

s
m2
2 =

sa
2

K1
2 s4m4p2d +

sms
2

K1
2 F4m4S1 +

m2

p2 DG
+

st
2
c2

L2 f4p2sm2 + p2dg , s2d

where sa is the angular resolution, sms is the multiple scat-
tering term, st is the overall time-of-flight resolution, m is
the centroid of m2 distribution for each particle species, and
K1 is a magnetic field integral constant term
of 87.0 mrad GeV. The parameters for PID are sa

=0.835 mrad, sms=0.86 mrad GeV, and st=120 ps.
Through improvements in alignment and calibrations, the
momentum resolution is improved over the 130 GeV data
f8g. The centrality dependence of the width and the mean
position of the m2 distribution has also been checked.
There is no clear difference seen between central and pe-
ripheral collisions. For pion identification above 2 GeV/c,
we apply an asymmetric PID cut to reduce kaon contami-

FIG. 2. (Color online) Mass-squared vs momentum multiplied
by charge distribution in Au+Au collisions at ÎsNN=200 GeV. The
lines indicate the PID cut boundaries for pions, kaons, and protons
(antiprotons) from left to right, respectively.

TABLE I. The average nuclear overlap function skTAuAuld, the
number of nucleon-nucleon binary collisions skNcollld, and the num-
ber of participant nucleons skNpartld obtained from a Glauber Monte
Carlo [8,14] correlated with the BBC and ZDC response for Au
+Au at ÎsNN=200 GeV as a function of centrality. Centrality is
expressed as percentiles of sAuAu=6.9 b with 0% representing the
most central collisions. The last line refers to minimum bias colli-
sions.

Centrality kTAuAul smb−1d kNcolll kNpartl

0–5 % 25.37±1.77 1065.4±105.3 351.4±2.9

0–10% 22.75±1.56 955.4±93.6 325.2±3.3

5–10% 20.13±1.36 845.4±82.1 299.0±3.8

10–15% 16.01±1.15 672.4±66.8 253.9±4.3

10–20% 14.35±1.00 602.6±59.3 234.6±4.7

15–20% 12.68±0.86 532.7±52.1 215.3±5.3

20–30% 8.90±0.72 373.8±39.6 166.6±5.4

30–40% 5.23±0.44 219.8±22.6 114.2±4.4

40–50% 2.86±0.28 120.3±13.7 74.4±3.8

50–60% 1.45±0.23 61.0±9.9 45.5±3.3

60–70% 0.68±0.18 28.5±7.6 25.7±3.8

60–80% 0.49±0.14 20.4±5.9 19.5±3.3

60–92% 0.35±0.10 14.5±4.0 14.5±2.5

70–80% 0.30±0.10 12.4±4.2 13.4±3.0

70–92% 0.20±0.06 8.3±2.4 9.5±1.9

80–92% 0.12±0.03 4.9±1.2 6.3±1.2

min. bias 6.14±0.45 257.8±25.4 109.1±4.1
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nation of the pions. As shown by the lines in Fig. 2, the
overlap region which is within the 2s cuts for both pions
and kaons is excluded. For kaons, the upper momentum
cutoff is 2 GeV/c since the pion contamination level for
kaons is <10% at that momentum. The upper momentum
cutoff on the pions is pT=3 GeV/c—where the kaon con-
tamination reaches <10%. The contamination of protons
by kaons reaches about 5% at 4 GeV/c. Electron sposi-
trond and decay muon background at very low
pT s,0.3 GeV/cd are well separated from the pion mass-
squared peak. The contamination background on each par-
ticle species is not subtracted in the analysis. For protons,
the upper momentum cutoff is set at 4.5 GeV/c due to
statistical limitations and background at high pT. An addi-
tional cut on m2 for protons and antiprotons,
m2.0.6 sGeV/c2d2, is introduced to reduce background.
The lower momentum cutoffs are 0.2 GeV/c for pions,
0.4 GeV/c for kaons, and 0.6 GeV/c for p and p̄. This
cutoff value for p and p̄ is larger than those for pions and
kaons due to the large energy loss effect.

D. Acceptance, decay, and multiple scattering corrections

In order to correct for (1) the geometrical acceptance, (2)
in-flight decay for pions and kaons, (3) the effect of multiple
scattering, and (4) nuclear interactions with materials in the
detector (including antiproton absorption), we use PISA
(PHENIX Integrated Simulation Application), a GEANT
[26] based Monte Carlo (MC) simulation program of the
PHENIX detector. The single-particle tracks are passed from
GEANT through the PHENIX event reconstruction software
[25]. In this simulation, the BBC, TOF, and DC detector
responses are tuned to match the real data. For example, dead
areas of DC and TOF are included, and momentum and time-
of-flight resolution are tuned. The track association to TOF
in both azimuth sfd and along the beam axis szd as a function
of momentum and the PID cut boundaries are parametrized
to match the real data. A fiducial cut is applied to choose
identical active areas on the TOF in both the simulation and
data. We generate 13107 single-particle events for each par-
ticle species (p±, K±, p, and p̄) with low pT enhanced
s,2 GeV/cd+flat pT distributions for high pT (2–4 GeV/c

for pions and kaons, 2–8 GeV/c for p and p̄). 1 The effi-
ciencies are determined in each pT bin by dividing the recon-
structed output by the generated input as expressed as fol-
lows:

eaccsj,pTd =
No. of reconstructed MC tracks

No. of generated MC tracks
, s3d

where j is the particle species. The resulting correction fac-
tors s1/eaccd are applied to the data in each pT bin and for
each individual particle species.

E. Detector occupancy correction

Due to the high multiplicity environment in heavy ion
collisions, which causes high occupancy and multiple hits on
a detector cell such as scintillator slats of the TOF, it is
expected that the track reconstruction efficiency in central
events is lower than that in peripheral events. The typical
occupancy at TOF is less than 10% in the most central Au
+Au collisions. To correct for this effect, we merge single
particle simulated events with real events and calculate the
track reconstruction efficiency for each simulated track as
follows:

emultsi, jd =
No. of reconstructed embedded tracks

No. of embedded tracks
, s4d

where i is the centrality bins and j is the particle species.
This study has been performed for each particle species and
each centrality bin. The track reconstruction efficiencies are
factorized sinto independent terms depending on centrality
and pTd for pT.0.4 GeV/c, since there is no pT depen-
dence in the efficiencies above that pT. Figure 3 shows the
dependence of track reconstruction efficiency for p±, K±,
p, and p̄ as a function of centrality expressed as Npart. The
efficiency in the most central 0–5 % events is about 80%
for protons sp̄d, 83% for kaons, and 85% for pions. Slower
particles are more likely lost due to high occupancy in the
TOF because the system responds to the earliest hit. For
the most peripheral 80–92% events, the efficiency for de-
tector occupancy effect is <99% for all particle species.
The factors are applied to the spectra for each particle
species and centrality bin. Systematic uncertainties on de-
tector occupancy corrections s1/emultd are less than 3%.

1Due to the good momentum resolution at the high pT region, the
momentum smearing effect for a steeply falling spectrum is ,1% at
pT=5 GeV/c. The flat pT distribution up to 5 GeV/c can be used to
obtain the correction factors.

FIG. 3. Track reconstruction efficiency semultd as a function of
centrality. The error bars on the plot represent the systematic errors.
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F. Weak decay correction

Protons and antiprotons from weak decays (e.g., from L

and L̄) can be reconstructed as tracks in the PHENIX spec-
trometer. The proton and antiproton spectra are corrected to
remove the feed-down contribution from weak decays using
a HIJING [27] simulation. HIJING output has been tuned to

reproduce the measured particle ratios of L / p and L̄ / p̄ along
with their pT dependencies in ÎsNN=130 GeV Au+Au colli-
sions [28] which include contribution from J and S0. Cor-
rections for feed-down from S± are not applied, as these
yields were not measured. About 23106 central HIJING
events (impact parameter b=0–3 fm) covering the TOF ac-
ceptance have been generated and processed through the
PHENIX reconstruction software. To calculate the feed-

down corrections, the p̄ / p and L̄ /L yield ratios were as-
sumed to be independent of pT and centrality. The systematic
error due to the feed-down correction is estimated at 6% by

varying the L / p and L̄ / p̄ ratios within the systematic errors
of the ÎsNN=130 GeV Au+Au measurement [28] s±24%d
and assuming mT scaling at high pT. This uncertainty could

be larger if the L / p and L̄ / p̄ ratios change significantly with
pT and beam energy. The fractional contribution to the p sp̄d

yield from L sL̄d ,dfeedspTd, is shown in Fig. 4. The solid
(dashed) lines represent the systematic errors for protons sp̄d.
The obtained factor is about 40% below 1 GeV/c and 30%
at 4 GeV/c. We multiply the proton and antiproton spectra
by the factor Cfeed for all centrality bins as a function of pT:

Cfeedsj,pTd = 1 − dfeedsj,pTd , s5d

where j= p , p̄.

G. Invariant yield

Applying the data cuts and corrections discussed above,
the final invariant yield for each particle species and central-
ity bin are derived using the following equation:

1

2ppT

d2N

dpTdy
=

1

2ppT

1

Nevtsid
CijspTd

N jsi,pTd

DpTDy
, s6d

where y is rapidity, Nevtsid is the number of events in each
centrality bin i ,CijspTd is the total correction factor, and
N jsi , pTd is the number of counts in each centrality bin i,
particle species j, and pT. The total correction factor is com-
posed of

CijspTd =
1

eaccsj,pTd

1

emultsi, jd
Cfeedsj,pTd . s7d

H. Systematic uncertainties

To estimate systematic uncertainties on the pT distribution
and particle ratios, various sets of pT spectra and particle
ratios were made by changing the cut parameters including
the fiducial cut, PID cut, and track association windows
slightly from what was used in the analysis. For each of
these spectra and ratios using modified cuts, the same
changes in the cuts were made in the Monte Carlo analysis.
The absolutely normalized spectra with different cut condi-
tions are divided by the spectra with the baseline cut condi-
tions, resulting in uncertainties associated with each cut con-
dition as a function of pT. The various uncertainties are
added in quadrature. Three different centrality bins (mini-
mum bias, central 0–5 %, and peripheral 60–92%) are used
to study the centrality dependence of systematic errors. The
same procedure has been applied for the following particle
ratios: p− /p+, K− /K+, p̄ / p, K /p, p /p+, and p̄ /p−.

TABLE II. Systematic errors on the pT spectra for central events. All errors are given in percent.

p+ p− K+ K− p p̄

pT range sGeV/cd 0.2–3.0 0.2–3.0 0.4–2.0 0.4–2.0 0.6–3.0 3.0–4.5 0.6–3.0 3.0–4.5

Cuts 6.2 6.2 11.2 9.5 6.6 11.6 6.6 11.6

Momentum scale 3 3 3 3 3 3 3 3

Occupancy correction 2 2 3 3 3 3 3 3

Feed-down correction 6.0 6.0 6.0 6.0

Total 7.2 7.2 12.0 10.4 9.9 13.7 9.9 9.9

FIG. 4. The fractional contribution of protons s p̄d from L sL̄d
decays in all measured protons sp̄d, dfeedspTd, as a function of pT.
The solid (dashed) lines represent the systematic errors for protons
sp̄d. The error bars are statistical errors.
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Table II shows the systematic errors of the pT spectra for
central collisions. The systematic uncertainty on the absolute
value of momentum (momentum scale) is estimated as 3% in
the measured pT range by comparing the known proton mass
to the value measured as protons in real data. It is found that
the total systematic error on the pT spectra is 8–14% in both
central and peripheral collisions. For the particle ratios, the
typical systematic error is about 6% for all particle species.
The dominant source of uncertainties on the central-to-
peripheral ratio scaled by Ncoll sRCPd are the systematic er-
rors on the nuclear overlap function, TAuAu (see Table III).
The systematic errors on dN /dy and kpTl are discussed in
Sec. IV C together with the procedure for the determination
of these quantities.

IV. RESULTS

In this section, the pT and transverse mass spectra and
yields of identified charged hadrons as a function of central-
ity are shown. Also a systematic study of particle ratios in
Au+Au collisions at ÎsNN=200 GeV at midrapidity is pre-
sented.

A. Transverse momentum distributions

Figure 5 shows the pT distributions for pions, kaons, pro-
tons, and antiprotons. The top two plots are for the most
central 0–5 % collisions, and the bottom two are for the most
peripheral 60–92% collisions. The spectra for positive par-
ticles are presented on the left, and those for negative par-
ticles on the right. For pT,1.5 GeV/c in central events, the
data show a clear mass dependence in the shapes of the spec-
tra. The p and p̄ spectra have a shoulder-arm shape, the pion
spectra have a concave shape, and the kaons fall exponen-
tially. On the other hand, in the peripheral events, the mass
dependences of the pT spectra are less pronounced and the pT

spectra are more nearly parallel to each other. Another no-
table observation is that at pT above <2.0 GeV/c in central
events, the p and p̄ yields become comparable to the pion
yields, which is also observed in 130 GeV Au+Au collisions
[6]. This observation shows that a significant fraction of the
total particle yield at pT<2.0–4.5 GeV/c in Au+Au central
collisions consists of p and p̄.

These high statistics Au+Au data at ÎsNN=200 GeV al-
low us to perform a detailed study of the centrality depen-
dence of the pT spectra. In this analysis, we use the 11 cen-
trality bins described in Sec. III A as well as the combined
peripheral bin s60–92%d for each particle species. Figure 6
shows the centrality dependence of the pT spectrum for p+

(left) and p− (right). For clarity, the data points are scaled

TABLE III. Systematic errors on central-to-peripheral ratio sRCPd. All errors are given in percent.

Source sp++p−d /2 sK++K−d /2 sp+ p̄d /2

Occupancy correction (central) 2 3 3

Occupancy correction (peripheral) 2 3 3

kTAuAul s0–10%d 6.9 6.9 6.9

kTAuAul s60–92%d 28.6 28.6 28.6

Total 29.5 29.7 29.7

FIG. 5. Transverse momentum distributions for pions, kaons,
protons, and antiprotons in Au+Au collisions at ÎsNN=200 GeV.
The top two figures show pT spectra for the most central 0–5 %
collisions. The bottom two are for the most peripheral 60–92%

collisions. The error bars are statistical only. The L sL̄d feed-down
corrections for protons (antiprotons) have been applied.

FIG. 6. Centrality dependence of the pT distribution for p+ (left)
and p− (right) in Au+Au collisions at ÎsNN=200 GeV. The differ-
ent symbols correspond to different centrality bins. The error bars
are statistical only. For clarity, the data points are scaled vertically
as quoted in the figure.
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vertically as quoted in the figures. The error bars are statis-
tical only. The pion spectra show an approximately power-
law shape for all centrality bins. The spectra become steeper
(fall faster with increasing pT) for more peripheral collisions.

Figure 7 shows similar plots for kaons. The data can be
well approximated by an exponential function in pT for all
centralities. Finally, the centrality dependence of the pT spec-
tra for protons (left) and antiprotons (right) is shown in Fig.
8. As in Fig. 5, both p and p̄ spectra show a strong centrality
dependence below 1.5 GeV/c, i.e., they develop a shoulder
at low pT and the spectra flatten (fall more slowly with in-
creasing pT) with increasing collision centrality.

Up to pT=1.5–2 GeV/c, it has been found that hydrody-
namic models can reproduce the data well for p±, K±, p, and
p̄ spectra at 130 GeV [8], and also the preliminary data at
200 GeV in Au+Au collisions (e.g., Refs. [5,29]). These
models assume thermal equilibrium and that the created par-
ticles are affected by a common transverse flow velocity bT

and freeze-out (stop interacting) at a temperature T fo with a
fixed initial condition governed by the equation of state
(EOS) of matter. There are several types of hydrodynamic
calculations, e.g., (1) a conventional hydrodynamic fit to the
experimental data with two free parameters, bT and T fo [30],
(2) a combination of hydrodynamics and a hadronic cascade
model [5], (3) transverse and longitudinal flow with simulta-
neous chemical and thermal freeze-outs within the statistical
thermal model [31], (4) requiring the early thermalization
with a QGP type EOS [32]. Despite the differences between
the hydrodynamic models, all models are in qualitative
agreement with the identified single-particle spectra in cen-
tral collisions at low pT as seen in Ref. [8]. However, they
fail to reproduce the peripheral spectra above pT.1 GeV/c

and their applicability in the high pT region s.2 GeV/cd is
limited. Comparison with the detailed centrality dependence
of hadron spectra presented here would shed light on further
understanding of the EOS, chemical properties in the model,
and the freeze-out conditions at RHIC.

B. Transverse mass distributions

In order to quantify the observed particle mass depen-
dence of the pT spectra shape and their centrality depen-
dence, the transverse mass spectra for identified charged had-
rons are presented here. From former studies at lower beam
energies, it is known that the invariant differential cross sec-
tions in p+ p, p+A, and A+A collisions generally show a
shape of an exponential in mT−m0, where m0 is particle
mass, and mT=ÎpT

2 +m0
2 is transverse mass. For an mT spec-

trum with an exponential shape, one can parametrize it as
follows:

d2N

2pmTdmTdy
=

1

2pTsT + m0d
A expS−

mT − m0

T
D , s8d

where T is referred to as the inverse slope parameter, and A

is a normalization parameter which contains information on
dN /dy. In Fig. 9, mT distributions for p±, K±, p, and p̄ for
central 0–5 % stop panelsd, midcentral 40–50% smiddle
panelsd, and peripheral 60–92% sbottom panelsd colli-
sions are shown. The spectra for positive particles are on
the left and for negative particles are on the right. The
solid lines overlaid on each spectra are the fit results using
Eq. s8d. The error bars are statistical only. As seen in Fig.
9, all the mT spectra display an exponential shape in the
low mT region. However, at higher mT, the spectra become
less steep, which corresponds to a power-law behavior in
pT. Thus, the inverse slope parameter in Eq. s8d depends
on the fitting range. In this analysis, the fits cover the
range 0.2–1.0 GeV/c2 for pions and 0.1–1.0 GeV/c2 for
kaons, protons, and antiprotons in mT−m0. The low mT

region smT−m0,0.2 GeV/c2d for pions is excluded from
the fit to eliminate the contributions from resonance de-
cays. The inverse slope parameters for each particle spe-
cies in the three centrality bins are summarized in Fig. 10
and in Table IV. The inverse slope parameters increase
with increasing particle mass in all centrality bins. This

FIG. 7. Centrality dependence of the pT distribution for K+ (left)
and K− (right) in Au+Au collisions at ÎsNN=200 GeV. The differ-
ent symbols correspond to different centrality bins. The error bars
are statistical only. For clarity, the data points are scaled vertically
as quoted in the figure.

FIG. 8. Centrality dependence of the pT distribution for protons
(left) and antiprotons (right) in Au+Au collisions at ÎsNN

=200 GeV. The different symbols correspond to different centrality
bins. The error bars are statistical only. Feed-down corrections for

L sL̄d decaying into proton sp̄d have been applied. For clarity, the
data points are scaled vertically as quoted in the figure.
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increase for central collisions is more rapid for heavier
particles.

Such a behavior was derived, under certain conditions, by
Schnedermann et al. [33] for central collisions and by
Csörgő et al. [34] for noncentral heavy-ion collisions:

T = T0 + mkutl
2. s9d

Here T0 is a freeze-out temperature and kutl is a measure of
the strength of the saverage radiald transverse flow. The dot-
ted lines in Fig. 10 represent a linear fit of the results from
each centrality bin as a function of mass using Eq. s9d. The
fit parameters for positive and negative particles are shown
in Table IV. It indicates, that the linear extrapolation of the
slope parameter Tsmd to zero mass has the same intercept
parameters T0 in all the centrality classes, indicating that the
freeze-out temperature is approximately independent of the
centrality. On the other hand, kutl, the strength of the average
transverse flow is increasing with increasing centrality, sup-
porting the hydrodynamic picture.

Motivated by the idea of a color glass condensate, the
authors of Ref. [35] argued that the mT spectra (not mT−m0)
of identified hadrons at RHIC energy follow a generalized
scaling law for all centrality classes when the proton (kaon)
spectrum is multiplied by a factor of 0.5 (2.0). The 200
GeV Au+Au pion and kaon spectra seem to follow this mT

scaling, but proton and antiproton spectra are below it by a
factor of ,2 for all centralities. Since p and p̄ spectra pre-

sented here are corrected for weak decays from L and L̄, the
model also needs to study the feed-down effect to conclude
that a universal mT scaling law is seen at RHIC.

C. Mean transverse momentum and particle yields

versus Npart

By integrating a measured pT spectrum over pT, one can
determine the mean transverse momentum kpTl and particle
yield per unit rapidity, dN /dy, for each particle species. The
procedure to determine the mean pT and dN /dy is described
below.

TABLE IV. (Top) Inverse slope parameters for p, K, p, and p̄

for the 0–5 %, 40–50%, and 60–92% centrality bins, in units of
MeV/c2. The errors are statistical only. (Bottom) The extracted fit
parameters of the freeze-out temperature T0 in units of MeV/c2 and
the measure of the strength of the average radial transverse flow
skutld using Eq. (9). The fit results shown here are for positive and
negative particles, as denoted in the superscripts, and for three dif-
ferent centrality bins.

Particle 0–5 % 40–50% 60–92%

p+ 210.2±0.8 201.9±0.8 187.8±0.7

p− 211.9±0.7 203.0±0.7 189.2±0.7

K+ 290.2±2.2 260.6±2.4 233.9±2.6

K− 293.8±2.2 265.1±2.3 237.4±2.6

p 414.8±7.5 326.3±5.9 260.7±5.4

p̄ 437.9±8.5 330.5±6.4 262.1±5.9

Fit parameter 0–5% 40–50% 60–92%

T0
s+d 177.0±1.2 179.5±1.2 173.1±1.2

T0
s−d 177.3±1.2 179.6±1.2 173.7±1.1

kutl
s+d 0.48±0.07 0.40±0.07 0.32±0.07

kutl
s−d 0.49±0.07 0.41±0.07 0.33±0.07

FIG. 9. Transverse mass distributions for p± , K±, protons, and
antiprotons for central 0–5 % (top panels), midcentral 40–50%
(middle panels), and peripheral 60–92% (bottom panels) in Au
+Au collisions at ÎsNN=200 GeV. The lines on each spectra are the
fitted results using mT exponential function. The fit ranges are
0.2–1.0 GeV/c2 for pions and 0.1–1.0 GeV/c2 for kaons, protons,
and antiprotons in mT–m0. The error bars are statistical errors only.

FIG. 10. Mass and centrality dependence of inverse slope pa-
rameters T in mT spectra for positive (left) and negative (right)
particles in Au+Au collisions at ÎsNN=200 GeV. The fit ranges are
0.2–1.0 GeV/c2 for pions and 0.1–1.0 GeV/c2 for kaons, protons,
and antiprotons in mT–m0. The dotted lines represent a linear fit of
the results from each centrality bin as a function of mass using Eq.
(9).
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(1) Determine dN /dy and kpTl by integrating over the
measured pT range from the data.

(2) Fit several appropriate functional forms (detailed be-
low) to the pT spectra. Note that all of the fits are reasonable
approximations to the data. Integrate from zero to the first
data point and from the last data point to infinity.

(3) Sum the data yield and the two functional yield pieces
together to get dN /dy and kpTl in each functional form.

(4) Take the average between the upper and lower bounds
from the different functional forms to obtain the final dN /dy

and kpTl. The statistical uncertainties are determined from
the data. The systematic errors from the extrapolation of
yield are defined as half of the difference between the upper
and lower bounds.

(5) Determine the final systematic errors on dN /dy and
kpTl for each centrality bin by taking the quadrature sum of

the extrapolation errors, errors associated with cuts, detector
occupancy corrections (for dN /dy), and feed-down correc-
tions (for p and p̄).

For the extrapolation of dN /dy and kpTl, the following
functional forms are used for different particle species: a
power-law function and a pT exponential for pions, a pT ex-
ponential and an mT exponential for kaons, and a Boltzmann
function, pT exponential, and mT exponential for protons and
antiprotons. The effects of contamination background at
high-pT region for both dN /dy and kpTl are estimated as less
than 1% for all particle species. The overall systematic un-
certainties on both dN /dy and kpTl are about 10–15%. See
Table V for the systematic errors of dN /dy and Table VI for
those of kpTl.

In Fig. 11, the centrality dependence of kpTl for p±, K±, p,
and p̄ is shown. The error bars in the figure represent the

TABLE V. Systematic errors on dN /dy for central 0–5 % (top) and peripheral 60–92% (bottom) colli-
sions. All errors are given in percent.

Source p+ p− K+ K− p p̄

Central 0–5 %

Cuts+occupancy 6.5 6.5 11.6 10.0 7.2 7.2

Extrapolation 5.4 4.8 5.7 5.6 9.6 9.2

Contamination background ,1 ,1 ,1 ,1 ,1 ,1

Feed-down 8.0 8.0

Total 8.4 8.0 12.9 11.4 14.4 14.4

Peripheral 60– 92%

Cuts+occupancy 6.5 6.5 8.3 7.2 8.3 8.3

Extrapolation 8.4 8.0 7.4 7.5 13.6 13.6

Contamination background ,1 ,1 ,1 ,1 ,1 ,1

Feed-down 8.0 8.0

Total 10.6 10.3 11.1 10.3 17.8 17.8

TABLE VI. Systematic errors on kpTl for central 0–5 % (top) and peripheral 60–92% (bottom) colli-
sions. All errors are given in percent.

Source p+ p− K+ K− p p̄

Central 0–5 %

Cuts 6.2 6.2 11.2 9.5 6.6 6.6

Extrapolation 3.9 3.5 3.5 3.3 6.2 5.9

Contamination background ,1 ,1 ,1 ,1 ,1 ,1

Feed-down 1.0 1.0

Total 7.3 7.1 13.5 10.0 9.1 8.9

Peripheral 60–92%

Cuts 6.2 6.2 7.7 6.6 7.7 7.7

Extrapolation 5.4 5.3 4.6 4.4 8.6 8.6

Contamination background ,1 ,1 ,1 ,1 ,1 ,1

Feed-down 1.0 1.0

Total 8.2 8.1 8.9 7.9 11.5 11.5
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statistical errors. The systematic errors from cut conditions
are shown as shaded boxes on the right for each particle
species. The systematic errors from extrapolations, which are
scaled by a factor of 2 for clarity, are shown in the bottom for
each particle species. The data are also summarized in Table
VII. It is found that kpTl for all particle species increases
from the most peripheral to midcentral collisions, and ap-
pears to saturate from the midcentral to central collisions
(although the kpTl values for p and p̄ may continue to rise). It
should be noted that while the total systematic errors on kpTl
listed in Table VI is large, the trend shown in the figure is
significant. One of the main sources of the uncertainty is the
yield extrapolation in unmeasured pT range (e.g.,
pT,0.6 GeV/c for protons and antiprotons). These system-

atic errors are correlated, and therefore move the curve up
and down simultaneously. In Fig. 12, the particle mass and
centrality dependence of kpTl are shown. The data presented
here are the kpTl for the 0–5 %, 40–50% and 60–92% cen-
trality bins. Figure 12 is similar to Fig. 10, which shows the
inverse slope parameters, in that the kpTl increases with par-
ticle mass and with centrality. This is qualitatively consistent
with the hydrodynamic expansion picture [29,33,34].

Figure 13 shows the centrality dependence of dN /dy per
participant pair s0.5 Npartd. The data are summarized in Table
VIII. The error bars on each point represent the quadratic
sum of the statistical errors and systematic errors from cut
conditions. The statistical errors are negligible. The lines rep-
resent the effect of the systematic error on Npart which affects
all curves in the same way. The data indicate that dN /dy per
participant pair increases for all particle species with Npart up
to <100, and saturates from the midcentral to the most cen-
tral collisions. From dN /dy for protons and antiprotons, we
obtain the net proton number at midrapidity for the most
central 0–5 % collisions, dN /dyup−dN /dyup̄=18.47–13.52

TABLE VII. Centrality dependence of kpTl for p±, K±, p, and p̄ in MeV/c. The errors are systematic only. The statistical errors are
negligible.

Npart p+ p− K+ K− p p̄

351.4 451±33 455±32 670±78 677±68 949±85 959±84

299.0 450±33 454±33 672±78 679±68 948±84 951±83

253.9 448±33 453±33 668±78 676±68 942±84 950±83

215.3 447±34 449±33 667±78 670±67 937±84 940±83

166.6 444±35 447±34 661±77 668±67 923±85 920±83

114.2 436±35 440±35 655±77 654±66 901±83 892±82

74.4 426±35 429±35 636±54 644±48 868±88 864±88

45.5 412±35 416±34 617±53 621±47 833±86 824±86

25.7 398±34 403±33 600±52 606±46 788±84 777±83

13.4 381±32 385±32 581±51 579±46 755±82 747±80

6.3 367±30 371±30 568±51 565±45 685±78 708±81

FIG. 11. Mean transverse momentum as a function of Npart for
pions, kaons, protons, and antiprotons in Au+Au collisions at
ÎsNN=200 GeV. The left (right) panel shows the kpTl for positive
(negative) particles. The error bars are statistical errors. The system-
atic errors from cut conditions are shown as shaded boxes on the
right for each particle species. The systematic errors from extrapo-
lations, which are scaled by a factor of 2 for clarity, are shown in
the bottom for protons and antiprotons (dashed-dot lines), kaons
(dotted lines), and pions (dashed lines).

FIG. 12. Mean transverse momentum versus particle mass for
central 0–5 %, midcentral 40–50%, and peripheral 60–92% in
Au+Au collisions at ÎsNN=200 GeV. The left (right) panel shows
the kpTl for positive (negative) particles. The error bars represent
the total systematic errors. The statistical errors are negligible.
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=4.95±2.74, which is consistent with the preliminary result
at 200 GeV Au+Au (midrapidity) reported by the BRAHMS
Collaboration [36].

D. Particle ratios

The ratios of p− /p+, K− /K+, p / p̄, K /p, p /p, and p̄ /p
measured as a function of pT and centrality at ÎsNN

=200 GeV in Au+Au collisions are presented here.

1. Particle Ratios versus pT

Figure 14 shows the particle ratios of (a) p− /p+ for cen-
tral 0–5 %, (b) p− /p+ for peripheral 60–92%, (c) K− /K+ for
central 0–5 %, and (d) K− /K+ for peripheral 60–92%. Simi-
lar plots for the p̄ / p ratios are shown in Fig. 15. The error
bars represent statistical errors and the shaded boxes on each
panel represent the systematic errors. For each of these par-

ticle species and centralities, the particle ratios are constant
within the experimental errors over the measured pT range.
Similar centrality and pT dependences are observed in
130 GeV Au+Au data [8,37–42] and previously published
200 GeV Au+Au data [43,44].

To investigate the pT dependence of the p̄ / p ratio in de-
tail, it is shown in Fig. 16 for minimum bias events with two
theoretical calculations: a pQCD calculation (dashed line)
and a baryon junction model with jet-quenching [46] (solid
line). The baryon junction calculation agrees well with the
measured p̄ / p ratio over the measured pT range within the
experimental uncertainties, while the pQCD calculation does
not explain the constant p̄ / p ratio over the wide pT range.

TABLE VIII. Centrality dependence of dN /dy for p±, K±, p, and p̄. The errors are systematic only. The statistical errors are negligible.

Npart p+ p− K+ K− p p̄

351.4 286.4±24.2 281.8±22.8 48.9±6.3 45.7±5.2 18.4±2.6 13.5±1.8

299.0 239.6±20.5 238.9±19.8 40.1±5.1 37.8±4.3 15.3±2.1 11.4±1.5

253.9 204.6±18.0 198.2±16.7 33.7±4.3 31.1±3.5 12.8±1.8 9.5±1.3

215.3 173.8±15.6 167.4±14.4 27.9±3.6 25.8±2.9 10.6±1.5 7.9±1.1

166.6 130.3±12.4 127.3±11.6 20.6±2.6 19.1±2.2 8.1±1.1 5.9±0.8

114.2 87.0±8.6 84.4±8.0 13.2±1.7 12.3±1.4 5.3±0.7 3.9±0.5

74.4 54.9±5.6 52.9±5.2 8.0±0.8 7.4±0.6 3.2±0.5 2.4±0.3

45.5 32.4±3.4 31.3±3.1 4.5±0.4 4.1±0.4 1.8±0.3 1.4±0.2

25.7 17.0±1.8 16.3±1.6 2.2±0.2 2.0±0.1 0.93±0.15 0.71±0.12

13.4 7.9±0.8 7.7±0.7 0.89±0.09 0.88±0.09 0.40±0.07 0.29±0.05

6.3 4.0±0.4 3.9±0.3 0.44±0.04 0.42±0.04 0.21±0.04 0.15±0.02

FIG. 13. Particle yield per unit rapidity sdN /dyd per participant
pair s0.5Npartd as a function of Npart for pions, kaons, protons, and
antiprotons in Au+Au collisions at ÎsNN=200 GeV. The left (right)
panel shows the dN /dy for positive (negative) particles. The error
bars represent the quadratic sum of statistical errors and systematic
errors from cut conditions. The lines represent the effect of the
systematic error on Npart which affects all curves in the same way.

FIG. 14. Particle ratios of (a) p− /p+ for central 0–5 %, (b)
p− /p+ for peripheral 60–92%, (c) K− /K+ for central 0–5 %, and
(d) K− /K+ for peripheral 60–92% in Au+Au collisions at ÎsNN

=200 GeV. The error bars indicate the statistical errors and shaded
boxes around unity on each panel indicate the systematic errors.
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The statistical thermal model (discussed in more detail later
in this section) predicted [10] a baryon chemical potential of
mB=29 MeV and a freeze-out temperature of Tch

=177 MeV for central Au+Au collisions at 200 GeV. From
these, the expected p̄ / p ratio is e−2mB/Tch =0.72, which agrees
with our data (0.73). The parton recombination model [45]
also reproduces the p̄ / p ratio and its flat pT dependence. The
p̄ / p ratio in this model is 0.72 since the statistical thermal
model is used.

In Fig. 17, the pT dependence of the K /p ratio is shown
for the most central 0–5 % and the most peripheral 60–92%

centrality bins. The K+ /p+ sK− /p−d ratios are shown on the
left (right). Both ratios increase with pT and the increase is
faster in central collisions than in peripheral ones.

In Fig. 18, the p /p and p̄ /p ratios are shown as a function
of pT for the 0–10%, 20–30% and 60–92% centrality bins.
In this figure, the results of p /p0 and p̄ /p0 [14] are presented
above 1.5 GeV/c and overlaid on the results of p /p+ and
p̄ /p−, respectively. The absolutely normalized pT spectra of

FIG. 15. Ratio of p̄ / p as a function of pT for central 0–5 %
(left) and peripheral 60–92% (right) in Au+Au collisions at ÎsNN

=200 GeV. The error bars indicate the statistical errors and shaded
boxes around unity on each panel indicate the systematic errors.

FIG. 16. p̄ / p ratios as a function of pT for minimum bias events
in Au+Au at ÎsNN=200 GeV. The error bars indicate the statistical
errors and shaded box on the right indicates the systematic errors.
Two theoretical calculations are shown: baryon junction model
(solid line) and pQCD calculation (dashed line) taken from Ref.
[46].

FIG. 17. K /p ratios as a function of pT for central 0–5 % and
peripheral 60–92% in Au+Au collisions at ÎsNN=200 GeV. The
left is for K+ /p+ and the right is for K− /p−. The error bars indicate
the statistical errors.

FIG. 18. Proton/pion (top) and antiproton/pion (bottom) ratios
for central 0–10%, midcentral 20–30%, and peripheral 60–92%
in Au+Au collisions at ÎsNN=200 GeV. Open (filled) points are for
charged (neutral) pions. The data at Îs=53 GeV p+ p collisions
[47] are also shown. The solid line is the sp̄+ pd / sp++p−d ratio
measured in gluon jets [48].
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charged and neutral pions agree within 5–15%. The error
bars on the PHENIX data points in the figure show the qua-
dratic sum of the statistical errors and the point-to-point sys-
tematic errors. There is an additional normalization uncer-
tainty of 8% for p /p+, p̄ /p− and 12% for p /p0, p̄ /p0 [the
quadratic sum of the systematic errors on p (or p̄) normal-
ization and pT independent systematic errors from p0 [23]],
which may shift the data up or down for all three centrality
bins together, but does not affect their shape. The ratios in-
crease rapidly at low pT, but saturate at different values of pT

which increase from peripheral to central collisions. In cen-
tral collisions, the yields of both protons and antiprotons are
comparable to that of pions for pT.2 GeV/c. For compari-
son, the corresponding ratios for pT.2 GeV/c observed in
p+ p collisions at lower energies [47], and in gluon jets pro-
duced in e++e− collisions [48], are also shown. Within the
uncertainties those ratios are compatible with the peripheral
Au+Au results. In hard-scattering processes described by
pQCD, the p /p and p̄ /p ratios at high pT are determined by
the fragmentation of energetic partons, independent of the
initial colliding system, which is seen as agreement between
p+ p and e++e− collisions. Thus, the clear increase in the
p /p sp̄ /pd ratios at high pT from p+ p and peripheral to the
midcentral and to the central Au+Au collisions requires in-
gredients other than pQCD.

The first observation of the enhancement of protons and
antiprotons compared to pions in the intermediate pT region
was in the 130 GeV Au+Au data [6]. The data inspired sev-
eral new theoretical interpretations and models. Hydrody-
namics calculations [32] predict that the p̄ /p ratio at high pT

exceeds unity for central collisions. The expected p̄ /p ratio
in the thermal model at fixed and sufficiently large pT is

determined by 2e−mB/Tch <1.7 using Tch=1.77 MeV and mB

=29 MeV [10] for 200 GeV Au+Au central collisions. Due
to the strong radial flow effect at RHIC at relativistic trans-
verse momenta spT@md, all hadron spectra have a similar
shape. The hydrodynamic model thus explains the excess of
p̄ /p in central collisions at intermediate pT. However, the
hydrodynamic model [49] predicts no or very little depen-
dence on the centrality, which clearly disagrees with the
present data. This model predicts, within 10%, the same pT

dependence of p /p sp̄ /pd for all centrality bins.
Recently, two new models have been proposed to explain

the experimental results on the pT dependence of p /p and
p̄ /p ratios. One model is the parton recombination and frag-
mentation model [45] and the other model is the baryon
junction model [50]. Both models explain qualitatively the
observed feature of p /p enhancement in central collisions,
and their centrality dependencies. Furthermore, both theoret-
ical models predict that this baryon enhancement is limited
to pT,5–6 GeV/c. This will be discussed in Sec. IV E in
detail.

2. Particle ratio versus Npart

Figure 19 shows the centrality dependence of particle ra-
tios for p− /p+, K− /K+, and p̄ / p. The ratios presented here
are derived from the integrated yields over pT (i.e., dN /dy).
The shaded boxes on each data point indicate the systematic
errors. Within uncertainties, the ratios are all independent of
Npart over the measured range. Figure 20 shows a compari-
son of the PHENIX particle ratios with those from PHOBOS
[44], BRAHMS [43], and STAR (preliminary) [51] in Au
+Au central collisions at ÎsNN=200 GeV at midrapidity. The
PHENIX antiparticle-to-particle ratios are consistent with
other experimental results within the systematic uncertain-
ties.

Figure 21 shows the centrality dependence of K /p and
p /p ratios. Both K+ /p+ and K− /p− ratios increase rapidly

FIG. 19. (Color online) Centrality dependence of particle ratios
for p− /p+ ,K− /K+, and p̄ / p in Au+Au collisions at ÎsNN

=200 GeV. The error bars indicate the statistical errors. The shaded
boxes on each data point are the systematic errors.

FIG. 20. Comparison of PHENIX particle ratios with those of
PHOBOS [44], BRAHMS [43], and STAR (preliminary) [51] re-
sults in Au+Au central collisions at ÎsNN=200 GeV at midrapidity.
The thermal model prediction [10] for 200 GeV Au+Au central
collisions are also shown as dotted lines. The error bars on data
indicate the systematic errors.
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for peripheral collisions sNpart,100d, and then saturate or
rise slowly from the midcentral to the most central collisions.
The p /p+ and p̄ /p− ratios increase for peripheral collisions
sNpart,50d and saturate from midcentral to central
collisions—similar to the centrality dependence of K /p ratio
(but possibly flatter).

Within the framework of the statistical thermal model [9]
in a grand canonical ensemble with baryon number, strange-
ness, and charge conservation [10], particle ratios measured
at ÎsNN=130 GeV at midrapidity have been analyzed with
the extracted chemical freeze-out temperature Tch

=174±7 MeV and baryon chemical potential mB

=46±5 MeV. A set of chemical parameters at ÎsNN

=200 GeV in Au+Au were also predicted by using a phe-
nomenological parametrization of the energy dependence of
mB. The predictions were mB=29±8 MeV and Tch

=177±7 MeV at ÎsNN=200 GeV. The comparison between
the PHENIX data at 200 GeV for 0–5 % central and the
thermal model prediction is shown in Table IX and Fig. 20.
There is a good agreement between data and the model. The
thermal model calculation was performed by assuming a
50% reconstruction efficiency of all weakly decaying bary-
ons in Ref. [10]. However, our results have been corrected to
remove these contributions. Therefore, Table IX includes

p̄ / p and p̄ /p− ratios with and without L sL̄d feed-down cor-
rections to the proton and antiproton spectra. The ratios with-

out the L sL̄d feed-down correction are labeled “inclusive.”
The small mB is qualitatively consistent with our measure-
ment of the number of net protons s<5d in central Au+Au
collisions at ÎsNN=200 GeV at midrapidity.

E. Binary collision scaling of pT spectra

One of the most striking features in Au+Au collisions at
RHIC is that p0 and nonidentified hadron yields at
pT.2 GeV/c in central collisions are suppressed with re-
spect to the number of nucleon-nucleon binary collisions
sNcolld scaled by p+ p and peripheral Au+Au results [12–14].
Moreover, the suppression of p0 is stronger than that for
nonidentified charged hadrons [12], and the yields of protons
and antiprotons in central collisions are comparable to that of
pions around pT=2 GeV/c [6]. The enhancement of the
p /p sp̄ /pd ratio in central collisions at intermediate
pT s2.0–4.5 GeV/cd, which was presented in the preceding
section, is consistent with the above observations. These re-
sults show the significant contributions of proton and anti-
proton yields to the total particle composition at this inter-
mediate pT region. We present here the Ncoll scaling behavior
for charged pions, kaons, and protons (antiprotons) in order
to quantify the particle composition at intermediate pT.

Figure 22 shows the pT spectra scaled by the averaged
number of binary collisions, kNcolll, for sp++p−d /2, sK+

+K−d /2, and sp+ p̄d /2 in three centrality bins: central
0–10%, midcentral 40–50%, and peripheral 60–92%. For
sp+ p̄d /2 in the range of pT=1.5–4.5 GeV/c, it is clearly
seen that the spectra are on top of each other. This indicates
that proton and antiproton production at high pT scales with
the number of binary collisions. On the other hand, at pT

below 1.5 GeV/c, different shapes for different centrality
bins are observed, which indicates a strong contribution from
radial flow. The scaling behavior of the kaons seems to be
similar to protons, but this is not conclusive due to our PID
limitations. For pions, the Ncoll scaled yield in central events
is suppressed compared to that for peripheral events at
pT.2 GeV/c, which is consistent with the results in the p0

spectra [12,14].
Figure 23 shows the central s0–10%d to peripheral

s60–92%d ratio for Ncoll scaled pT spectra (RCP: the nuclear
modification factor) of sp̄+ pd /2, kaons, charged pions, and
p0. In this paper we define RCP as

TABLE IX. Comparison between the data for the 0–5 % central
collisions and the thermal model prediction at ÎsNN=200 GeV with
Tch=177 MeV and mB=29 MeV [10].

Particles Ratio±stat . ±sys. Thermal model

p− /p+ 0.984±0.004±0.057 1.004

K− /K+ 0.933±0.007±0.054 0.932

p̄ / p 0.731±0.011±0.062

p̄ / p (Inclusive) 0.747±0.007±0.046 0.752

K+ /p+ 0.171±0.001±0.010

K− /p− 0.162±0.001±0.010 0.147

p /p+ 0.064±0.001±0.003

p /p+ (Inclusive) 0.099±0.001±0.006

p̄ /p− 0.047±0.001±0.002

p̄ /p− (Inclusive) 0.075±0.001±0.004 0.089

FIG. 21. (Color online) Centrality dependence of particle ratios
for (a) K+ /p+, (b) K− /p−, (c) p /p+, and (d) p̄ /p− in Au+Au col-
lisions at ÎsNN=200 GeV. The error bars indicate the statistical er-
rors. The shaded boxes on each data point are the systematic errors.

S. S. ADLER et al. PHYSICAL REVIEW C 69, 034909 (2004)

034909-16



RCP =
Yield0−10%/kNcoll

0−10%l

Yield60−92%/kNcoll
60−92%l

. s10d

The peripheral 60–92 % Au+Au spectrum is used as an
approximation of the yields in p+ p collisions, based on
the experimental fact that the peripheral spectra scale with
Ncoll by using the yields in p+ p collisions measured by
PHENIX f14,24g. Thus the meaning of the RCP is expected
to be the same as RAA used in our previous publications
f12–14g. The lines in Fig. 23 indicate the expectations of
Npart sdottedd and Ncoll sdashedd scaling. The shaded bars
at the end of each line represent the systematic error as-
sociated with the determination of these quantities for
central and peripheral events. The error bars on charged
particles are statistical errors only, and those for p0 are the
quadratic sum of the statistical errors and the point-to-
point systematic errors. The data show that sp̄+ pd /2
reaches unity for pT*1.5 GeV/c, consistent with Ncoll

scaling. The data for kaons also show the Ncoll scaling
behavior around 1.5–2.0 GeV/c, but the behavior is
weaker than for protons. As with neutral pions f14g,
charged pions are also suppressed at 2–3 GeV/c with re-
spect to peripheral Au+Au collisions.

Motivated by the observation that the sp̄+ pd /2 spectra
scale with Ncoll above pT=1.5 GeV/c, the ratio of the inte-
grated yield between central and peripheral events (scaled by
the corresponding Ncoll) above pT=1.5 GeV/c are shown in
Fig. 24 as a function of Npart. The pT ranges for the integra-
tion are 1.5–4.5 GeV/c for sp̄+ pd /2 ,1.5–2.0 GeV/c for ka-
ons, and 1.5–3.0 GeV/c for charged pions. The data points
are normalized to the most peripheral data point. The shaded
boxes in the figure indicate the systematic errors, which in-
clude the normalization errors on the pT spectra, the errors on
the detector occupancy corrections, and the uncertainties of
the kTAuAul determination for the numerator only. Only at the
most peripheral data point, the uncertainty on the denomina-
tor kTAuAu

60−92%l is also added. The figure shows that sp̄+ pd /2
scales with Ncoll for all centrality bins, while the data for
charged pions show a decrease with Npart. The kaon data
points are between the charged pions and the sp̄+ pd /2 spec-
tra.

The standard picture of hadron production at high mo-
mentum is the fragmentation of energetic partons. While the
observed suppression of the p0 yield at high pT in central
collisions may be attributed to the energy loss of partons
during their propagation through the hot and dense matter

FIG. 22. pT spectra scaled by the averaged
number of binary collisions for averaged charged
(a) pions, (b) kaons, and (c) sp+ p̄d /2 in three
different centrality bins: central 0–10%, midcen-
tral 40–50%, and peripheral 60–92% in Au
+Au collisions at ÎsNN=200 GeV. The error bars
are statistical only. Note the different horizontal
and vertical scales on the three plots.

FIG. 23. Central s0–10%d to peripheral s60–92%d ratios of
binary-collision-scaled pT spectra, RCP, as a function of pT for sp̄
+ pd /2, charged kaons, charged pions, and p0 [14] in Au+Au col-
lisions at ÎsNN=200 GeV. The lines indicate the expectations of
Npart (dotted) and Ncoll (dashed) scaling, the shaded bars represent
the systematic errors on these quantities.

FIG. 24. (Color online) Centrality dependence of integrated RCP

above 1.5 GeV/c normalized to the most peripheral 60–92% value.
The data show RCP for sp̄+ pd /2, charged kaons, and charged pions
in Au+Au collisions at ÎsNN=200 GeV. The error bars are statisti-
cal only. The shaded boxes represent the systematic errors (see text
for details).
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created in the collisions, i.e., jet quenching [15,16], it is a
theoretical challenge to explain the absence of suppression
for baryons up to 4.5 GeV/c for all centralities along with
the enhancement of the p /p ratio at pT=2–4 GeV/c for cen-
tral collisions.

It has been recently proposed that such observations can
be explained by the dominance of parton recombination at
intermediate pT, rather than by fragmentation [45]. The com-
petition between recombination and fragmentation of partons
may explain the observed features. The model predicts that
the effect is limited to pT,5 GeV/c, beyond which frag-
mentation becomes the dominant production mechanism for
all particle species.

Another possible explanation is the baryon junction
model [50]. It invokes a topological gluon configuration with
jet quenching. With pion production above 2 GeV/c sup-
pressed by jet quenching, gluon junctions produce copious
baryons at intermediate pT, thus leading to the enhancement
of baryons in this pT region. The model reproduces the
baryon-to-meson ratio and its centrality dependence qualita-
tively [52].

Both theoretical models predict that baryon enhancement
is limited to pT,5–6 GeV/c, which is unfortunately beyond
our current PID capability. However, it is possible to test the
two predictions indirectly by using the nonidentified charged
hadrons to neutral pion ratio sh /p0d as a measure of the
baryon content at high pT, as published in Ref. [23]. The
results support the limited behavior of baryon enhancement
up to 5 GeV/c in pT. Similar trends are observed in L, KS

0,
and K± measurements by the STAR Collaboration [53].

On the other hand, it is also possible that nuclear effects,
such as the “Cronin effect” [54,55], attributed to initial state
multiple scattering (pT broadening) [56], contribute to the
observed species dependence. At center-of-mass energies up
to Îs=38.8 GeV, a nuclear enhancement beyond Ncoll scal-
ing has been observed for p ,K , p, and their antiparticles in
p+A collisions. The effect is stronger for protons and anti-
protons than for pions, which leads to an enhancement of the
p /p and p̄ /p ratios compared to p+ p collisions. In proton-
tungsten reactions, the increase is a factor of ,2 in the range
3, pT,6 GeV. For pions, theoretical calculations at RHIC
energies [57] predict a reduced strength of the Cronin effect
compared to lower energies, although no prediction exists for
protons. New data from d+Au collisions at ÎsNN=200 GeV
will help to clarify this issue.

V. SUMMARY AND CONCLUSION

In summary, we present the centrality dependence of iden-
tified charged hadron spectra and yields for p±, K±, p and p̄

in Au+Au collisions at ÎsNN=200 GeV at midrapidity. In
central events, the low pT region sø2.0 GeV/cd of the pT

spectra show a clear particle mass dependence in their
shapes, namely, p and p̄ spectra have a shoulder-arm shape
while the pion spectra have a concave shape. The spectra can
be well fit with an exponential function in mT at the region
below 1.0 GeV/c2 in mT−m0. The resulting inverse slope
parameters show clear particle mass and centrality depen-
dences that increase with particle mass and centrality. These

observations are consistent with the hydrodynamic radial
flow picture. Moreover, at around pT=2.0 GeV/c in central
events, the p and p̄ yields are comparable to the pion yields.
Here, baryons comprise a significant fraction of the hadron
yield in this intermediate pT range. The kpTl and dN /dy per
participant pair increase from peripheral to midcentral colli-
sions and saturate for the most central collisions for all par-
ticle species. The net proton number in Au+Au central col-
lisions at ÎsNN=200 GeV is ,5 at midrapidity.

The particle ratios of p− /p+, K− /K+, p / p̄, K /p, p /p, and
p̄ /p as a function of pT and centrality have been measured.
Particle ratios in central Au+Au collisions are well repro-
duced by the statistical thermal model with a baryon chemi-
cal potential of mB=29 MeV and a chemical freeze-out tem-
perature of Tch=177 MeV. Regardless of the particle species
and centrality, it is found that ratios for equal mass particles
are constant as a function of pT, within the systematic uncer-
tainties in the measured pT range. On the other hand, both
K /p and p /p sp̄ /pd ratios increase as a function of pT. This
increase with pT is stronger for central than for peripheral
events. The p /p and p̄ /p ratios in central events both in-
crease with pT up to 3 GeV/c and approach unity at pT

<2 GeV/c. However, in peripheral collisions these ratios
saturate at the value of 0.3–0.4 around pT=1.5 GeV/c. The
observed centrality dependence of p /p and p̄ /p ratios in
intermediate pT region is not explained by the hydrodynamic
model alone, but both the parton recombination model and
the baryon junction model qualitatively agree with data.

The scaling behavior of identified charged hadrons is
compared with results for neutral pions. In the Ncoll scaled pT

spectra for sp+ p̄d /2, the spectra scale with Ncoll from pT

=1.5 to 4.5 GeV/c. The central-to-peripheral ratio RCP ap-
proaches unity for sp̄+ pd /2 from pT=1.5 up to 4.5 GeV/c.
Meanwhile, charged and neutral pions are suppressed. The
ratio of integrated RCP from pT=1.5 to 4.5 GeV/c exhibits
an Ncoll scaling behavior for all centrality bins in the sp̄
+ pd /2 data, which is in contrast to the stronger pion suppres-
sion that increases with centrality.
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APPENDIX: TABLE OF INVARIANT YIELDS

The invariant yields for p±, K±, p, and p̄ in Au+Au collisions at ÎsNN=200 GeV at midrapidity are tabulated in Tables
X–XXIX. The data presented here are for the minimum bias events and each centrality bin (0–5 %, 5–10%, 10–15%,
15–20%, 20–30%,. . ., 70–80%, 80–92%, and 60–92%). Errors are statistical only.

TABLE X. Invariant yields for p+ at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.25 1.073102±8.8310−1 3.293102±2.73100 2.763102±2.33100 2.393102±2.03100

0.35 6.063101±5.0310−1 1.973102±1.63100 1.643102±1.43100 1.393102±1.23100

0.45 3.633101±3.1310−1 1.203102±1.13100 9.933101±8.7310−1 8.413101±7.4310−1

0.55 2.183101±2.0310−1 7.263101±6.7310−1 6.023101±5.6310−1 5.083101±4.7310−1

0.65 1.343101±1.3310−1 4.493101±4.5310−1 3.743101±3.8310−1 3.163101±3.2310−1

0.75 8.713100±9.5310−2 2.933101±3.3310−1 2.433101±2.7310−1 2.053101±2.3310−1

0.85 5.413100±6.3310−2 1.823101±2.2310−1 1.533101±1.8310−1 1.293101±1.6310−1

0.95 3.593100±4.5310−2 1.213101±1.6310−1 1.013101±1.3310−1 8.563100±1.1310−1

1.05 2.353100±3.1310−2 7.963100±1.1310−1 6.563100±9.3310−2 5.563100±8.0310−2

1.15 1.583100±2.2310−2 5.323100±8.0310−2 4.473100±6.8310−2 3.723100±5.7310−2

1.25 1.053100±1.5310−2 3.553100±5.7310−2 2.993100±4.9310−2 2.513100±4.2310−2

1.35 7.59310−1±1.2310−2 2.553100±4.5310−2 2.153100±3.9310−2 1.813100±3.3310−2

1.45 5.16310−1±8.3310−3 1.723100±3.3310−2 1.453100±2.8310−2 1.233100±2.5310−2

1.55 3.37310−1±5.6310−3 1.133100±2.3310−2 9.36310−1±2.0310−2 7.93310−1±1.7310−2

1.65 2.44310−1±4.2310−3 8.05310−1±1.8310−2 6.68310−1±1.6310−2 5.78310−1±1.4310−2

1.75 1.77310−1±3.3310−3 5.70310−1±1.4310−2 4.84310−1±1.3310−2 4.19310−1±1.1310−2

1.85 1.27310−1±2.4310−3 4.18310−1±1.2310−2 3.42310−1±1.0310−2 2.99310−1±9.1310−3

1.95 9.01310−2±1.9310−3 2.80310−1±9.0310−3 2.50310−1±8.3310−3 2.07310−1±7.3310−3

2.05 6.68310−2±1.2310−3 2.09310−1±6.1310−3 1.82310−1±5.6310−3 1.56310−1±5.0310−3

2.15 4.71310−2±8.9310−4 1.36310−1±4.8310−3 1.27310−1±4.6310−3 1.05310−1±4.1310−3

2.25 3.27310−2±6.8310−4 9.10310−2±3.8310−3 8.06310−2±3.5310−3 8.05310−2±3.5310−3

2.35 2.60310−2±6.2310−4 7.20310−2±3.6310−3 6.28310−2±3.3310−3 5.78310−2±3.1310−3

2.45 1.94310−2±5.3310−4 5.40310−2±3.2310−3 4.57310−2±2.9310−3 4.06310−2±2.7310−3

2.55 1.49310−2±4.7310−4 3.78310−2±2.8310−3 3.59310−2±2.7310−3 3.18310−2±2.5310−3

2.65 1.13310−2±4.2310−4 2.65310−2±2.5310−3 2.50310−2±2.4310−3 2.44310−2±2.3310−3

2.75 9.30310−3±4.0310−4 2.27310−2±2.5310−3 2.19310−2±2.4310−3 1.83310−2±2.1310−3

2.85 6.20310−3±3.2310−4 1.28310−2±1.9310−3 1.21310−2±1.8310−3 1.30310−2±1.8310−3

2.95 5.17310−3±3.1310−4 1.03310−2±1.8310−3 1.08310−2±1.8310−3 1.04310−2±1.8310−3
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TABLE XI. Invariant yields for p+ at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.25 2.043102±1.73100 1.573102±1.33100 1.073102±8.9310−1 6.843101±5.7310−1

0.35 1.183102±9.9310−1 8.823101±7.4310−1 5.863101±4.9310−1 3.673101±3.1310−1

0.45 7.093101±6.2310−1 5.273101±4.6310−1 3.463101±3.0310−1 2.153101±1.9310−1

0.55 4.283101±4.0310−1 3.173101±2.9310−1 2.063101±1.9310−1 1.263101±1.2310−1

0.65 2.653101±2.7310−1 1.953101±2.0310−1 1.263101±1.3310−1 7.663100±8.0310−2

0.75 1.733101±2.0310−1 1.273101±1.4310−1 8.293100±9.4310−2 4.993100±5.8310−2

0.85 1.073101±1.3310−1 7.943100±9.5310−2 5.103100±6.3310−2 3.043100±3.9310−2

0.95 7.123100±9.6310−2 5.313100±7.0310−2 3.383100±4.6310−2 2.023100±2.9310−2

1.05 4.773100±6.9310−2 3.493100±4.9310−2 2.223100±3.2310−2 1.303100±2.0310−2

1.15 3.163100±5.0310−2 2.343100±3.5310−2 1.503100±2.4310−2 8.78310−1±1.5310−2

1.25 2.103100±3.6310−2 1.563100±2.5310−2 9.99310−1±1.7310−2 5.98310−1±1.1310−2

1.35 1.523100±2.9310−2 1.123100±2.0310−2 7.17310−1±1.4310−2 4.26310−1±9.0310−3

1.45 1.053100±2.2310−2 7.57310−1±1.5310−2 4.98310−1±1.0310−2 2.91310−1±6.9310−3

1.55 6.78310−1±1.5310−2 5.07310−1±1.0310−2 3.24310−1±7.4310−3 1.97310−1±5.2310−3

1.65 4.93310−1±1.2310−2 3.67310−1±8.3310−3 2.31310−1±5.9310−3 1.42310−1±4.2310−3

1.75 3.60310−1±1.0310−2 2.67310−1±6.7310−3 1.69310−1±4.9310−3 1.03310−1±3.5310−3

1.85 2.56310−1±8.2310−3 1.92310−1±5.3310−3 1.22310−1±3.9310−3 7.29310−2±2.8310−3

1.95 1.78310−1±6.6310−3 1.38310−1±4.3310−3 8.80310−2±3.3310−3 5.80310−2±2.5310−3

2.05 1.35310−1±4.6310−3 1.00310−1±2.9310−3 6.67310−2±2.3310−3 4.13310−2±1.7310−3

2.15 1.02310−1±4.0310−3 7.41310−2±2.4310−3 4.90310−2±1.9310−3 2.92310−2±1.4310−3

2.25 6.65310−2±3.1310−3 5.16310−2±2.0310−3 3.58310−2±1.6310−3 2.09310−2±1.2310−3

2.35 5.43310−2±3.0310−3 4.12310−2±1.9310−3 2.84310−2±1.5310−3 1.87310−2±1.2310−3

2.45 3.97310−2±2.6310−3 3.28310−2±1.7310−3 2.27310−2±1.4310−3 1.21310−2±9.8310−4

2.55 2.88310−2±2.4310−3 2.41310−2±1.5310−3 1.70310−2±1.3310−3 1.11310−2±1.0310−3

2.65 2.21310−2±2.2310−3 1.85310−2±1.4310−3 1.40310−2±1.2310−3 8.92310−3±9.5310−4

2.75 1.58310−2±2.0310−3 1.55310−2±1.4310−3 1.20310−2±1.2310−3 7.80310−3±9.5310−4

2.85 1.37310−2±1.9310−3 1.03310−2±1.1310−3 7.69310−3±9.7310−4 5.80310−3±8.3310−4

2.95 1.08310−2±1.8310−3 9.32310−3±1.2310−3 6.39310−3±9.6310−4 4.49310−3±7.9310−4
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TABLE XII. Invariant yields for p+ at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pTsGeV/cd 50–60% 60–70% 70–80% 80–92%

0.25 4.103101±3.4310−1 2.193101±1.9310−1 1.033101±9.2310−2 5.203100±5.0310−2

0.35 2.173101±1.9310−1 1.133101±1.0310−1 5.273100±5.0310−2 2.753100±2.8310−2

0.45 1.243101±1.1310−1 6.373100±6.0310−2 2.953100±3.1310−2 1.493100±1.8310−2

0.55 7.203100±7.0310−2 3.653100±3.8310−2 1.623100±1.9310−2 8.20310−1±1.1310−2

0.65 4.333100±4.7310−2 2.183100±2.6310−2 9.63310−1±1.3310−2 4.72310−1±8.1310−3

0.75 2.783100±3.4310−2 1.363100±1.9310−2 5.91310−1±9.9310−3 2.69310−1±5.9310−3

0.85 1.673100±2.3310−2 8.36310−1±1.3310−2 3.53310−1±7.1310−3 1.63310−1±4.4310−3

0.95 1.113100±1.7310−2 5.29310−1±9.6310−3 2.22310−1±5.4310−3 1.02310−1±3.4310−3

1.05 7.11310−1±1.2310−2 3.51310−1±7.3310−3 1.41310−1±4.1310−3 6.51310−2±2.6310−3

1.15 4.71310−1±9.2310−3 2.21310−1±5.4310−3 1.01310−1±3.4310−3 4.48310−2±2.2310−3

1.25 3.14310−1±6.9310−3 1.51310−1±4.3310−3 6.06310−2±2.5310−3 2.63310−2±1.6310−3

1.35 2.31310−1±5.8310−3 1.10310−1±3.6310−3 4.25310−2±2.1310−3 2.07310−2±1.5310−3

1.45 1.59310−1±4.6310−3 7.17310−2±2.8310−3 3.04310−2±1.8310−3 1.30310−2±1.1310−3

1.55 1.02310−1±3.4310−3 4.72310−2±2.2310−3 1.89310−2±1.3310−3 8.48310−3±8.8310−4

1.65 7.47310−2±2.8310−3 3.50310−2±1.8310−3 1.52310−2±1.2310−3 7.00310−3±8.1310−4

1.75 5.60310−2±2.4310−3 2.63310−2±1.6310−3 1.03310−2±1.0310−3 5.37310−3±7.1310−4

1.85 3.80310−2±2.0310−3 1.92310−2±1.3310−3 8.04310−3±8.7310−4 3.87310−3±6.0310−4

1.95 2.86310−2±1.7310−3 1.41310−2±1.2310−3 6.06310−3±7.6310−4 2.26310−3±4.6310−4

2.05 2.26310−2±1.2310−3 1.12310−2±8.4310−4 4.34310−3±5.3310−4 1.56310−3±3.1310−4

2.15 1.60310−2±1.0310−3 6.73310−3±6.6310−4 3.09310−3±4.5310−4 1.23310−3±2.8310−4

2.25 1.13310−2±8.6310−4 5.46310−3±5.9310−4 2.43310−3±4.0310−4 8.48310−4±2.3310−4

2.35 9.73310−3±8.5310−4 4.42310−3±5.7310−4 1.98310−3±3.9310−4 8.16310−4±2.5310−4

2.45 7.73310−3±7.8310−4 3.27310−3±5.0310−4 1.30310−3±3.2310−4 3.19310−4±1.6310−4

2.55 5.77310−3±7.2310−4 3.38310−3±5.5310−4 1.17310−3±3.3310−4 5.92310−4±2.3310−4

2.65 4.48310−3±6.7310−4 2.82310−3±5.2310−4 5.70310−4±2.4310−4 3.37310−4±1.8310−4

2.75 3.84310−3±6.7310−4 1.72310−3±4.4310−4 8.51310−4±3.2310−4 4.22310−4±2.2310−4

2.85 2.30310−3±5.2310−4 1.35310−3±4.0310−4 6.79310−4±2.9310−4 1.65310−4±1.4310−4

2.95 2.16310−3±5.5310−4 1.16310−3±4.0310−4 2.88310−4±2.0310−4 1.90310−4±1.6310−4
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TABLE XIII. Invariant yields for p− at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins, normalized to
unit rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.25 1.023102±7.9310−1 3.153102±2.43100 2.713102±2.13100 2.273102±1.83100

0.35 5.923101±4.6310−1 1.943102±1.53100 1.643102±1.33100 1.353102±1.13100

0.45 3.563101±2.9310−1 1.193102±9.8310−1 9.933101±8.2310−1 8.183101±6.8310−1

0.55 2.183101±1.9310−1 7.373101±6.5310−1 6.173101±5.4310−1 5.043101±4.5310−1

0.65 1.343101±1.2310−1 4.573101±4.3310−1 3.823101±3.6310−1 3.153101±3.0310−1

0.75 8.363100±8.2310−2 2.863101±2.9310−1 2.403101±2.4310−1 1.963101±2.0310−1

0.85 5.443100±5.7310−2 1.863101±2.0310−1 1.563101±1.7310−1 1.283101±1.4310−1

0.95 3.583100±4.1310−2 1.223101±1.4310−1 1.023101±1.2310−1 8.473100±1.0310−1

1.05 2.353100±2.8310−2 8.023100±1.0310−1 6.753100±8.7310−2 5.573100±7.2310−2

1.15 1.623100±2.1310−2 5.553100±7.7310−2 4.643100±6.5310−2 3.833100±5.5310−2

1.25 1.043100±1.4310−2 3.533100±5.2310−2 2.943100±4.4310−2 2.463100±3.8310−2

1.35 7.54310−1±1.1310−2 2.553100±4.1310−2 2.193100±3.6310−2 1.803100±3.0310−2

1.45 5.07310−1±7.6310−3 1.713100±3.0310−2 1.483100±2.7310−2 1.223100±2.2310−2

1.55 3.61310−1±5.7310−3 1.203100±2.3310−2 1.023100±2.0310−2 8.63310−1±1.8310−2

1.65 2.46310−1±4.0310−3 8.02310−1±1.7310−2 6.94310−1±1.5310−2 5.86310−1±1.3310−2

1.75 1.73310−1±3.0310−3 5.65310−1±1.3310−2 4.91310−1±1.2310−2 4.10310−1±1.0310−2

1.85 1.25310−1±2.3310−3 4.05310−1±1.1310−2 3.48310−1±9.6310−3 3.00310−1±8.5310−3

1.95 8.97310−2±1.8310−3 2.85310−1±8.8310−3 2.53310−1±8.1310−3 2.12310−1±7.1310−3

2.05 6.10310−2±1.1310−3 1.89310−1±5.8310−3 1.64310−1±5.4310−3 1.42310−1±4.8310−3

2.15 4.43310−2±8.7310−4 1.32310−1±4.8310−3 1.20310−1±4.5310−3 1.01310−1±4.0310−3

2.25 3.20310−2±7.0310−4 9.24310−2±4.0310−3 8.31310−2±3.8310−3 7.21310−2±3.4310−3

2.35 2.52310−2±6.3310−4 7.07310−2±3.7310−3 6.29310−2±3.5310−3 5.95310−2±3.3310−3

2.45 1.79310−2±5.1310−4 4.71310−2±3.0310−3 4.47310−2±2.9310−3 3.97310−2±2.7310−3

2.55 1.41310−2±4.8310−4 3.50310−2±2.8310−3 3.33310−2±2.7310−3 3.28310−2±2.7310−3

2.65 1.06310−2±4.1310−4 2.69310−2±2.5310−3 2.36310−2±2.3310−3 2.22310−2±2.2310−3

2.75 8.05310−3±3.7310−4 1.99310−2±2.3310−3 1.67310−2±2.1310−3 1.61310−2±2.0310−3

2.85 6.45310−3±3.5310−4 1.45310−2±2.1310−3 1.63310−2±2.2310−3 1.21310−2±1.9310−3

2.95 4.95310−3±3.2310−4 1.08310−2±1.9310−3 1.16310−2±2.0310−3 1.03310−2±1.8310−3
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TABLE XIV. Invariant yields for p− at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.25 1.953102±1.53100 1.513102±1.23100 1.023102±7.9310−1 6.533101±5.1310−1

0.35 1.133102±9.0310−1 8.623101±6.8310−1 5.683101±4.5310−1 3.563101±2.8310−1

0.45 6.863101±5.7310−1 5.183101±4.3310−1 3.363101±2.8310−1 2.083101±1.7310−1

0.55 4.223101±3.7310−1 3.173101±2.8310−1 2.043101±1.8310−1 1.243101±1.1310−1

0.65 2.613101±2.5310−1 1.953101±1.8310−1 1.263101±1.2310−1 7.573100±7.4310−2

0.75 1.633101±1.7310−1 1.223101±1.2310−1 7.813100±8.0310−2 4.673100±4.9310−2

0.85 1.063101±1.2310−1 7.963100±8.7310−2 5.063100±5.7310−2 3.043100±3.5310−2

0.95 7.013100±8.6310−2 5.313100±6.3310−2 3.373100±4.1310−2 1.993100±2.6310−2

1.05 4.683100±6.2310−2 3.453100±4.4310−2 2.183100±2.9310−2 1.303100±1.8310−2

1.15 3.193100±4.6310−2 2.363100±3.3310−2 1.523100±2.2310−2 8.96310−1±1.4310−2

1.25 2.053100±3.2310−2 1.553100±2.3310−2 9.75310−1±1.5310−2 5.68310−1±9.8310−3

1.35 1.493100±2.6310−2 1.103100±1.8310−2 7.11310−1±1.2310−2 4.18310−1±8.2310−3

1.45 9.90310−1±1.9310−2 7.55310−1±1.3310−2 4.76310−1±9.2310−3 2.75310−1±6.1310−3

1.55 7.11310−1±1.5310−2 5.41310−1±1.1310−2 3.42310−1±7.4310−3 2.01310−1±5.0310−3

1.65 4.85310−1±1.2310−2 3.71310−1±7.9310−3 2.37310−1±5.7310−3 1.40310−1±3.9310−3

1.75 3.43310−1±9.2310−3 2.56310−1±6.1310−3 1.68310−1±4.5310−3 9.60310−2±3.1310−3

1.85 2.38310−1±7.3310−3 1.93310−1±5.0310−3 1.20310−1±3.7310−3 7.36310−2±2.7310−3

1.95 1.74310−1±6.2310−3 1.36310−1±4.1310−3 8.73310−2±3.1310−3 5.34310−2±2.3310−3

2.05 1.16310−1±4.2310−3 9.65310−2±2.9310−3 6.46310−2±2.2310−3 3.64310−2±1.6310−3

2.15 8.98310−2±3.7310−3 6.97310−2±2.4310−3 4.55310−2±1.9310−3 2.72310−2±1.4310−3

2.25 6.55310−2±3.2310−3 5.15310−2±2.1310−3 3.60310−2±1.7310−3 1.95310−2±1.2310−3

2.35 5.02310−2±2.9310−3 3.83310−2±1.9310−3 2.83310−2±1.6310−3 1.76310−2±1.2310−3

2.45 3.62310−2±2.5310−3 2.84310−2±1.6310−3 1.94310−2±1.3310−3 1.33310−2±1.0310−3

2.55 2.55310−2±2.3310−3 2.37310−2±1.6310−3 1.57310−2±1.3310−3 1.06310−2±1.0310−3

2.65 2.01310−2±2.1310−3 1.68310−2±1.4310−3 1.30310−2±1.2310−3 8.20310−3±9.1310−4

2.75 1.57310−2±1.9310−3 1.35310−2±1.3310−3 1.06310−2±1.1310−3 6.35310−3±8.5310−4

2.85 1.30310−2±1.9310−3 1.03310−2±1.2310−3 8.61310−3±1.1310−3 5.10310−3±8.3310−4

2.95 9.44310−3±1.7310−3 8.45310−3±1.2310−3 6.16310−3±9.8310−4 3.72310−3±7.5310−4
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TABLE XV. Invariant yields for p− at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 50–60% 60–70% 70–80% 80–92%

0.25 3.923101±3.1310−1 2.073101±1.7310−1 9.773100±8.2310−2 5.033100±4.5310−2

0.35 2.103101±1.7310−1 1.093101±9.0310−2 5.193100±4.6310−2 2.673100±2.6310−2

0.45 1.213101±1.0310−1 6.213100±5.5310−2 2.843100±2.8310−2 1.453100±1.6310−2

0.55 7.133100±6.6310−2 3.593100±3.5310−2 1.623100±1.8310−2 8.13310−1±1.1310−2

0.65 4.303100±4.4310−2 2.163100±2.4310−2 9.32310−1±1.2310−2 4.54310−1±7.3310−3

0.75 2.613100±2.9310−2 1.303100±1.6310−2 5.61310−1±8.6310−3 2.70310−1±5.3310−3

0.85 1.683100±2.1310−2 8.30310−1±1.2310−2 3.52310−1±6.4310−3 1.59310−1±3.9310−3

0.95 1.103100±1.5310−2 5.26310−1±8.7310−3 2.27310−1±5.0310−3 1.07310−1±3.2310−3

1.05 7.13310−1±1.1310−2 3.45310−1±6.6310−3 1.41310−1±3.8310−3 6.63310−2±2.4310−3

1.15 4.88310−1±8.8310−3 2.32310−1±5.2310−3 9.75310−2±3.1310−3 4.46310−2±2.0310−3

1.25 3.12310−1±6.3310−3 1.47310−1±3.8310−3 6.31310−2±2.4310−3 2.65310−2±1.5310−3

1.35 2.29310−1±5.3310−3 1.05310−1±3.2310−3 4.17310−2±1.9310−3 2.02310−2±1.3310−3

1.45 1.51310−1±4.1310−3 7.32310−2±2.6310−3 2.81310−2±1.6310−3 1.28310−2±1.0310−3

1.55 1.10310−1±3.4310−3 5.15310−2±2.2310−3 2.11310−2±1.4310−3 9.27310−3±8.8310−4

1.65 7.11310−2±2.6310−3 3.83310−2±1.8310−3 1.53310−2±1.1310−3 6.56310−3±7.3310−4

1.75 5.38310−2±2.2310−3 2.51310−2±1.4310−3 1.08310−2±9.5310−4 5.14310−3±6.5310−4

1.85 4.00310−2±1.9310−3 1.87310−2±1.2310−3 8.06310−3±8.2310−4 3.51310−3±5.3310−4

1.95 2.88310−2±1.6310−3 1.30310−2±1.1310−3 6.03310−3±7.3310−4 2.70310−3±4.8310−4

2.05 2.04310−2±1.2310−3 8.63310−3±7.4310−4 4.23310−3±5.3310−4 1.40310−3±3.0310−4

2.15 1.53310−2±1.0310−3 6.88310−3±6.7310−4 3.17310−3±4.6310−4 1.25310−3±2.9310−4

2.25 1.08310−2±8.8310−4 4.71310−3±5.7310−4 1.89310−3±3.7310−4 8.66310−4±2.5310−4

2.35 8.95310−3±8.4310−4 4.42310−3±5.8310−4 1.96310−3±4.0310−4 6.65310−4±2.3310−4

2.45 7.17310−3±7.6310−4 3.04310−3±4.9310−4 1.17310−3±3.1310−4 5.61310−4±2.1310−4

2.55 5.72310−3±7.5310−4 2.96310−3±5.3310−4 1.16310−3±3.4310−4 3.79310−4±1.9310−4

2.65 4.94310−3±7.1310−4 2.21310−3±4.7310−4 8.05310−4±2.9310−4 4.14310−4±2.0310−4

2.75 3.43310−3±6.3310−4 1.54310−3±4.2310−4 3.78310−4±2.1310−4 3.34310−4±2.0310−4

2.85 2.67310−3±6.0310−4 1.24310−3±4.1310−4 2.87310−4±2.0310−4 2.85310−4±2.0310−4

2.95 1.73310−3±5.1310−4 1.25310−3±4.3310−4 6.75310−4±3.2310−4 2.04310−4±1.8310−4
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TABLE XVI. Invariant yields for K+ at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins, normalized to
unit rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.45 5.463100±1.1310−1 1.833101±3.9310−1 1.503101±3.3310−1 1.293101±2.8310−1

0.55 4.283100±7.8310−2 1.483101±2.9310−1 1.203101±2.4310−1 9.883100±2.0310−1

0.65 3.113100±5.4310−2 1.053101±2.0310−1 8.753100±1.7310−1 7.383100±1.4310−1

0.75 2.273100±3.9310−2 7.973100±1.5310−1 6.483100±1.2310−1 5.393100±1.0310−1

0.85 1.693100±3.0310−2 5.963100±1.2310−1 4.813100±9.5310−2 4.023100±8.1310−2

0.95 1.203100±2.2310−2 4.193100±8.5310−2 3.473100±7.2310−2 2.913100±6.1310−2

1.05 9.06310−1±1.7310−2 3.203100±6.8310−2 2.613100±5.7310−2 2.213100±5.0310−2

1.15 6.57310−1±1.3310−2 2.313100±5.2310−2 1.913100±4.4310−2 1.633100±3.9310−2

1.25 4.55310−1±8.9310−3 1.643100±3.9310−2 1.323100±3.3310−2 1.143100±2.9310−2

1.35 3.24310−1±6.5310−3 1.133100±2.9310−2 9.63310−1±2.5310−2 7.88310−1±2.2310−2

1.45 2.43310−1±5.1310−3 8.52310−1±2.4310−2 7.33310−1±2.1310−2 6.05310−1±1.8310−2

1.55 1.76310−1±3.8310−3 6.03310−1±1.8310−2 5.16310−1±1.6310−2 4.33310−1±1.4310−2

1.65 1.27310−1±2.9310−3 4.43310−1±1.5310−2 3.84310−1±1.3310−2 3.04310−1±1.1310−2

1.75 9.47310−2±2.3310−3 3.61310−1±1.3310−2 2.76310−1±1.1310−2 2.28310−1±9.3310−3

1.85 7.24310−2±1.8310−3 2.64310−1±1.0310−2 2.17310−1±9.0310−3 1.72310−1±7.7310−3

1.95 5.67310−2±1.5310−3 2.12310−1±9.1310−3 1.67310−1±7.8310−3 1.37310−1±6.9310−3

TABLE XVII. Invariant yields for K+ at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.45 1.043101±2.3310−1 7.813100±1.7310−1 5.113100±1.1310−1 3.283100±7.8310−2

0.55 8.303100±1.7310−1 6.223100±1.2310−1 4.063100±8.3310−2 2.433100±5.3310−2

0.65 6.203100±1.2310−1 4.513100±8.5310−2 2.893100±5.7310−2 1.783100±3.8310−2

0.75 4.463100±8.8310−2 3.313100±6.2310−2 2.073100±4.1310−2 1.263100±2.7310−2

0.85 3.363100±7.0310−2 2.503100±4.9310−2 1.603100±3.3310−2 9.00310−1±2.1310−2

0.95 2.403100±5.2310−2 1.743100±3.6310−2 1.083100±2.4310−2 6.46310−1±1.6310−2

1.05 1.813100±4.2310−2 1.313100±2.8310−2 8.42310−1±2.0310−2 4.82310−1±1.3310−2

1.15 1.293100±3.2310−2 9.60310−1±2.2310−2 6.01310−1±1.5310−2 3.48310−1±1.0310−2

1.25 8.82310−1±2.4310−2 6.54310−1±1.6310−2 4.22310−1±1.1310−2 2.34310−1±7.5310−3

1.35 6.60310−1±1.9310−2 4.68310−1±1.2310−2 2.99310−1±8.7310−3 1.70310−1±5.9310−3

1.45 4.91310−1±1.5310−2 3.50310−1±9.9310−3 2.22310−1±7.2310−3 1.20310−1±4.8310−3

1.55 3.55310−1±1.2310−2 2.59310−1±7.9310−3 1.63310−1±5.8310−3 9.25310−2±4.0310−3

1.65 2.62310−1±1.0310−2 1.88310−1±6.3310−3 1.14310−1±4.6310−3 6.22310−2±3.1310−3

1.75 1.92310−1±8.3310−3 1.34310−1±5.1310−3 8.52310−2±3.8310−3 4.81310−2±2.7310−3

1.85 1.48310−1±7.0310−3 1.04310−1±4.2310−3 6.58310−2±3.2310−3 3.66310−2±2.3310−3

1.95 1.14310−1±6.1310−3 8.21310−2±3.7310−3 4.87310−2±2.7310−3 2.91310−2±2.0310−3
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TABLE XVIII. Invariant yields for K+ at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 50–60% 60–70% 70–80% 80–92%

0.45 1.933100±5.0310−2 9.56310−1±2.9310−2 4.06310−1±1.7310−2 1.88310−1±1.1310−2

0.55 1.363100±3.3310−2 6.72310−1±2.0310−2 2.89310−1±1.2310−2 1.48310−1±7.8310−3

0.65 1.013100±2.4310−2 4.81310−1±1.4310−2 1.88310−1±8.0310−3 1.02310−1±5.6310−3

0.75 6.82310−1±1.7310−2 3.40310−1±1.1310−2 1.24310−1±5.8310−3 5.88310−2±3.9310−3

0.85 4.77310−1±1.3310−2 2.33310−1±8.1310−3 9.39310−2±4.8310−3 3.87310−2±3.0310−3

0.95 3.51310−1±1.0310−2 1.69310−1±6.4310−3 5.66310−2±3.5310−3 2.99310−2±2.5310−3

1.05 2.54310−1±8.2310−3 1.19310−1±5.1310−3 4.40310−2±3.0310−3 2.07310−2±2.0310−3

1.15 1.80310−1±6.4310−3 7.84310−2±3.9310−3 3.12310−2±2.4310−3 1.64310−2±1.7310−3

1.25 1.28310−1±5.1310−3 5.43310−2±3.1310−3 2.07310−2±1.9310−3 7.94310−3±1.1310−3

1.35 8.53310−2±3.9310−3 3.85310−2±2.5310−3 1.38310−2±1.5310−3 6.53310−3±9.9310−4

1.45 6.40310−2±3.3310−3 2.94310−2±2.1310−3 1.34310−2±1.4310−3 5.70310−3±9.2310−4

1.55 4.73310−2±2.7310−3 2.10310−2±1.8310−3 6.85310−3±1.0310−3 2.84310−3±6.4310−4

1.65 3.39310−2±2.2310−3 1.60310−2±1.5310−3 5.62310−3±8.9310−4 2.67310−3±6.1310−4

1.75 2.31310−2±1.8310−3 1.04310−2±1.2310−3 4.19310−3±7.6310−4 1.85310−3±5.0310−4

1.85 1.72310−2±1.5310−3 8.75310−3±1.1310−3 3.39310−3±6.7310−4 2.09310−3±5.2310−4

1.95 1.53310−2±1.4310−3 6.49310−3±9.2310−4 2.75310−3±6.1310−4 1.16310−3±3.9310−4

TABLE XIX. Invariant yields for K− at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins, normalized to
unit rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.45 4.873100±9.3310−2 1.643101±3.4310−1 1.363101±2.8310−1 1.123101±2.4310−1

0.55 3.883100±6.7310−2 1.313101±2.4310−1 1.093101±2.0310−1 8.913100±1.7310−1

0.65 2.963100±4.9310−2 1.013101±1.8310−1 8.573100±1.5310−1 6.943100±1.3310−1

0.75 2.203100±3.6310−2 7.693100±1.4310−1 6.273100±1.1310−1 5.143100±9.5310−2

0.85 1.593100±2.6310−2 5.613100±1.0310−1 4.553100±8.4310−2 3.823100±7.2310−2

0.95 1.143100±1.9310−2 4.113100±7.7310−2 3.363100±6.5310−2 2.763100±5.4310−2

1.05 8.50310−1±1.5310−2 3.033100±6.0310−2 2.533100±5.2310−2 2.053100±4.3310−2

1.15 5.96310−1±1.0310−2 2.113100±4.4310−2 1.793100±3.8310−2 1.443100±3.2310−2

1.25 4.29310−1±7.8310−3 1.533100±3.4310−2 1.253100±2.9310−2 1.053100±2.5310−2

1.35 3.23310−1±6.2310−3 1.153100±2.8310−2 9.45310−1±2.4310−2 8.03310−1±2.1310−2

1.45 2.32310−1±4.6310−3 8.42310−1±2.2310−2 6.97310−1±1.9310−2 5.62310−1±1.6310−2

1.55 1.67310−1±3.4310−3 5.86310−1±1.7310−2 4.97310−1±1.5310−2 4.16310−1±1.3310−2

1.65 1.21310−1±2.6310−3 4.42310−1±1.4310−2 3.82310−1±1.2310−2 2.93310−1±1.0310−2

1.75 8.78310−2±2.0310−3 3.17310−1±1.1310−2 2.64310−1±9.6310−3 2.11310−1±8.2310−3

1.85 6.76310−2±1.6310−3 2.52310−1±9.4310−3 2.10310−1±8.4310−3 1.61310−1±7.0310−3

1.95 5.10310−2±1.3310−3 1.83310−1±7.9310−3 1.53310−1±7.1310−3 1.22310−1±6.1310−3
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TABLE XX. Invariant yields for K− at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.45 9.243100±2.0310−1 7.053100±1.5310−1 4.603100±9.9310−2 2.793100±6.4310−2

0.55 7.613100±1.5310−1 5.623100±1.0310−1 3.683100±7.1310−2 2.253100±4.7310−2

0.65 5.783100±1.1310−1 4.293100±7.7310−2 2.743100±5.1310−2 1.693100±3.4310−2

0.75 4.333100±8.1310−2 3.223100±5.8310−2 2.043100±3.8310−2 1.193100±2.5310−2

0.85 3.133100±6.0310−2 2.293100±4.2310−2 1.493100±2.9310−2 8.47310−1±1.8310−2

0.95 2.233100±4.5310−2 1.613100±3.1310−2 1.043100±2.1310−2 6.04310−1±1.4310−2

1.05 1.703100±3.7310−2 1.213100±2.5310−2 7.74310−1±1.7310−2 4.49310−1±1.1310−2

1.15 1.173100±2.7310−2 8.78310−1±1.9310−2 5.39310−1±1.3310−2 3.11310−1±8.4310−3

1.25 8.58310−1±2.1310−2 6.29310−1±1.4310−2 3.87310−1±9.9310−3 2.25310−1±6.8310−3

1.35 6.26310−1±1.7310−2 4.76310−1±1.2310−2 2.97310−1±8.3310−3 1.64310−1±5.5310−3

1.45 4.56310−1±1.4310−2 3.41310−1±9.2310−3 2.09310−1±6.5310−3 1.21310−1±4.5310−3

1.55 3.25310−1±1.1310−2 2.50310−1±7.3310−3 1.43310−1±5.0310−3 8.71310−2±3.7310−3

1.65 2.36310−1±8.9310−3 1.72310−1±5.7310−3 1.07310−1±4.2310−3 6.17310−2±3.0310−3

1.75 1.83310−1±7.4310−3 1.29310−1±4.6310−3 7.79310−2±3.4310−3 4.42310−2±2.4310−3

1.85 1.29310−1±6.0310−3 1.01310−1±4.0310−3 5.84310−2±2.8310−3 3.24310−2±2.0310−3

1.95 1.05310−1±5.5310−3 7.67310−2±3.4310−3 4.31310−2±2.4310−3 2.46310−2±1.8310−3

TABLE XXI. Invariant yields for K− at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 50–60% 60–70% 70–80% 80–92%

0.45 1.733100±4.3310−2 8.11310−1±2.5310−2 3.89310−1±1.6310−2 1.82310−1±9.9310−3

0.55 1.253100±2.9310−2 6.37310−1±1.8310−2 2.80310−1±1.1310−2 1.37310−1±7.1310−3

0.65 9.30310−1±2.1310−2 4.43310−1±1.3310−2 1.83310−1±7.5310−3 1.02310−1±5.4310−3

0.75 6.59310−1±1.6310−2 3.16310−1±9.5310−3 1.40310−1±5.9310−3 6.21310−2±3.8310−3

0.85 4.65310−1±1.2310−2 2.31310−1±7.4310−3 8.42310−2±4.2310−3 3.81310−2±2.7310−3

0.95 3.22310−1±9.0310−3 1.56310−1±5.7310−3 5.67310−2±3.2310−3 2.57310−2±2.1310−3

1.05 2.32310−1±7.2310−3 1.09310−1±4.5310−3 4.26310−2±2.7310−3 1.73310−2±1.7310−3

1.15 1.60310−1±5.5310−3 7.06310−2±3.4310−3 2.98310−2±2.1310−3 1.32310−2±1.4310−3

1.25 1.15310−1±4.4310−3 5.72310−2±2.9310−3 1.84310−2±1.6310−3 9.79310−3±1.2310−3

1.35 8.85310−2±3.8310−3 3.67310−2±2.3310−3 1.59310−2±1.5310−3 7.78310−3±1.0310−3

1.45 5.83310−2±3.0310−3 2.38310−2±1.8310−3 1.12310−2±1.2310−3 4.22310−3±7.5310−4

1.55 4.60310−2±2.5310−3 1.89310−2±1.6310−3 7.86310−3±1.0310−3 3.92310−3±7.1310−4

1.65 3.05310−2±2.0310−3 1.53310−2±1.4310−3 6.44310−3±9.0310−4 2.92310−3±6.0310−4

1.75 2.07310−2±1.6310−3 1.00310−2±1.1310−3 3.65310−3±6.6310−4 1.27310−3±3.9310−4

1.85 1.84310−2±1.5310−3 7.82310−3±9.5310−4 2.81310−3±5.8310−4 1.44310−3±4.1310−4

1.95 1.46310−2±1.3310−3 6.14310−3±8.6310−4 2.12310−3±5.1310−4 1.30310−3±4.0310−4
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TABLE XXII. Invariant yields for protons at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins, normalized
to unit rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.65 9.51310−1±2.7310−2 2.903100±9.3310−2 2.443100±8.0310−2 2.093100±6.9310−2

0.75 8.47310−1±2.4310−2 2.653100±8.5310−2 2.243100±7.3310−2 1.873100±6.2310−2

0.85 7.08310−1±2.0310−2 2.283100±7.3310−2 1.913100±6.3310−2 1.603100±5.3310−2

0.95 6.06310−1±1.8310−2 2.003100±6.6310−2 1.663100±5.5310−2 1.413100±4.8310−2

1.05 5.05310−1±1.5310−2 1.683100±5.7310−2 1.433100±4.9310−2 1.163100±4.1310−2

1.15 4.23310−1±1.3310−2 1.463100±5.1310−2 1.223100±4.3310−2 9.85310−1±3.6310−2

1.25 3.30310−1±1.0310−2 1.163100±4.2310−2 9.51310−1±3.5310−2 7.92310−1±3.0310−2

1.35 2.71310−1±8.8310−3 9.72310−1±3.7310−2 7.96310−1±3.1310−2 6.55310−1±2.6310−2

1.45 2.04310−1±6.7310−3 7.42310−1±2.9310−2 6.09310−1±2.5310−2 5.07310−1±2.1310−2

1.55 1.68310−1±5.8310−3 6.05310−1±2.5310−2 5.08310−1±2.2310−2 4.21310−1±1.9310−2

1.65 1.25310−1±4.4310−3 4.55310−1±2.0310−2 3.77310−1±1.7310−2 3.02310−1±1.4310−2

1.75 9.38310−2±3.4310−3 3.51310−1±1.6310−2 2.76310−1±1.4310−2 2.29310−1±1.2310−2

1.85 7.50310−2±2.8310−3 2.85310−1±1.4310−2 2.28310−1±1.2310−2 1.79310−1±1.0310−2

1.95 5.37310−2±2.1310−3 1.99310−1±1.1310−2 1.61310−1±9.3310−3 1.36310−1±8.2310−3

2.10 3.71310−2±9.4310−4 1.35310−1±5.0310−3 1.12310−1±4.4310−3 9.18310−2±3.8310−3

2.30 2.15310−2±5.9310−4 7.69310−2±3.5310−3 6.73310−2±3.2310−3 5.39310−2±2.7310−3

2.50 1.21310−2±4.2310−4 4.39310−2±2.5310−3 3.67310−2±2.2310−3 3.05310−2±2.0310−3

2.70 7.26310−3±2.8310−4 2.44310−2±1.8310−3 2.27310−2±1.7310−3 1.78310−2±1.5310−3

2.90 4.17310−3±1.9310−4 1.54310−2±1.4310−3 1.16310−2±1.2310−3 1.04310−2±1.1310−3

3.25 1.70310−3±8.3310−5 5.98310−3±5.5310−4 5.17310−3±5.0310−4 4.04310−3±4.3310−4

3.75 5.79310−4±4.4310−5 2.05310−3±3.1310−4 1.68310−3±2.8310−4 1.45310−3±2.5310−4

4.25 2.21310−4±2.7310−5 8.96310−4±2.2310−4 7.04310−4±1.9310−4 4.70310−4±1.5310−4

TABLE XXIII. Invariant yields for protons at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized to
unit rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.65 1.763100±6.0310−2 1.373100±4.4310−2 9.68310−1±3.2310−2 6.31310−1±2.2310−2

0.75 1.593100±5.4310−2 1.243100±4.0310−2 8.52310−1±2.9310−2 5.39310−1±1.9310−2

0.85 1.343100±4.6310−2 1.023100±3.3310−2 7.06310−1±2.4310−2 4.33310−1±1.6310−2

0.95 1.163100±4.1310−2 8.90310−1±2.9310−2 5.79310−1±2.0310−2 3.60310−1±1.4310−2

1.05 9.75310−1±3.5310−2 7.41310−1±2.5310−2 4.83310−1±1.7310−2 2.96310−1±1.2310−2

1.15 8.38310−1±3.1310−2 6.27310−1±2.2310−2 3.93310−1±1.5310−2 2.33310−1±9.7310−3

1.25 6.47310−1±2.5310−2 4.83310−1±1.8310−2 3.09310−1±1.2310−2 1.77310−1±7.9310−3

1.35 5.35310−1±2.2310−2 3.93310−1±1.5310−2 2.46310−1±1.0310−2 1.40310−1±6.7310−3

1.45 4.04310−1±1.8310−2 2.90310−1±1.2310−2 1.89310−1±8.3310−3 1.05310−1±5.4310−3

1.55 3.33310−1±1.6310−2 2.42310−1±1.0310−2 1.49310−1±7.1310−3 8.39310−2±4.7310−3

1.65 2.60310−1±1.3310−2 1.80310−1±8.1310−3 1.10310−1±5.6310−3 6.02310−2±3.7310−3

1.75 1.86310−1±1.0310−2 1.36310−1±6.6310−3 8.52310−2±4.7310−3 4.64310−2±3.1310−3

1.85 1.51310−1±8.9310−3 1.08310−1±5.7310−3 6.68310−2±4.0310−3 3.64310−2±2.7310−3

1.95 1.06310−1±6.9310−3 7.98310−2±4.5310−3 4.72310−2±3.2310−3 2.53310−2±2.1310−3

2.10 7.41310−2±3.3310−3 5.63310−2±2.1310−3 3.32310−2±1.5310−3 1.82310−2±1.0310−3

2.30 4.46310−2±2.4310−3 3.19310−2±1.5310−3 1.96310−2±1.1310−3 9.61310−3±7.2310−4

2.50 2.52310−2±1.7310−3 1.79310−2±1.1310−3 1.07310−2±7.8310−4 5.83310−3±5.5310−4

2.70 1.55310−2±1.3310−3 1.08310−2±8.0310−4 6.78310−3±6.1310−4 3.73310−3±4.4310−4

2.90 8.35310−3±9.5310−4 6.05310−3±5.8310−4 4.10310−3±4.7310−4 2.20310−3±3.3310−4

3.25 3.51310−3±3.9310−4 2.54310−3±2.4310−4 1.64310−3±1.9310−4 8.36310−4±1.3310−4

3.75 1.18310−3±2.2310−4 8.20310−4±1.3310−4 5.66310−4±1.1310−4 3.25310−4±7.8310−5

4.25 4.64310−4±1.4310−4 3.07310−4±8.3310−5 1.93310−4±6.4310−5 1.07310−4±4.7310−5
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TABLE XXIV. Invariant yields for protons at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized to
unit rapidity. Errors are statistical only.

pT sGeV/cd 50–60% 60–70% 70–80% 80–92%

0.65 3.82310−1±1.5310−2 2.04310−1±9.7310−3 9.09310−2±5.9310−3 4.96310−2±4.2310−3

0.75 3.25310−1±1.3310−2 1.65310−1±8.1310−3 7.04310−2±4.9310−3 3.79310−2±3.4310−3

0.85 2.60310−1±1.1310−2 1.27310−1±6.5310−3 5.41310−2±4.0310−3 2.62310−2±2.7310−3

0.95 2.08310−1±9.1310−3 1.00310−1±5.5310−3 4.11310−2±3.3310−3 2.06310−2±2.3310−3

1.05 1.61310−1±7.5310−3 7.43310−2±4.5310−3 3.14310−2±2.8310−3 1.54310−2±1.9310−3

1.15 1.24310−1±6.2310−3 5.88310−2±3.8310−3 2.40310−2±2.3310−3 8.08310−3±1.3310−3

1.25 9.20310−2±5.0310−3 3.98310−2±3.0310−3 1.68310−2±1.9310−3 6.94310−3±1.2310−3

1.35 7.34310−2±4.4310−3 3.41310−2±2.7310−3 1.21310−2±1.6310−3 5.84310−3±1.1310−3

1.45 4.98310−2±3.3310−3 2.41310−2±2.2310−3 9.02310−3±1.3310−3 3.61310−3±8.1310−4

1.55 4.43310−2±3.1310−3 1.69310−2±1.8310−3 6.98310−3±1.1310−3 2.19310−3±6.3310−4

1.65 3.29310−2±2.6310−3 1.30310−2±1.5310−3 4.57310−3±9.0310−4 1.36310−3±4.8310−4

1.75 2.37310−2±2.1310−3 9.76310−3±1.3310−3 3.81310−3±8.0310−4 1.40310−3±4.8310−4

1.85 1.80310−2±1.8310−3 7.16310−3±1.1310−3 2.56310−3±6.6310−4 8.09310−4±3.7310−4

1.95 1.24310−2±1.4310−3 5.34310−3±9.1310−4 2.04310−3±5.7310−4 8.46310−4±3.6310−4

2.10 9.33310−3±7.2310−4 3.47310−3±4.2310−4 1.34310−3±2.7310−4 4.08310−4±1.5310−4

2.30 4.86310−3±5.0310−4 2.28310−3±3.4310−4 6.06310−4±1.8310−4 2.88310−4±1.2310−4

2.50 3.01310−3±3.9310−4 9.91310−4±2.2310−4 3.91310−4±1.4310−4 2.19310−4±1.0310−4

2.70 1.66310−3±2.9310−4 6.31310−4±1.7310−4 2.37310−4±1.1310−4 1.12310−4±7.4310−5

2.90 1.03310−3±2.2310−4 4.62310−4±1.5310−4 1.06310−4±7.3310−5 3.22310−5±4.0310−5

3.25 4.01310−4±8.7310−5 1.66310−4±5.5310−5 6.73310−5±3.6310−5 2.02310−5±2.0310−5

3.75 1.45310−4±5.2310−5 5.72310−5±3.2310−5 2.13310−5±1.9310−5 2.89310−6±7.7310−6

4.25 4.94310−5±3.2310−5 2.40310−5±2.2310−5 1.02310−5±1.5310−5 2.43310−6±6.7310−6

TABLE XXV. Invariant yields for antiprotons at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins,
normalized to unit rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.65 6.73310−1±2.0310−2 2.003100±6.8310−2 1.733100±6.0310−2 1.483100±5.2310−2

0.75 6.16310−1±1.8310−2 1.893100±6.2310−2 1.613100±5.4310−2 1.343100±4.6310−2

0.85 5.28310−1±1.5310−2 1.673100±5.4310−2 1.423100±4.7310−2 1.193100±4.1310−2

0.95 4.52310−1±1.3310−2 1.473100±4.8310−2 1.253100±4.2310−2 1.053100±3.6310−2

1.05 3.65310−1±1.1310−2 1.213100±4.1310−2 1.043100±3.6310−2 8.82310−1±3.1310−2

1.15 3.19310−1±9.7310−3 1.103100±3.9310−2 9.28310−1±3.4310−2 7.39310−1±2.8310−2

1.25 2.53310−1±7.9310−3 8.90310−1±3.3310−2 7.47310−1±2.8310−2 6.15310−1±2.4310−2

1.35 2.01310−1±6.5310−3 7.24310−1±2.8310−2 6.08310−1±2.4310−2 4.88310−1±2.0310−2

1.45 1.66310−1±5.6310−3 6.12310−1±2.5310−2 5.01310−1±2.1310−2 4.09310−1±1.8310−2

1.55 1.22310−1±4.1310−3 4.43310−1±1.9310−2 3.69310−1±1.6310−2 3.04310−1±1.4310−2

1.65 9.61310−2±3.4310−3 3.46310−1±1.6310−2 3.00310−1±1.4310−2 2.43310−1±1.2310−2

1.75 7.19310−2±2.7310−3 2.70310−1±1.3310−2 2.17310−1±1.1310−2 1.84310−1±9.9310−3

1.85 5.57310−2±2.1310−3 2.07310−1±1.1310−2 1.68310−1±9.5310−3 1.45310−1±8.4310−3

1.95 4.04310−2±1.7310−3 1.53310−1±9.2310−3 1.19310−1±7.7310−3 1.02310−1±6.9310−3

2.10 2.61310−2±7.3310−4 9.75310−2±4.2310−3 7.95310−2±3.7310−3 6.64310−2±3.2310−3

2.30 1.54310−2±4.8310−4 5.99310−2±3.1310−3 4.59310−2±2.7310−3 3.87310−2±2.4310−3

2.50 8.66310−3±3.4310−4 3.16310−2±2.2310−3 2.69310−2±2.0310−3 2.29310−2±1.8310−3

2.70 4.79310−3±2.2310−4 1.79310−2±1.6310−3 1.46310−2±1.4310−3 1.19310−2±1.2310−3

2.90 2.91310−3±1.6310−4 1.04310−2±1.2310−3 8.43310−3±1.1310−3 7.25310−3±9.6310−4

3.25 1.16310−3±6.7310−5 4.14310−3±4.7310−4 3.55310−3±4.3310−4 3.02310−3±3.8310−4

3.75 3.71310−4±3.5310−5 1.29310−3±2.5310−4 1.30310−3±2.5310−4 1.09310−3±2.2310−4

4.25 1.35310−4±2.1310−5 5.44310−4±1.7310−4 3.98310−4±1.4310−4 3.57310−4±1.3310−4
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TABLE XXVI. Invariant yields for antiprotons at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized
to unit rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.65 1.253100±4.5310−2 9.68310−1±3.2310−2 6.98310−1±2.4310−2 4.51310−1±1.7310−2

0.75 1.163100±4.1310−2 8.94310−1±2.9310−2 6.35310−1±2.2310−2 4.06310−1±1.5310−2

0.85 1.023100±3.5310−2 7.83310−1±2.5310−2 5.21310−1±1.8310−2 3.37310−1±1.3310−2

0.95 8.85310−1±3.1310−2 6.61310−1±2.2310−2 4.42310−1±1.5310−2 2.70310−1±1.0310−2

1.05 7.26310−1±2.6310−2 5.25310−1±1.8310−2 3.54310−1±1.3310−2 2.05310−1±8.4310−3

1.15 6.43310−1±2.5310−2 4.63310−1±1.6310−2 2.99310−1±1.2310−2 1.79310−1±7.7310−3

1.25 4.99310−1±2.0310−2 3.65310−1±1.4310−2 2.33310−1±9.5310−3 1.37310−1±6.4310−3

1.35 4.11310−1±1.8310−2 2.88310−1±1.1310−2 1.80310−1±7.8310−3 1.03310−1±5.2310−3

1.45 3.40310−1±1.5310−2 2.41310−1±1.0310−2 1.42310−1±6.7310−3 8.40310−2±4.6310−3

1.55 2.45310−1±1.2310−2 1.77310−1±7.8310−3 1.06310−1±5.3310−3 6.14310−2±3.6310−3

1.65 1.90310−1±1.0310−2 1.43310−1±6.7310−3 8.53310−2±4.6310−3 4.50310−2±3.0310−3

1.75 1.45310−1±8.4310−3 1.02310−1±5.2310−3 6.32310−2±3.8310−3 3.49310−2±2.6310−3

1.85 1.20310−1±7.4310−3 7.97310−2±4.4310−3 4.76310−2±3.1310−3 2.66310−2±2.2310−3

1.95 8.41310−2±6.0310−3 5.83310−2±3.7310−3 3.56310−2±2.7310−3 1.84310−2±1.8310−3

2.10 5.22310−2±2.8310−3 3.90310−2±1.7310−3 2.30310−2±1.3310−3 1.27310−2±8.8310−4

2.30 3.19310−2±2.1310−3 2.24310−2±1.2310−3 1.34310−2±9.2310−4 7.39310−3±6.6310−4

2.50 1.83310−2±1.5310−3 1.22310−2±9.0310−4 7.78310−3±6.9310−4 4.11310−3±4.8310−4

2.70 9.79310−3±1.1310−3 6.65310−3±6.4310−4 4.66310−3±5.2310−4 2.30310−3±3.5310−4

2.90 6.28310−3±8.7310−4 4.33310−3±5.1310−4 2.57310−3±3.8310−4 1.67310−3±3.0310−4

3.25 2.55310−3±3.4310−4 1.64310−3±2.0310−4 1.05310−3±1.5310−4 5.44310−4±1.1310−4

3.75 8.03310−4±1.9310−4 5.39310−4±1.1310−4 2.59310−4±7.3310−5 1.75310−4±5.9310−5

4.25 2.92310−4±1.2310−4 1.74310−4±6.3310−5 1.12310−4±4.9310−5 5.56310−5±3.5310−5

TABLE XXVII. Invariant yields for antiprotons at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized
to unit rapidity. Errors are statistical only.

pT sGeV/cd 50–60% 60–70% 70–80% 80–92%

0.65 2.84310−1±1.2310−2 1.58310−1±8.1310−3 6.22310−2±4.7310−3 3.55310−2±3.4310−3

0.75 2.50310−1±1.1310−2 1.25310−1±6.6310−3 5.43310−2±4.0310−3 2.77310−2±2.8310−3

0.85 1.89310−1±8.3310−3 9.50310−2±5.2310−3 4.16310−2±3.3310−3 2.06310−2±2.2310−3

0.95 1.58310−1±7.1310−3 7.38310−2±4.3310−3 3.13310−2±2.7310−3 1.56310−2±1.8310−3

1.05 1.19310−1±5.8310−3 5.50310−2±3.5310−3 2.12310−2±2.1310−3 1.01310−2±1.4310−3

1.15 9.60310−2±5.1310−3 4.34310−2±3.1310−3 1.73310−2±1.9310−3 7.94310−3±1.2310−3

1.25 7.11310−2±4.1310−3 3.19310−2±2.5310−3 1.22310−2±1.5310−3 6.05310−3±1.1310−3

1.35 5.31310−2±3.4310−3 2.40310−2±2.1310−3 9.65310−3±1.3310−3 4.08310−3±8.4310−4

1.45 4.43310−2±3.1310−3 1.90310−2±1.9310−3 7.69310−3±1.2310−3 3.31310−3±7.6310−4

1.55 3.13310−2±2.4310−3 1.28310−2±1.4310−3 4.43310−3±8.5310−4 2.02310−3±5.6310−4

1.65 2.39310−2±2.1310−3 9.29310−3±1.2310−3 3.09310−3±7.0310−4 1.70310−3±5.2310−4

1.75 1.79310−2±1.7310−3 6.92310−3±1.0310−3 2.79310−3±6.6310−4 1.21310−3±4.3310−4

1.85 1.28310−2±1.4310−3 5.66310−3±9.3310−4 1.27310−3±4.4310−4 7.33310−4±3.3310−4

1.95 1.00310−2±1.3310−3 3.93310−3±7.8310−4 1.54310−3±4.9310−4 7.92310−4±3.5310−4

2.10 6.03310−3±5.9310−4 2.58310−3±3.8310−4 6.91310−4±2.0310−4 3.59310−4±1.4310−4

2.30 3.46310−3±4.4310−4 1.37310−3±2.7310−4 5.66310−4±1.8310−4 2.03310−4±1.1310−4

2.50 2.04310−3±3.4310−4 7.56310−4±2.0310−4 2.85310−4±1.3310−4 1.35310−4±8.5310−5

2.70 1.20310−3±2.5310−4 3.92310−4±1.4310−4 2.26310−4±1.1310−4 2.67310−5±3.8310−5

2.90 6.21310−4±1.8310−4 2.92310−4±1.2310−4 1.40310−4±8.8310−5 8.76310−6±2.2310−5

3.25 2.61310−4±7.3310−5 1.10310−4±4.7310−5 3.63310−5±2.8310−5 9.16310−6±1.4310−5

3.75 6.52310−5±3.6310−5 2.77310−5±2.3310−5 5.76310−6±1.1310−5

4.25 4.82310−5±3.2310−5 1.23310−5±1.6310−5 2.71310−6±8.1310−6
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TABLE XXVIII. Invariant yields for p± and K± at midrapidity in 60–92% centrality bins, normalized to unit rapidity. Errors are
statistical only.

pT sGeV/cd p+ p− K+ K−

0.25 1.283101±1.1310−1 1.213101±9.5310−2

0.35 6.613100±5.7310−2 6.423100±5.2310−2

0.45 3.713100±3.4310−2 3.593100±3.1310−2 5.35310−1±1.5310−2 4.74310−1±1.3310−2

0.55 2.093100±2.1310−2 2.063100±1.9310−2 3.83310−1±9.7310−3 3.62310−1±8.8310−3

0.65 1.243100±1.4310−2 1.213100±1.3310−2 2.66310−1±6.8310−3 2.50310−1±6.2310−3

0.75 7.63310−1±9.6310−3 7.31310−1±8.4310−3 1.81310−1±4.9310−3 1.78310−1±4.6310−3

0.85 4.64310−1±6.6310−3 4.60310−1±5.9310−3 1.26310−1±3.7310−3 1.21310−1±3.4310−3

0.95 2.93310−1±4.8310−3 2.95310−1±4.3310−3 8.85310−2±2.9310−3 8.21310−2±2.5310−3

1.05 1.91310−1±3.5310−3 1.89310−1±3.2310−3 6.34310−2±2.3310−3 5.80310−2±2.0310−3

1.15 1.26310−1±2.6310−3 1.28310−1±2.5310−3 4.35310−2±1.8310−3 3.91310−2±1.5310−3

1.25 8.15310−2±2.0310−3 8.12310−2±1.8310−3 2.87310−2±1.4310−3 2.94310−2±1.3310−3

1.35 5.96310−2±1.7310−3 5.71310−2±1.5310−3 2.03310−2±1.1310−3 2.07310−2±1.0310−3

1.45 3.95310−2±1.3310−3 3.91310−2±1.2310−3 1.68310−2±9.7310−4 1.35310−2±8.2310−4

1.55 2.56310−2±9.7310−4 2.81310−2±9.7310−4 1.06310−2±7.5310−4 1.05310−2±7.0310−4

1.65 1.96310−2±8.4310−4 2.07310−2±8.1310−4 8.39310−3±6.5310−4 8.47310−3±6.2310−4

1.75 1.44310−2±7.1310−4 1.41310−2±6.5310−4 5.68310−3±5.2310−4 5.15310−3±4.6310−4

1.85 1.07310−2±6.0310−4 1.04310−2±5.6310−4 4.91310−3±4.7310−4 4.15310−3±4.1310−4

1.95 7.68310−3±5.1310−4 7.42310−3±4.8310−4 3.59310−3±4.1310−4 3.29310−3±3.7310−4

2.05 5.87310−3±3.6310−4 4.87310−3±3.3310−4

2.15 3.78310−3±2.9310−4 3.87310−3±3.0310−4

2.25 2.99310−3±2.6310−4 2.55310−3±2.5310−4

2.35 2.47310−3±2.5310−4 2.41310−3±2.6310−4

2.45 1.68310−3±2.1310−4 1.63310−3±2.1310−4

2.55 1.77310−3±2.3310−4 1.54310−3±2.3310−4

2.65 1.28310−3±2.1310−4 1.18310−3±2.0310−4

2.75 1.02310−3±2.0310−4 7.74310−4±1.7310−4

2.85 7.49310−4±1.7310−4 6.23310−4±1.7310−4

2.95 5.61310−4±1.6310−4 7.27310−4±1.9310−4

TABLE XXIX. Invariant yields for protons and antiprotons at midrapidity in 60–92% centrality bin, normalized to unit rapidity. Errors
are statistical only.

pT sGeV/cd p p̄

0.65 1.17310−1±4.8310−3 8.63310−2±3.8310−3

0.75 9.26310−2±3.9310−3 7.00310−2±3.1310−3

0.85 7.01310−2±3.1310−3 5.31310−2±2.5310−3

0.95 5.48310−2±2.6310−3 4.07310−2±2.0310−3

1.05 4.10310−2±2.1310−3 2.92310−2±1.6310−3

1.15 3.09310−2±1.7310−3 2.32310−2±1.4310−3

1.25 2.16310−2±1.3310−3 1.70310−2±1.1310−3

1.35 1.77310−2±1.2310−3 1.27310−2±9.4310−4

1.45 1.25310−2±9.4310−4 1.02310−2±8.3310−4

1.55 8.85310−3±7.8310−4 6.51310−3±6.2310−4

1.65 6.42310−3±6.3310−4 4.76310−3±5.2310−4

1.75 5.08310−3±5.5310−4 3.69310−3±4.5310−4

1.85 3.58310−3±4.6310−4 2.60310−3±3.7310−4

1.95 2.79310−3±3.9310−4 2.11310−3±3.4310−4

2.10 1.77310−3±1.8310−4 1.23310−3±1.5310−4

2.30 1.08310−3±1.4310−4 7.22310−4±1.2310−4

2.50 5.42310−4±9.5310−5 3.97310−4±8.5310−5

2.70 3.32310−4±7.4310−5 2.17310−4±6.2310−5

2.90 2.04310−4±5.8310−5 1.49310−4±5.2310−5

3.25 8.58310−5±2.3310−5 5.24310−5±1.9310−5

3.75 2.76310−5±1.3310−5 1.14310−5±8.7310−6

4.25 1.24310−5±9.1310−6 5.08310−6±6.1310−6
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