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#### Abstract

This paper takes a new look at the tradeoff between risk and return in the stock market. We find a significant positive relation between average stock variance and the return on the market. There is, therefore, a tradeoff between risk and return in the stock market, except that risk is measured as total risk, including idiosyncratic risk, rather than only systematic risk. Further, we find that the variance of the market by itself has no forecasting power for the market return. These relations persist after we control for macroeconomic variables known to forecast the stock market. We show that idiosyncratic risk explains most of the variation of average stock risk through time and it is idiosyncratic risk that drives the forecastability of the stock market.
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## 1 Introduction

Merton's ICAPM suggests a positive relation between risk and return in the stock market. ${ }^{1}$ Given the importance of this model, there is a long empirical literature that has tried to establish the existence of such a tradeoff between risk and return in the market. ${ }^{2}$ Unfortunately, the results have been inconclusive. Often the relation between risk and return has been found insignificant, and sometimes even negative.

In this paper, we again investigate the relation between risk and return in the market. Our main innovation is to look at average stock risk in addition to market risk. We are motivated by the generalized lack of diversification of investors' portfolios. Recent papers by Barber and Odean (2000), Benartzi and Thaler (2001), and Falkenstein (1996) report that both individual investors' portfolios and mutual fund portfolios are surprisingly undiversified. The situation is even more extreme if we consider portfolios in a broader sense to include human capital and private equity. Heaton and Lucas (1997, 2000) and Vissing-Jørgensen and Moskowitz (2001) offer evidence that investors hold substantial amounts of idiosyncratic risk in the form of human capital and private equity. This lack of diversification suggests that the relevant measure of risk for many investors may be the total risk of individual stocks. To the extent that undiversified investors have an impact in the market, this should be reflected in the pricing of total stock risk, including idiosyncratic risk.

We measure the risk of the market in a given month by the variance of the daily market returns in that month. Similarly, we measure average stock risk in each month as the cross-sectional average of the variances of all the stocks traded in that month, where the variance of each stock is calculated with daily stock returns within the month. This is the same measure of average stock risk that was used by Campbell, Lettau, Malkiel, and Xu (2001) (hereafter CLMX). Our analysis is focussed on predictive regressions of market returns on these variance measures.

Consistent with some previous studies, we find that the lagged variance of the market has no forecasting power for the market return. This is evidence against a tradeoff between risk and return when risk is measured as systematic risk only. However, we do find a significant positive relation between lagged average stock variance and the return on the market. There does exist a tradeoff between risk and return in the stock market, except that risk is measured as total risk, including idiosyncratic risk, rather than only systematic risk.

To confirm these puzzling results, we run a battery of robustness checks. First, we implement a bootstrap experiment to check the small sample properties of our regres-

[^1]sions. The distribution of the test statistics from the regressions of returns on variance measures can be distorted due to the high skewness and kurtosis of both the regressand and the regressors. Additionally, the regressions may suffer from the conjunction of the high persistence of regressors and their correlation with the dependent variable, which is the typical problem of predictive regressions studied by Stambaugh (1999). Our bootstrap experiment handles these issues simultaneously. The results from the experiment indicate that the relation between market return and average stock risk is not a small sample illusion.

Second, we extend the sample. Since our measure of average stock variance is only available since July of 1962, when CRSP started recording daily data, we use another measure recently proposed by Goyal and Santa-Clara (2001) (hereafter GS). That paper offers a measure of variance constructed using the cross-sectional average of the squared monthly returns of all stocks. GS find that this alternative measure has similar characteristics to the measure that uses daily data in the common sample (since 1962) but has the added advantage of being available since 1926, which is the beginning of the CRSP tapes. Using this alternative measure for the longer sample, we find that the coefficient on average variance remains significantly positive while the coefficient on market variance is still insignificant.

One potential explanation for our finding is that average stock variance might merely be proxying for business cycle fluctuations. Indeed, CLMX (2001) and GS (2001) have found that average stock risk is strongly pro-cyclical. There is also substantial evidence that macroeconomic variables related to the business cycle can forecast stock market returns. ${ }^{3}$ Therefore, the effect of average stock variance on the stock market might only be proxying for variations in the business cycle. To test this "proxy" hypothesis, we examine the relation between stock market returns and average stock variance using macro variables known to forecast the stock market as controls for business cycle fluctuations. However, after controlling for the dividend-price ratio, the default and term spreads, and the relative riskfree interest rate, our results retain their significance.

To further establish the robustness of the predictor, we run regressions of the returns of a variety of portfolios other than the market on the variance measures. For portfolios sorted by size and book-to-market, and by industry classification, we find that the regressions yield significantly positive coefficients on average stock variance and insignificant coefficients on market variance. We conclude that the forecasting ability of average stock variance holds across a variety of portfolios.

To assess the economic significance of the predictability of stock returns, we construct a trading strategy in the spirit of Breen, Glosten, and Jagannathan (1989) based on out-of-sample forecasts of the market using the risk measures. For each month in the sample, we use the previous historical data on the conditioning variables to forecast the excess return on the market next period. If the predicted excess return is positive, the strategy invests fully in the stock market, otherwise the strategy invests in the riskfree asset. We

[^2]find that the return of the trading strategy that conditions on average stock variance has a higher mean and a lower standard deviation (overall yielding a higher Sharpe ratio) than the return provided by buying and holding the market. Using the metric developed by Fleming, Kilby, and Ostdiek (2001), we find that a quadratic utility investor with relative risk aversion of 5 would be willing to pay 2.5 percent per year to a manager that was able to time the market with the average stock variance measure.

We study a decomposition of the measure of average stock risk using a factor model of returns. We show that average stock variance can be decomposed into a systematic component - driven by the factors' risk premia, the factors' variances, and the crosssectional dispersion of the betas of the stocks on the factors - and an idiosyncratic component. We use two particular factor models - the market model and the FamaFrench three-factor model - to estimate the two components of average stock variance. We find that on average throughout our sample, the idiosyncratic component represents 85 percent of the total average stock variance according to the market model, and 80 percent according to the Fama-French model. Additionally, it is the time variation of the idiosyncratic variance component that is responsible for most of the time variation of average stock variance. In the market model, the variation of the idiosyncratic component is 84 percent of the variation of the average stock variance. In the Fama-French model, this number is 70 percent. We use the estimated residuals from these factor models to compute an alternative measure of idiosyncratic variance. Regressions of the market return on the lagged measures of idiosyncratic variance corroborate the previous results. We conclude that it is the idiosyncratic component that drives the significance of average stock variance in explaining market returns.

Our results are complementary to the evidence of idiosyncratic risk being priced in the cross-section of stocks. In very early work, Douglas (1969) and Lintner (1965) found that the variance of the residuals from a market model was strongly significant in explaining the cross-sectional average returns of stocks. These results were largely disregarded after Miller and Scholes (1972), and Fama and Macbeth (1973) pointed the statistical pitfalls in these regressions. However, new evidence has surfaced about the pricing of idiosyncratic risk in the cross section. Lehmann (1990) reaffirms the results of Douglas (1969) after conducting a careful econometric analysis. Malkiel and Xu (1997, 2000) (hereafter MX) present comprehensive evidence of the importance of idiosyncratic risk in explaining the cross section of expected stock returns. MX run crosssectional regressions of individual stock returns on their size, beta, and idiosyncratic volatility, ${ }^{4}$ and find that idiosyncratic volatility is a significant regressor. Moreover, in multiple regression tests that include both idiosyncratic risk and size as explanatory variables, MX find that size becomes insignificant. MX also show that a factor portfolio constructed on the basis of idiosyncratic risk ("high minus low," à là Fama-French) helps explain the time variation of returns to different portfolios.

This paper is organized as follows. We introduce our risk measure and explore the main risk-return regressions in Section 2. Section 3 performs a host of robustness checks

[^3]on the basic risk-return tradeoff. These include introducing a different measure of volatility, extending the sample, correcting for small sample inference problems, controlling for business cycle variables, and forecasting portfolios other than the market. We also assess the economic significance of our results in this section. Section 4 contains a discussion of our volatility measures. It includes additional checks using residuals from the market model and the Fama-French three factor model to construct alternative measures of idiosyncratic volatility. We conclude in Section 5 by positing some possible explanations for our findings.

## 2 Main Results

In this section, we first introduce our risk measures computed using daily data and discuss some salient features of those measures. Then we investigate the tradeoff between risk and return. We find that the lagged variance of the market has no forecasting power for the market return. However, we do find a significant positive relation between average stock variance and the return on the market.

### 2.1 Risk Measures

Each month we compute the variance of a portfolio $p$ using within-month daily return data:

$$
\begin{equation*}
V_{p t}=\sum_{d=1}^{D_{t}} r_{p d}^{2}+2 \sum_{d=2}^{D_{t}} r_{p d} r_{p d-1} \tag{1}
\end{equation*}
$$

where $D_{t}$ is the number of days in month $t$ and $r_{p d}$ is the portfolio's return on day $d$. The second term on the right hand side adjusts for the autocorrelation in daily returns using the approach proposed by French, Schwert, and Stambaugh (1987). ${ }^{5}$ Similarly, we compute the average stock variance as the arithmetic average of the variance of each stock's daily returns:

$$
\begin{equation*}
V_{t}=\frac{1}{N_{t}} \sum_{i=1}^{N_{t}}\left[\sum_{d=1}^{D_{t}} r_{i d}^{2}+2 \sum_{d=2}^{D_{t}} r_{i d} r_{i d-1}\right], \tag{2}
\end{equation*}
$$

where $r_{i d}$ is the return on stock $i$ in day $d$, and $N_{t}$ is the number of stocks that exist in month $t$. Note that this is not strictly speaking a variance measure since we do not

[^4]demean returns before taking the expectation. However, for short holding periods, the impact of subtracting the means is not very important. For monthly excess returns of typical stocks, the expected squared return may overstate the variance by less than one percent. ${ }^{6}$ The advantage of this approach, of course, is that it allows us to sidestep the issue of estimating conditional means for each stock. In the rest of the paper we ignore the distinction and refer to expected squared returns as variances.

We compute the risk measures using CRSP data from July of 1962 to December of 1999. This is the same sample period used by CLMX (2001) and corresponds to the availability of daily stock return data in CRSP. Each month, we use all the stocks which have a valid return for that month and a valid market capitalization at the end of the previous month to compute the measure of average stock variance.

Table 1 gives descriptive statistics on the volatility measures. In addition to the variance measures described above, we also report statistics on standard deviations. These are simply the square root of the corresponding variance measure $\left(S D_{t}=\sqrt{V_{t}}\right.$, and $S D_{p t}=\sqrt{V_{p t}}$. Where there is no scope for confusion, we refer to standard deviation as 'volatility' in this paper. The first row (marked $r$ ) in Panel A of Table 1 gives the moments for a typical stock. These are computed as the average of the moments for all stocks. ${ }^{7}$ Besides reporting the mean, median, standard deviation, minimum, and maximum, we also report the skewness and kurtosis to assess the normality of variables. Finally, we report the autoregressive root, the sum of the first twelve autoregressive coefficients, and the Augmented Dickey-Fuller test (with an intercept and twelve lags) to gauge the level of persistence in the time series of the variables.

Several features of the time series of the volatility measures are noteworthy from this table. First, the mean of average individual stock volatility ( 16.40 percent per month) is more than four times the mean volatility of the equal-weighted portfolio (3.56 percent per month). This indicates that idiosyncratic risk is likely to represent a large component of total stock risk. ${ }^{8}$ Second, all the measures of volatility show substantial time variation. The 'standard deviation' of the volatility of the equal-weighted portfolio is 2.08 percent which is of the same order of magnitude as its mean of 3.56 percent. In contrast, the 'standard deviation' (4.19 percent per month) of the average individual stock volatility is only a fourth of its 'mean' (16.40 percent per month). This indicates that the average stock volatility is measured more precisely. Third, average stock volatility is very persistent with autoregressive root of 0.84 . Moreover, the autocorrelation decays only slowly, as is evidenced by the large value of the sum of the first twelve autoregressive coefficients. The average stock volatility measure is substantially more persistent

[^5]than the volatility of the equal weighted portfolio, as measured by either the first-order autocorrelation or the first twelve autocorrelations. ${ }^{9}$ This high level of persistence also points to the precision with which average stock risk is measured, since any estimation error would make the series faster mean reverting.

From Panel B of Table 1, we observe that the average stock volatility is not much correlated with the equal-weighted (0.324) and value-weighted (0.423) portfolio volatilities. Periods of high idiosyncratic risk are not necessarily the same as periods of high market risk. However, the equal-weighted and value-weighted portfolio volatilities are highly correlated (0.832) with each other. They are both good measures of market risk. The typical stock, as well as the equal- and value-weighted portfolios, are negatively contemporaneously correlated with the market volatility, in support of the leverage effect of Black (1976) and Christie (1982). In contrast, the average stock return and the market returns are positively contemporaneously correlated with average stock volatility. Duffee (1995) also finds a positive contemporaneous relation between individual stock returns and individual stock volatility. He suggests that the reason for the reversal of this relation at the aggregate level is the negative skewness of the market factor and the positive skewness of individual stock returns.

Figure 1 plots the time series of average stock volatility for our sample. The top panel of this figure plots the raw time series while the bottom panel plots their twelvemonth moving average to smooth out high-frequency components (estimation noise). A remarkable feature of this graph (first noted by CLMX (2001)) is that average stock volatility shows a clear upward time trend during this sample period. The figure also plots the NBER recession months as shaded bars. It can be seen that average stock volatility tends to go up around recessions. ${ }^{10}$ Figure 2 gives a graphical illustration of the time series of the equal-weighted and value-weighted portfolios' volatilities. These series do not show any significant trend. Although the market volatility was high in the 1970's and 1980's, it seems to have fallen back to average post-war levels in the 1990's. There is also evidence of procyclical behavior of the market volatility.

### 2.2 Risk and Return

We now explore the linkage between risk and return using the measures of volatility presented above.

The ICAPM predicts a positive relation between systematic risk and excess return

[^6]on the market. It is important to note that the predicted relation is between ex-ante expected returns and ex-ante forecasted volatility. ${ }^{11}$ In our analysis, we regress realized excess returns on the lagged volatility measures. The fitted value of this regression gives the expected return conditional on the forecasted volatility. We use the current volatility as a proxy for the current expectation of next period's volatility, which can be justified by the high persistence of the volatility series. ${ }^{12}$ Thus, the forecasting regression is:
\[

$$
\begin{equation*}
r_{v w t+1}=\alpha+\beta X_{t}+\epsilon_{t+1} \tag{3}
\end{equation*}
$$

\]

where $r_{v w}$ is the excess return on the market and $X$ includes different combinations of the market and average-stock risk measures.

Table 2 presents the results of regressions of the monthly value-weighted market return on the lagged measures of volatility. The first regression repeats the classic regression of market return on lagged market variance. The extant literature presents conflicting results on the sign of this coefficient. Campbell (1987), and Glosten, Jagannathan, and Runkle (1993) find a significantly negative relation, whereas Campbell and Hentschel (1992), French, Schwert, and Stambaugh (1987), and Scruggs (1998) find a significantly positive relation. For our data and sample period, we find a negative but insignificant coefficient.

However, the second regression shows that the lagged average stock variance is positively significant in explaining market returns. The coefficient has a $t$-statistic above two and the $\bar{R}$ of the regression is around one percent, which is high given the monthly frequency of the predictive regressions. ${ }^{13}$ This significance actually increases when we include the market variance as a second regressor. Including both variance measures makes the coefficient on market variance significantly negative and the coefficient on average individual stock variance even more significantly positive. ${ }^{14}$ The $\bar{R}^{2}$ of this regression is as high as two percent.

Although the formulation of the ICAPM suggests that risk should be measured by

[^7]variance, as a further check we also run regressions of market returns on lagged standard deviations and lagged log of variances. One potential problem with the regressions on the variance measures is the non-sphericity of residuals. As we pointed out in the discussion of Table 1, the times series of the variance measures display large kurtosis and skewness. This can potentially affect the distribution of standard errors and thereby impact the inference about parameter significance. ${ }^{15}$ To the extent that transformations of the explanatory variables such as the square-root (in the case of the standard deviation) and $\log$ reduce the skewness and kurtosis, we should expect that the impact of these distortions is attenuated in the new regressions. Like Andersen, Bollerslev, Diebold, and Ebens (2001), we do find that the square root and log transformations of the variance measures are closer to normally distributed than the variances themselves. As reported in Table 1, the standard deviation measures have lower skewness and lower kurtosis than the variance measures. Similarly, the skewness coefficients of the logs of $V$ and $V_{v w}$ are 0.320 and 0.273 respectively, and the corresponding kurtosis coefficients are 2.741 and 3.838 . These coefficients are actually quite close to those of a normally distributed random variable.

Lines 4 to 6 of Table 2 report the regressions on standard deviations and the last three lines correspond to the regression on logs of variances. The results with these transformed variables are even stronger than with variances as regressors! ${ }^{16}$ This is reassuring about the robustness of the relation between market returns and average stock risk. In contrast, the sign of the coefficient on market risk is not robust to the transformations. In regression 7, the sign on the log of the market variance is actually positive (although still insignificant). The coefficient on the measures of market risk is always insignificant except in regression 3.

Table 2 shows that there is a tradeoff between total risk - systematic and idiosyncratic - and return on the market. In the next section, we explore further the robustness of this result.

## 3 Robustness Checks

In this section, we confirm the puzzling relation between average stock variance and the return on the market through a battery of robustness checks. We run a bootstrap analysis of the significance of the relation between market return and average stock risk. We extend the sample using an alternative definition of average stock variance proposed by GS (2001) that does not require the use of daily data. We confirm the findings about the risk-return tradeoff after controlling for variables proxying for business cycle fluctuations. We also run regressions of the returns of a variety of portfolios other than the market on average stock variance. Finally we assess the economic significance of the

[^8]predictability of stock returns.

### 3.1 Correcting Small Sample Biases

We now investigate the small sample properties of the regressions of the previous section. There are two potential sources of problems that may affect the regressions reported in Table 2. First, both the regressand and the regressors display high levels of skewness and kurtosis, which can affect the distribution of the test statistics. Second, the regressors are highly persistent and contemporaneously correlated with the regressand. We study the impact of these problems on our inferences using a bootstrap experiment. ${ }^{17}$

The kurtosis of returns and variance measures may invalidate the use of the asymptotic distribution of the $t$-statistics in hypothesis tests since the standard deviation of the regression residuals understates their total variability. Additionally, as Miller and Scholes (1972) point out, the skewness of returns may create a spurious relation between ex-post realized returns and variance measures even when there is no relation ex-ante. Note that we are partially addressing these problems by using Newey-West corrected $t$-statistics. Also, the regressions of returns on the log and the square root of the lagged variance measures, which have lower skewness and kurtosis, are indicative that problems of non-spherical disturbances are unlikely to invalidate our inferences. Nevertheless, the problem deserves further attention.

The persistence of the variance measures coupled with their contemporaneous correlation with market returns may affect the results of regressions of market returns on lagged variances. As Stambaugh (1999) explains it:" ${ }^{18}$ "When a rate of return is regressed on a lagged stochastic regressor, [...] the regression disturbance is correlated with the regressor's innovation. The OLS estimator's finite sample properties can depart substantially from the standard regression setting." Are these biases responsible for a spuriously significant relation between the market return and average stock risk?

For the bootstrap experiment, we assume that both the average variance, $V$, and the market variance, $V_{v w}$, follow an $\mathrm{AR}(12)$ process that captures their strong serial dependence. Consistent with a prior of no predictability, we assume that market returns are iid. The assumed dynamics under the null hypothesis of our test are then:

$$
\begin{align*}
r_{v w t+1} & =\mu+\epsilon_{t+1} \\
V_{t+1} & =\alpha+\sum_{i=0}^{11} \phi_{i} V_{t-i}+\xi_{t+1} \\
V_{v w t+1} & =\kappa+\sum_{i=0}^{11} \psi_{i} V_{v w t-i}+\eta_{t+1} . \tag{4}
\end{align*}
$$

[^9]We allow the innovations to the three variables, $\epsilon, \xi$, and $\eta$, to be contemporaneously correlated and do not impose any particular distributional assumption on them.

The parameter estimates for the VAR in (4) are given in Panel A of Table 3. They confirm that both the market variance and the average stock variance processes are highly persistent. This is especially true for $V$, which has an $\bar{R}^{2}$ of almost 60 percent in the regression on its own lags. The residuals of all three variables are highly skewed and leptokurtic. In particular, note the skewness and kurtosis coefficients of the innovations to the market variance process of 14 and 263 , respectively. The last block of Panel A shows the correlation between the residuals from the VAR. While the correlation between the shocks to $V_{v w}$ and $r_{v w}$ is indeed substantial at -0.310 , the correlation between residuals from $V$ and $r_{v w}$ is negligible at $-0.045 .{ }^{19}$

The bootstrap experiment is carried out using the parameters from Panel A of Table 3. In each replication, we simulate paths of the variances, $V$ and $V_{v w}$, and the returns, $r_{v w}$, by sampling the estimated errors from the VAR with replacement and using the estimated dynamics from (4). Note that sampling from the fitted residuals ensures that the simulated paths will have the same skewness and kurtosis as the original time series. Also, we sample the innovations to the three variables concurrently to preserve their correlation structure. The simulated time series of the variables are then used in regressions of the form (3) that correspond to the first three lines of Table 2. For each regression, we compute the Newey-West corrected $t$-statistics for the coefficients. We generate an empirical distribution of these $t$-statistics from 10,000 replications of the bootstrap procedure. ${ }^{20}$

Panel B of Table 3 shows the results of the bootstrap experiment. For each regression of market returns on the lagged variance measures, we present the parameter estimates and the Newey-West $t$-statistics. ${ }^{21}$ The third row of each regression shows the bootstrapped two-sided $p$-value of the $t$-statistic.

In regression 1, the $t$-statistic for the slope coefficient is -1.07 , which is well within the 95 percent confidence interval from the bootstrap. This of course indicates that the variable is not significant in forecasting the market return. The $p$-value of the $t$-statistic from the bootstrap is 0.418 , which is much higher than the asymptotic $p$-value ( 0.284

[^10]for a $t$-statistic of -1.07 ). For this regression, there are indeed small-sample problems created by the large correlation between the innovations to the market return and its variance, as well as the high skewness and kurtosis of the market variance measure. In contrast, the bootstrapped $p$-value ( 0.017 ) for the $t$-statistic in equation 2 is much closer to its asymptotic value ( 0.010 ), confirming that the average stock variance measure is highly significant in explaining the return on the market. The coincidence between the bootstrapped and the asymptotic distribution of the $t$-statistic in this regression is likely due to the low correlation between the innovations to $V$ and the innovations to $r_{v w}$. Finally, in regression 3, both coefficients are still significant after correcting the small sample biases. Again, the bootstrapped confidence interval for the $t$-statistic on the coefficient of $V_{v w}$ is wider than its asymptotic counterpart while there is no such difference for the coefficient on $V$.

We conclude that the relation between market return and average stock risk is still significant after taking into account the small sample problems of our initial tests. However, the bootstrap results cast even more doubt about the significance of the relation between the market's return and its risk. In the rest of the paper, we report the bootstrapped $p$-values in addition to the sample $t$-statistics for all regressions involving variances.

### 3.2 Extending the Sample - Low-Frequency Measures of Variance

The sample used in the previous section starts only in July of 1962 because the daily returns on individual stocks required to construct the average stock variance measure are only available in the CRSP tapes since then. In order to assess the robustness of our results, we would like to use a longer time series. To do so, we compute an alternative measure of average stock variance first proposed by GS (2001). This measure is simply the average across stocks of squared monthly returns:

$$
\begin{equation*}
V_{t}^{l f}=\frac{1}{N_{t}} \sum_{i=1}^{N_{t}} r_{i t}^{2} \tag{5}
\end{equation*}
$$

The superscript $l f$ stands for 'low frequency,' in contrast to the measure of equation (2) which uses high-frequency (daily) data. Since this measure requires only monthly return data on individual stocks, we are able to compute average stock variance since the beginning of the CRSP tapes in January of 1926. We refer the interested reader to GS (2001) for further details on this measure.

Table 4 presents descriptive statistics on the low-frequency measure. The descriptive statistics for the average stock volatility in the longer sample are similar to the statistics for the shorter sample, except for somewhat higher skewness and kurtosis coefficients. The average volatility is also slightly lower in the longer sample than it is in the shorter sample. Panel B directly compares the low-frequency and the high-frequency measures
in their common sample. The averages of both the low-frequency and the high-frequency measures of volatility are very close to each other. However, the 'standard deviation' of the low-frequency measure is higher than that of the high-frequency measure. Note that we are implicitly using a single monthly return squared to estimate each stock's variance. This is a very noisy measure of that stock's variance and although part of the noise in the estimator cancels out when we average across a large number of stocks, it is still present in the market variance. In contrast, the high-frequency measure of each stock's volatility (calculated using daily data) is much more precise and that precision carries to the measure of average stock volatility. Despite this, both high- and low-frequency measures of volatility are highly correlated, with a coefficient of 0.817 , indicating that the lowfrequency measure is able to capture largely the same information as the high-frequency measure. The top two panels of Figure 3 further illustrate the close correspondence between the two measures of volatility in their common sample. The bottom panels of this figure show the time series of the low-frequency measure since 1926. It can be seen that average volatility was very high in the pre-war period and that the upward trend in volatility mentioned in the previous section (and noted by CLMX (2001)) is a phenomenon only since the 1960's.

Table 5 analyzes the risk-return tradeoff using the low-frequency measure of variance. Panel A presents the regression results for the shorter sample period to facilitate comparison with the results of Table 2. The lagged average stock variance is again significantly positive in explaining the value-weighted market returns. The $t$-statistic (2.18) is somewhat lower than that in Table 3 (2.57) because the low-frequency measure is noisier, which creates an errors-in-variables problem. Similarly, in the common sample, the coefficient of the low-frequency measure (0.195) is lower than the coefficient of the high-frequency measure ( 0.336 ) due to the downward bias induced by errors-invariables. The attenuation biases caused by measurement error in $V^{l f}$ are of the order of $1.72=0.336 / 0.195$ in the estimated coefficient and $1.18=2.57 / 2.18$ in the $t$-statistic. However, even with these biases, the bootstrap tests indicate that average variance is still significant at the 95 percent confidence level.

To construct a time series of market variance for the longer sample, we splice together two series. For the sample period of July of 1962 to December of 1999, we use CRSP daily value-weighted returns as before and for the earlier part of the sample we use daily data from Schwert (1990a). For the longer sample of 1927 to 1999 in Panel B of Table 5, we find that average stock variance is even more highly positively significant in forecasting the market's return. The estimated coefficient on average stock variance is 0.155 and the corresponding $t$-statistic is 2.83 . The value-weighted market variance remains insignificant although with a coefficient that is now positive. This is evidence that the negative relation between stock return and market variance is not very robust and depends on the particular sample period or the definition of the market variance. ${ }^{22}$ Note that, as mentioned before, the low-frequency measure of volatility is noisy leading to a downward bias in the coefficient and lower $t$-statistics, so the results in Table 5 are

[^11]that much more impressive. If we used the estimated attenuation biases reported in the previous paragraph to correct the coefficient and the $t$-statistic, we would obtain new estimates of $0.155 \times 1.72=0.267$ and $2.83 \times 1.18=3.34$ respectively. This is of course a "rough-and-ready" adjustment, but it helps make the coefficients and $t$-statistics of the regressions using $V$ and $V^{l f}$ comparable. Finally, the last regression in Panel B shows that the effect of average stock variance becomes even stronger after the inclusion of market variance as an additional regressor. These regressions confirm that our earlier results are not an artifact of a particular definition of average stock variance or of a particular sample period.

### 3.3 Controlling for the Business Cycle

One potential explanation for our finding is that average stock variance might merely be proxying for business cycle fluctuations. Indeed, CLMX (2001) and GS (2001) have found that average stock variance is strongly pro-cyclical. At the same time, there is substantial evidence that macroeconomic variables related to the business cycle can forecast stock market returns. A variety of papers including Campbell (1991), Campbell and Shiller (1988), Chen, Roll, and Ross (1986), Fama (1990), Fama and French (1988, 1989), and Keim and Stambaugh (1986), find evidence that the stock market can be predicted by variables such as the dividend-price ratio, the relative Treasury bill rate, the term spread, and the default spread. Therefore, the effect of average stock variance on the stock market might only be proxying for variations in the business cycle. To test this "proxy" hypothesis, we examine the relation between the stock market returns and the average stock variance using macro variables as controls for business cycle fluctuations.

The dividend-price ratio is calculated as the difference between the $\log$ of the last twelve month dividends and the log of the current price index of the CRSP valueweighted index. The three-month Treasury bill rate is obtained from Ibbotson Associates. The relative Treasury bill stochastically detrends the raw series by taking the difference between the Treasury bill rate and its twelve-month moving average. The term spread is calculated as the difference between the yield on long term government bonds and the Treasury bill rate, also obtained from Ibbotson Associates. The default spread is calculated as the difference between the yield on BAA- and AAA-rated corporate bonds, obtained from the FRED database. As a final variable, we include the lagged return on the market to control for the serial correlation in returns that might spuriously affect the predictability results.

Table 6 examines the forecasts of the market return controlling for the business cycle. The first regression uses just the control variables. In general, the predictability of the market by the control variables is in line with previous research. The dividend-price ratio is not significant for explaining returns, which is partly explained by our use of monthly (instead of annual) returns and previous research that shows that dividend-yield predictability is significant only at longer forecasting horizons. ${ }^{23}$ The relative Treasury

[^12]bill rate is strongly significant with a negative coefficient in our sample. Both the term spread and the default spread are strongly significant in explaining returns.

In the regressions with control variables, we again use a bootstrap experiment to calculate $p$-values for the $t$-statistics. In contrast to the specification of equation (4), we impose a null of predictability from the business cycle variables alone. We still assume that both the average variance, $V$, and the market variance, $V_{v w}$, follow $\mathrm{AR}(12)$ processes. The assumed dynamics under the null hypothesis of our test are then:

$$
\begin{align*}
r_{v w t+1} & =\beta Z_{t}+\epsilon_{t+1} \\
V_{t+1} & =\alpha+\sum_{i=0}^{11} \phi_{i} V_{t-i}+\xi_{t+1} \\
V_{v w t+1} & =\kappa+\sum_{i=0}^{11} \psi_{i} V_{v w t-i}+\eta_{t+1} \tag{6}
\end{align*}
$$

where $Z$ is a vector of conditioning variables (including an intercept). We again conduct the bootstrap experiment by sampling from the innovations $\epsilon, \xi$, and $\eta$. This allows the innovations to be contemporaneously correlated and does not impose any particular distributional assumption on them. The business cycle variables are not bootstrapped, and therefore we don't report $p$-values for the regression coefficients of these variables.

When we include the volatility measures along with the control variables in the regression, the findings of Table 2 are repeated. The coefficient on market variance is insignificantly negative and the coefficient on average stock variance is significantly positive. The last regression in this table uses all the variables to predict returns. The coefficients become even more significant than before! The magnitudes of the coefficients on the volatility measures in the regressions with the control variables are similar to the magnitudes reported in Table 2, which indicates that the effect of the variance measures is largely orthogonal to the control variables. Also, the $\bar{R}^{2}$ of the regressions goes up by as much as five percent when the volatility measures are added to the regression with control variables.

Table 7 repeats this exercise with the low-frequency measure of volatility. Panel A reports the results for the sample period of 1963 to 1999 and can be directly compared with the previous Table 6. The coefficient of the average stock variance is again positive (0.120), albeit with an insignificant $t$-statistic (1.25). This insignificance in undoubtedly explained by the errors-in-variables problem caused by the measurement noise in $V^{l f}$. The attenuation biases in the coefficient and the $t$-statistic are $0.363 / 0.120=3.03$ and $2.20 / 1.25=1.76$, respectively. For the full sample, the coefficient on $V^{l f}$ is 0.123 , with a $t$-statistic of 1.71 , which is again insignificant. However, if we use the "rough-and-ready" adjustment of the previous section to remedy the attenuation bias, the corrected coefficient would be $0.123 \times 3.03=0.373$ and the corrected $t$-statistic would be $1.71 \times 1.76=3.01$, which are again economically and statistically very significant. The market variance is negative in the shorter sample and positive in the longer sample but
are part of our sample.
insignificant in both samples (the bootstrapped $p$-value of the market variance in regression 4 of Panel A is more than 5 percent). ${ }^{24}$ We conclude that the relation between market return and total stock risk is robust in subsamples.

### 3.4 Forecasting other Portfolios

In this section, we explore the forecasting power of average stock variance to predict returns on portfolios other than the market. This serves not only as a further robustness check on the previous results but also analyzes whether the predictability of the market is concentrated in a particular group of stocks.

In Table 8 we present results for the equal-weighted portfolio. We find that average stock variance is highly significant in explaining the equal-weighted portfolio's returns, with a higher coefficient, higher $t$-statistic, and higher $\bar{R}^{2}$ than in the corresponding regressions of value-weighted returns. Part of the increase in the explanatory power may be due to the portfolio's high autoregressive root ( 0.218 , from Table 1). This serial correlation makes the equal-weighted portfolio easier to forecast than the value-weighted portfolio.

Next, we consider the predictability of portfolios formed on the basis of economically interesting characteristics. We form portfolios based on a double sort on book-to-market and size, and sorted by industry classification. ${ }^{25}$ The results are presented in Table 9. To conserve space, we present results only for the following regression estimated with the full sample period of 1926 to 1999 (and the low-frequency volatility measure):

$$
\begin{equation*}
r_{p t+1}=a+b V_{v w t}+c V_{t}^{l f}+\epsilon_{t+1}, \tag{7}
\end{equation*}
$$

where $r_{p}$ is the excess return on the various characteristic-sorted portfolios. We also suppress the bootstrapped $p$-values for these regressions for space considerations.

Panel A presents the results for 25 size and book-to-market sorted portfolios. For all the 25 portfolios, the coefficient on market volatility is insignificant. Except for the small market cap/low book-to-market, and the large market cap/high book-to-market portfolios, the remaining 23 size/book-to-market portfolios have significantly positive coefficients on the average stock variance. The average $t$-statistic on the coefficient $c$ across all portfolios is 2.94 and the average $\bar{R}^{2}$ is 3.19 percent, which compare favorably with the earlier regressions. It is also noteworthy that the coefficient $c$ declines with size across all book-to-market groups, implying that smaller stocks display higher predictability than larger stocks. There is no discernible trend in the $t$-statistics, however. This explains why the equal-weighted portfolio (which places a higher weight on smaller stocks) displays stronger predictability than the value-weighted portfolio. In Panel B,

[^13]we analyze seventeen industry portfolios and find that in twelve of these the coefficient on average stock variance is significantly positive. The coefficient on market volatility remains insignificant in all cases.

We conclude that the predictability of returns from the lagged average stock variance is quite general and holds across a wide variety of portfolios. Predictability is particularly strong for small stocks.

### 3.5 Assessing Economic Significance

In this subsection, we explore the economic significance of the regression results. We simulate the returns of a trading strategy based on out-of-sample forecasts of the market using the volatility measures. The trading strategy is similar to that of Breen, Glosten, and Jagannathan (1989). To conserve space, we focus only on forecasting with the time-series measure of volatility constructed using daily data.

For each month $T$ after July of 1967, we estimate the forecasting regression: ${ }^{26}$

$$
\begin{equation*}
r_{v w t+1}=\beta X_{t}+\epsilon_{t}, \quad t=1, \ldots, T-1 \tag{8}
\end{equation*}
$$

using all the data available upto time $T$. The regressors $X$ include different sets of the forecasting variables. The estimated $\beta$ coefficient is then used to forecast the market return at time $T+1$ as $\hat{r}_{v w T+1}=\hat{\beta} X_{T}$. At time $T$, the strategy invests all in the stock index if the forecasted excess return of stocks over the riskfree rate is greater than zero, otherwise it invests all in Treasury bills. At time $T+1$, the return of the portfolio is realized, a new regression is estimated, a return forecast computed, and new portfolio weights determined. In this way, we obtain a time series of return to the trading strategy.

The results from this trading strategy are given in Table 10. We choose four different sets of conditioning variables, $X_{t}$, for the exercise. The first three regressions correspond to the three rows of Table 2 and the fourth regression corresponds to regression 4 in Table 6. For all strategies, we present the annualized mean and the standard deviation of returns. We also report the number of months the trading strategy invests in the market portfolio.

The first row in Panel A gives the results of the market buy-and-hold strategy which invests all the funds in the market portfolio. For our sample period, the market portfolio had an excess return of 6.66 percent with the associated standard deviation of 15.72 percent annually. Use of the value-weighted market variance as a forecaster results in a slight deterioration of the mean (to 6.35 percent) but also in a marginal reduction in the standard deviation (to 14.76 percent). When we use the average stock variance, we not only get a higher mean ( 7.18 percent) but also a lower standard deviation (14.57

[^14]percent). The use of both the average stock variance and the market variance as signals results in only a slight improvement of the mean return over the trading strategy that uses market variance alone. When we use the macro variables, the market variance, and the average stock variance, we get much lower mean ( 5.62 percent) but also a substantial reduction in the standard deviation (10.31 percent).

To translate the gains into a measure of investors' welfare, we assume a quadratic utility investor with relative risk aversion of $\gamma$. The investor's utility at time $t+1$ is given by:

$$
\begin{equation*}
U\left(W_{t+1}\right)=W_{t}\left(R_{s t+1}-\frac{\gamma}{2(\gamma+1)} R_{s t+1}^{2}\right) \tag{9}
\end{equation*}
$$

where $R_{s}$ if the gross return on the trading strategy. To compare the expected utility of the trading strategy with simply buying and holding the market, we follow Fleming, Kilby, and Ostdiek (2001) and assume that the investor is willing to pay a constant fee $\Delta$ per period to a manager that implements the trading strategy. In other words, the fee is determined by the equation:

$$
\begin{equation*}
\sum_{t=1}^{T}\left[R_{v w, t}-\frac{\gamma}{2(\gamma+1)} R_{v w, t}^{2}\right]=\sum_{t=1}^{T}\left[R_{s, t}-\Delta-\frac{\gamma}{2(\gamma+1)}\left(R_{s, t}-\Delta\right)^{2}\right] \tag{10}
\end{equation*}
$$

We report the fees in annualized terms in Panel B of Table 10 for three different values of $\gamma$. Even for modest levels of risk aversion, the investor is willing to pay a fee of 2.4 percent annually to invest in the strategy that forecasts the market based on the average stock variance measure alone. The fee increases with risk aversion and can be as much as 2.5 percent for more prudent investors. Also, note that although the in-sample $\bar{R}^{2}$ of regression 4 of Table 6 is the highest amongst all the combinations of conditioning variables that we consider in this section, the performance improvement from this set of variables is the worst amongst all the trading strategies. This reflects the poor out-of-sample performance of the macro variables to forecast stock returns.

We conclude that not only is the relation between market return and total risk robust out of sample, but also that conditioning on average stock risk can bring substantial economic benefits to investors. In the next section, we explore the determinants of average stock risk.

## 4 Discussion

In this section, we explore the constituents of our measure of average stock variance. We first decompose average stock variance into its systematic and idiosyncratic components. We show that not only does the idiosyncratic component represent a significant proportion of average stock variance but it also explains a high fraction of the time variation of average stock variance. We extract residuals from the market model and the Fama-French three factor model to isolate the effect of idiosyncratic risk. We show that
the measures of pure idiosyncratic risk are still successful in forecasting the market's return.

### 4.1 Interpreting the Volatility Measures

Both the high-frequency measure, $V_{t}$, and the low-frequency measure, $V_{t}^{l f}$, approximate the variance of a stock by its squared return. The cross-sectional average of squared returns is a measure of total risk, including both systematic and idiosyncratic components. To see this, assume that the returns to each stock $i$ is driven by a common factor $f$ and a firm-specific shock $\epsilon_{i}$. To simplify the exposition, assume that we use only one monthly return for each stock to estimate its variance (in line with our low-frequency measure of volatility), and that the factor loading for each stock is one. ${ }^{27}$ The returns are generated by:

$$
r_{i t}=f_{t}+\epsilon_{i t}
$$

where $r_{i}$ is the return of stock $i$ in excess of the riskfree rate. Assume further that the idiosyncratic shocks and the factor shocks are uncorrelated. This implies that the cross-sectional average of the squared stock returns is:

$$
\begin{equation*}
V_{t}^{l f}=\frac{1}{N_{t}} \sum_{i=1}^{N_{t}} r_{i t}^{2}=f_{t}^{2}+\frac{2}{N_{t}} f_{t} \sum_{i=1}^{N_{t}} \epsilon_{i t}+\frac{1}{N_{t}} \sum_{i=1}^{N_{t}} \epsilon_{i t}^{2} . \tag{11}
\end{equation*}
$$

To compare average stock variance with market variance, consider the equal-weighted portfolio as a proxy for the market: ${ }^{28}$

$$
\begin{align*}
r_{e w t} & =\frac{1}{N_{t}} \sum_{i=1}^{N_{t}} r_{i t}=f_{t}+\frac{1}{N_{t}} \sum_{i=1}^{N_{t}} \epsilon_{i t} \\
V_{e w t}^{l f} & =r_{e w t}^{2}=f_{t}^{2}+\frac{2}{N_{t}} f_{t} \sum_{i=1}^{N_{t}} \epsilon_{i t}+\left(\frac{1}{N_{t}} \sum_{i=1}^{N_{t}} \epsilon_{i t}\right)^{2} . \tag{12}
\end{align*}
$$

The first two terms of equation (12) are the same as those of equation (11). However, the contribution of the idiosyncratic component is divided further by the number of stocks in equation (12). For a large cross-section, the last term is negligible in equation (12) but not in equation (11).

We can explore further the components of total risk and the differences between total risk and systematic risk by assuming that $\epsilon_{i t} \sim \operatorname{iid} N\left(0, \sigma_{\epsilon}^{2}\right)$, and $f_{t} \sim N\left(\mu_{f}, \sigma_{f}^{2}\right)$. To be more concrete assume (following the descriptive statistics in Table 1) that $\mu_{f}=$

[^15]1 percent, $\sigma_{f}=5$ percent, $\sigma_{\epsilon}=15$ percent, and $N=5,000$. Taking expectations of equations (11) and (12), we get:

$$
\begin{align*}
\mathrm{E}\left[V_{t}^{l f}\right] & =\mathrm{E}\left[f_{t}^{2}\right]+\frac{1}{N_{t}} \sum_{i=1}^{N_{t}} \mathrm{E}\left[\epsilon_{i t}^{2}\right]=\left(\mu_{f}^{2}+\sigma_{f}^{2}\right)+\sigma_{\epsilon}^{2}  \tag{13}\\
\mathrm{E}\left[V_{e w t}^{l f}\right] & =\mathrm{E}\left[f_{t}^{2}\right]+\frac{1}{N_{t}^{2}} \sum_{i=1}^{N_{t}} \mathrm{E}\left[\epsilon_{i t}^{2}\right]=\left(\mu_{f}^{2}+\sigma_{f}^{2}\right)+\sigma_{\epsilon}^{2} / N_{t} . \tag{14}
\end{align*}
$$

Substituting the values of the parameters, we get:

$$
\begin{aligned}
& \mathrm{E}\left[V_{t}^{l f}\right] \times 10^{4}=251=\underbrace{\text { Systematic }}_{26}+\underbrace{\text { Idiosyncratic }}_{225} \\
& \mathrm{E}\left[V_{e w t}^{l f}\right] \times 10^{4}=26=\underbrace{\text { Systematic }}_{26}+\underbrace{\text { Idiosyncratic }}_{0}
\end{aligned}
$$

This decomposition illustrates that the effect of idiosyncratic risk is diversified away in the equal-weighted portfolio variance measure but not in the total stock variance measure. In fact, idiosyncratic risk constitutes almost 90 percent of total risk. Of course, these are just benchmark calculations. In the above, we did not account for the cross-sectional dispersion in betas, time variation in factor premia, and the changing cross-section of stocks. However, this analysis indicates that the variation in total risk is likely to be driven by idiosyncratic risk. In the next section, we construct measures of pure idiosyncratic risk using residuals from two popular asset pricing models and show that indeed most of the time variation in total risk is driven by time variation in residual risk.

It is also instructive to examine the measurement error in the two variance measures. We have:

$$
\begin{align*}
\operatorname{Var}\left[V_{t}^{l f}\right] & =\operatorname{Var}\left[f_{t}^{2}\right]+\frac{4}{N_{t}^{2}} \mathrm{E}\left[f_{t}^{2}\right] \sum_{i=1}^{N_{t}} \mathrm{E}\left[\epsilon_{i t}^{2}\right]+\frac{1}{N_{t}^{2}} \sum_{i=1}^{N_{t}} \operatorname{Var}\left[\epsilon_{i t}^{2}\right] \\
& =2 \sigma_{f}^{2}\left(\mu_{f}^{2}+\sigma_{f}^{2}\right)+4\left(\mu_{f}^{2}+\sigma_{f}^{2}\right) \sigma_{\epsilon}^{2} / N_{t}+2 \sigma_{\epsilon}^{4} / N_{t}  \tag{15}\\
\operatorname{Var}\left[V_{e w t}^{l f}\right] & =\operatorname{Var}\left[f_{t}^{2}\right]+\frac{4}{N_{t}^{2}} \mathrm{E}\left[f_{t}^{2}\right] \sum_{i=1}^{N_{t}} \mathrm{E}\left[\epsilon_{i t}^{2}\right]+\frac{1}{N_{t}^{3}} \sum_{i=1}^{N_{t}} \operatorname{Var}\left[\epsilon_{i t}^{2}\right] \\
& =2 \sigma_{f}^{2}\left(\mu_{f}^{2}+\sigma_{f}^{2}\right)+4\left(\mu_{f}^{2}+\sigma_{f}^{2}\right) \sigma_{\epsilon}^{2} / N_{t}+2 \sigma_{\epsilon}^{4} / N_{t}^{2} . \tag{16}
\end{align*}
$$

Substituting the values of the parameters, we get:

$$
\begin{aligned}
\operatorname{StdDev}\left[V_{t}^{l f}\right] \times 10^{4} & =36.4 \\
\operatorname{StdDev}\left[V_{e w t}^{l f}\right] \times 10^{4} & =36.1
\end{aligned}
$$

so that the $t$-ratio (the mean dividend by the standard deviation) is 6.90 for the average stock variance measure and 0.72 for the market variance measure. Measurement error
in the risk measures leads to the errors-in-variables problem in the regressions alluded to earlier in this paper. However, $V^{l f}$ is measured more precisely in relation to its mean than is $V_{e w}^{l f}$. The source of this increased precision is the low measurement error in the pure idiosyncratic risk component. This makes the regressions reported in the next section (using a proxy for pure idiosyncratic risk) a clean robustness check for the effect of idiosyncratic risk on stock returns.

### 4.2 The Importance of Idiosyncratic Risk

In this subsection, we construct measures of pure idiosyncratic risk using residuals from two popular asset pricing models: the market model (MM) and the Fama-French threefactor model (FF). Using the market model, we construct a measure of idiosyncratic risk as follows. For each stock, we regress the complete history of that stock's monthly excess returns on the market excess return: ${ }^{29}$

$$
\begin{equation*}
r_{i t}=\alpha+\beta_{i} M K T_{t}+\epsilon_{i t}^{M M} \tag{17}
\end{equation*}
$$

The cross-sectional average of these residuals squared is used to construct the measure of average idiosyncratic risk. We define $V^{M M}$ as the measure of idiosyncratic risk computed from the market model's residuals as:

$$
\begin{equation*}
V_{t}^{M M}=\frac{1}{N_{t}} \sum_{i=1}^{N_{t}}\left(\epsilon_{i t}^{M M}\right)^{2} \tag{18}
\end{equation*}
$$

Similarly, we construct a measure of idiosyncratic risk from the Fama-French three factor model ${ }^{30}$ by first regressing all stock's excess returns on the factors:

$$
\begin{align*}
r_{i t} & =\alpha+\beta_{i 1} S M B_{t}+\beta_{i 2} H M L_{t}+\beta_{i 3} M K T_{t}+\epsilon_{i t}^{F F}  \tag{19}\\
V_{t}^{F F} & =\frac{1}{N_{t}} \sum_{i=1}^{N_{t}}\left(\epsilon_{i t}^{F F}\right)^{2} \tag{20}
\end{align*}
$$

Note that both $V^{M M}$ and $V^{F F}$ are low-frequency estimators of idiosyncratic variance.
From the time series of these alternative measures, we are able to decompose average total risk into its components. Over the sample period July of 1926 to December of 1999, $V^{M M}$ represents on average 85 percent of $V$, and $V^{F F}$ is on average 80 percent of $V .{ }^{31}$ This provides evidence that idiosyncratic risk is indeed the major component of the total risk. Even more importantly, the idiosyncratic risk measures explain most of

[^16]the time variation in average risk. A contemporaneous regression of $V$ on $V^{M M}$ yields an $\bar{R}^{2}$ of 84 percent. For the Fama-French model, the $\bar{R}^{2}$ is 70 percent.

We use the idiosyncratic risk measures constructed above in regressions to predict stock returns. This is a robust way of investigating the importance of idiosyncratic risk in forecasting the market return. Since idiosyncratic risk is the largest component of total risk and explains most of its time variation, it is interesting to assess whether this component also drives the forecastability of the market. Additionally, and from a statistical perspective, the fact that the idiosyncratic component of total risk is measured with higher precision that the systematic component makes it likely to reduce the errors-in-variables problem in the forecasting regressions.

The results of regression of value-weighted return on $V^{M M}$ are presented in Table 11. For the sample period of 1963 to $1999, V^{M M}$ has a $p$-value of 5.3 percent in univariate regression but is insignificant at the ten percent level when used in conjunction with business cycle variables. Panel B, however, shows that $V^{M M}$ is strongly significant over the whole sample. The error-in-variables problem mentioned earlier in the paper afflicts our results even here since we use just one observation for each stock to calculate the idiosyncratic variance of that stock for a particular month. Also, the varying performance of the idiosyncratic risk measures across different samples may reflect the quality of fit of the asset pricing model in those samples.

Table 12 presents results from using $V^{F F}$ as the measure of idiosyncratic risk. Using this alternative measure of risk does not alter the basic findings of earlier tables. $V^{F F}$ is even stronger than $V$ in predicting the next period's value-weighted returns. The $t$ statistic on $V^{F F}$ is 2.41 compared to 2.06 on $V$ (Table 2). The coefficient on the market variance remains negative as before. When we include both measures of risk, the results are unchanged. The results for the full sample of 1926 to 1999 are similar - the average idiosyncratic risk measure is significant only at ten percent level when used together with business cycle variables.

Sections 2 and 3 have shown that average stock risk is priced. In this section we have shown that idiosyncratic risk represents a large fraction of total risk and that it drives most of its variation through time. Idiosyncratic risk is also the portion of total risk that is measured with least noise. Therefore, when we run regressions of the market's return on a measure of pure idiosyncratic risk we generally get a positive and significant relation.

## 5 Conclusion

We have shown in this paper that there is a relation between market return and total stock risk, as opposed to systematic risk only. Our results are robust to small sample inference problems, in different sample periods, for alternative definitions of risk, for different portfolios, and persist even after controlling for business cycle variables known
to predict the stock market. This result is at odds with the theoretical literature which posits that only systematic risk should be priced in the market as investors can easily diversify idiosyncratic risk away. In fact, we show that it is the idiosyncratic component of total risk that drives the predictability of the market. The idiosyncratic component accounts for over 80 percent of total stock variance and over 70 percent of its variation through time. Moreover, when we regress market returns on pure idiosyncratic risk, we still retain significant predictive ability.

This does not mean that it is idiosyncratic risk alone that forecasts the market. Rather, we believe that it is total risk that matters to investors and is therefore priced in market returns. The significance of idiosyncratic risk as a forecaster of market returns derives only from its importance as a large component of total risk and the precision with which it is measured. Similarly, the general insignificance of systematic risk in forecasting the market is due to its low weight on total risk and the large error in its measurement.

One potential explanation for our finding would be that investors hold undiversified portfolios, so that their relevant measure of risk is indeed closely related to the average variance of individual stocks. Once some investors hold undiversified portfolios, all other investors must do the same. ${ }^{32}$ When the representative investor is undiversified, an increase in idiosyncratic risk makes him want to lower the exposure to risky assets in general.

There is some support for investors holding undiversified portfolios. For instance, Barber and Odean (2000) find in their sample that the mean household's portfolio contains only 4.3 stocks (worth 47,334 dollars), and the median household invests in 2.61 stocks (worth 16,210 dollars). Benartzi and Thaler (2001) document that individuals hold a disproportionate amount of their pension plans in the stock of the company they work for. Falkenstein (1996) finds that even mutual funds hold substantial amounts of idiosyncratic risk.

There are rational and irrational justifications for limited diversification. Transaction costs and taxes restrict the portfolio holdings of investors. Employee compensation plans often give workers stock in their firms but restrict their capacity to sell their holdings, thereby leading to a concentrated exposure. Private information is another motive for holding large positions. Finally, Huberman (2001) surveys evidence from many sources to demonstrate that investors may just be more prone to investing in familiar stocks and often ignore the principles of portfolio diversification.

A related explanation, as suggested by Heaton and Lucas (1997, 2000), would be that the risk of human capital or the risk of (closely held) private companies is better proxied by the average variance of individual stocks rather than the variance of the stock market. If investors' holdings of human capital and private companies are substantial, then an increase in the riskiness of these assets (which would occur when average stock

[^17]risk goes up) makes these investors less willing to hold other correlated risky assets, such as the stock market. Vissing-Jørgensen and Moskowitz (2001) report that private equity capital was worth more than public equity in the US until 1995 and is still of the same order of magnitude. Further, they find that over 45 percent of the net worth of investors with private businesses consists of private equity. Of this, more than 70 percent is concentrated in a single firm, implying that they hold very undiversified portfolios. Finally, these investors are likely to have impact in the market since they hold over twelve percent of the total public equity in the US. Vissing-Jørgensen and Moskowitz speculate that the lack of diversification of investors with private businesses may be explained by non-pecuniary benefits of control, their preference for skewness, and over confidence in their own success as entrepreneurs.

Our results have shown that idiosyncratic risk impacts market returns. They call for more research to understand the mechanism through which idiosyncratic risk is incorporated into asset prices.
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## Table 1: Descriptive Statistics of Returns and Volatility Measures

This table presents descriptive statistics on returns and measures of volatility. The sample period is 1962:07 to 2000:12 (450 monthly observations). $r$ is the typical stock return and $r_{p}$ is the portfolio return, where $e w$ and $v w$ stand for the equal- and value-weighted portfolios respectively. $V$ is the average stock variance, $S D$ is the average stock standard deviation calculated as the square root of $V$, $V_{p}$ and $S D_{p}$ are the portfolio variance and standard deviation respectively. $V_{p}$ and $V$ are calculated using daily data corrected for serial correlation, as shown in equations (1) and (2) respectively. 'Skew' is the skewness, 'Kurt' is the kurtosis, ' $\mathrm{AR}_{1}$ ' is the first-order autocorrelation, and ' $\mathrm{AR}_{1: 12}$ ' is the sum of the first 12 autocorrelation coefficients. 'ADF' is the Augmented Dickey-Fuller statistic for presence of unit root calculated with an intercept and 12 lags. The critical values for rejection of unit root are -3.4475 and -2.8684 at 1 percent and 5 percent level. The first row in Panel A gives average statistics for all stocks.

## Panel A: Descriptives

|  | Mean | Median | StdDev | Min | Max | Skew | Kurt | AR $_{1}$ | AR $_{1: 12}$ | ADF |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |  |  |  |  |  |  |
| $r$ |  |  |  |  |  |  |  |  |  |  |  |
| $r_{e w}$ | 0.0129 | -0.0090 | 0.1646 | -0.3612 | 0.6928 | 0.9584 | 7.3933 | -0.0289 | -0.0862 | - |  |
| $r_{v w}$ | 0.0111 | 0.0132 | 0.0556 | -0.2708 | 0.2992 | -0.2239 | 6.4965 | 0.2180 | 0.1480 | -5.6449 |  |
|  |  |  |  | -0.2249 | 0.1656 | -0.4648 | 5.4971 | 0.0448 | -0.0528 | -5.7363 |  |
| $V$ | 0.0286 | 0.0245 | 0.0157 | 0.0099 | 0.1226 | 1.9232 | 8.7414 | 0.7999 | 7.4019 | -1.1031 |  |
| $S D$ | 0.1640 | 0.1564 | 0.0419 | 0.0995 | 0.3501 | 1.0031 | 4.4407 | 0.8426 | 8.3058 | -1.2680 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| $V_{e w}$ | 0.0017 | 0.0009 | 0.0032 | 0.0001 | 0.0515 | 10.0219 | 140.2248 | 0.1449 | 0.6274 | -4.9511 |  |
| $S D_{e w}$ | 0.0356 | 0.0305 | 0.0208 | 0.0105 | 0.2270 | 3.1770 | 22.4899 | 0.3591 | 2.1791 | -3.8937 |  |
| $V_{v w}$ | 0.0019 | 0.0012 | 0.0036 | 0.0001 | 0.0671 | 13.7457 | 242.8002 | 0.1707 | 0.8344 | -4.7519 |  |
| $S D_{v w}$ | 0.0386 | 0.0345 | 0.0202 | 0.0089 | 0.2591 | 3.8199 | 35.3703 | 0.4479 | 3.0480 | -3.7424 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |

## Panel B: Cross-Correlation

|  | $r$ | $r_{e w}$ | $r_{v w}$ | V | $S D$ | $V_{e w}$ | $S D_{\text {ew }}$ | $V_{v w}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r$ | 1 |  |  |  |  |  |  |  |
| $r_{e w}$ | 0.3506 | 1 |  |  |  |  |  |  |
| $r_{v w}$ | 0.3012 | 0.8471 | 1 |  |  |  |  |  |
| $V$ | 0.0333 | 0.0693 | 0.0693 | 1 |  |  |  |  |
| $S D$ | 0.0369 | 0.0807 | 0.0830 | 0.9848 | 1 |  |  |  |
| $V_{e w}$ | -0.1103 | -0.2911 | -0.3148 | 0.3794 | 0.3241 | 1 |  |  |
| $S D_{\text {ew }}$ | -0.0903 | -0.2136 | -0.2515 | 0.3558 | 0.3244 | 0.8902 | 1 |  |
| $V_{v w}$ | -0.1331 | -0.3124 | -0.2817 | 0.4127 | 0.3606 | 0.8965 | 0.7303 | 1 |
| $S D_{v w}$ | -0.1201 | -0.2909 | -0.2244 | 0.4363 | 0.4225 | 0.7954 | 0.8317 | 0.8645 |

## Table 2: Forecasts of Value-Weighted Portfolio Return

This table presents the results of a 1-month ahead predictive regression of the excess value-weighted portfolio return on lagged explanatory variables. $V$ is the average stock variance, $V_{v w}$ is the valueweighted volatility. $V_{v w}$ and $V$ are calculated using daily data, as shown in equations (1) and (2) respectively. The sample period is 1962:07 to 1999:12 (449 monthly observations). The first row in each regression is the coefficient and the second row is the Newey-West adjusted $t$-statistic.

|  | CNST | $V_{v w}$ | V | $S D_{v w}$ | $S D$ | $\ln \left(V_{v w}\right)$ | $\ln (\mathrm{V})$ | $\bar{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Variance |  |  |  |  |  |  |
| 1. | $\begin{array}{r} 0.007 \\ (3.36) \end{array}$ | $\begin{aligned} & -0.582 \\ & (-1.02) \end{aligned}$ |  |  |  |  |  | 0.01\% |
| 2. | $\begin{aligned} & -0.003 \\ & (-0.73) \end{aligned}$ |  | $\begin{gathered} 0.313 \\ (2.42) \end{gathered}$ |  |  |  |  | 1.01\% |
| 3. | $\begin{gathered} -0.004 \\ (-1.08) \end{gathered}$ | $\begin{aligned} & -1.391 \\ & (-2.54) \end{aligned}$ | $\begin{array}{r} 0.448 \\ (3.64) \end{array}$ |  |  |  |  | 1.88\% |
| 4. | $\begin{gathered} 0.006 \\ (1.27) \end{gathered}$ |  |  | Standar <br> -0.002 <br> $(-0.02)$ | eviation |  |  | -0.22\% |
| 5. | $\begin{gathered} -0.013 \\ (-1.78) \end{gathered}$ |  |  |  | $\begin{array}{r} 0.118 \\ (2.66) \end{array}$ |  |  | 1.04\% |
| 6. | $\begin{gathered} -0.013 \\ (-1.75) \end{gathered}$ |  |  | $\begin{gathered} -0.130 \\ (-0.89) \end{gathered}$ | $\begin{array}{r} 0.145 \\ (2.98) \end{array}$ |  |  | 1.11\% |
| 7. | $\begin{gathered} 0.009 \\ (0.77) \end{gathered}$ |  |  |  |  | $\begin{aligned} & \text { ln Vari } \\ & \hline 0.001 \\ & (0.31) \end{aligned}$ |  | -0.20\% |
| 8. | $\begin{gathered} 0.042 \\ (3.03) \end{gathered}$ |  |  |  |  |  | $\begin{gathered} 0.010 \\ (2.63) \end{gathered}$ | 0.93\% |
| 9. | $\begin{array}{r} 0.039 \\ (2.57) \end{array}$ |  |  |  |  | $\begin{aligned} & -0.002 \\ & (-0.61) \end{aligned}$ | $\begin{gathered} 0.011 \\ (2.69) \end{gathered}$ | 0.81\% |

Table 3: Bootstrap Results
This table presents results of the bootstrap experiment described in section 3.1. The bootstrap is carried out under the null of no predictability of excess value-weighted returns. Both $V$ and $V_{v w}$ are assumed to follow an $\mathrm{AR}(12)$ process, the parameters of which are reported in Panel A. Panel A also gives the correlations between the residuals of the AR processes. For each bootstrap replication, the errors are drawn simultaneously for the three variables to preserve their correlation structure. Panel B presents regression results for the sample 1963:08-1999:12 (slightly different from the sample of Table 2). The first row in each regression shows the estimated coefficient and the second row its the Newey-West $t$-statistic. The third row gives the 95 percent critical values of the $t$-statistic from the empirical distribution generated by 100,000 replications of the bootstrap.
Panel A: Parameter Estimates for VAR

Panel B: Regression Estimates and Bootstrapped Statistics

|  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | CNST | $V_{v w}$ | $V$ | $\bar{R}^{2}$ |
| 1. | 0.007 | -0.597 |  | $0.02 \%$ |
|  | $(3.21)$ | $(-1.07)$ |  |  |
|  |  | $[0.418]$ |  |  |
| 2. | -0.004 |  | 0.336 | $1.19 \%$ |
|  | $(-0.96)$ |  | $(2.57)$ |  |
|  |  |  | $[0.017]$ |  |
| 3. | -0.005 | -1.449 | 0.478 | $2.17 \%$ |
|  | $(-1.35)$ | $(-2.70)$ | $(3.86)$ |  |
|  |  | $[0.051]$ | $[0.000]$ |  |

## Table 4: Low-Frequency Measures of Volatility

This table presents descriptive statistics on the low-frequency measures of volatility. The low-frequency measure of average stock volatility is computed from equation (5). The high-frequency average stock volatility is computed from equation (2). 'Skew' is the skewness, 'Kurt' is the kurtosis, ' $\mathrm{AR}_{1}$ ' is the first-order autocorrelation, and ' $\mathrm{AR}_{1: 12}$ ' is the sum of the first 12 autocorrelation coefficients. 'ADF' is the Augmented Dickey-Fuller statistic for presence of unit root calculated with an intercept and 12 lags. The critical values for rejection of unit root are -3.4475 and -2.8684 at 1 percent and 5 percent level. Panel B also reports the cross-correlation between the two measures.

Panel A: Descriptives (Sample 1926:01-1999:12)

|  | Mean | Median | StdDev | Min | Max | Skew | Kurt | AR $_{1}$ | AR $_{1: 12}$ | ADF |  |
| ---: | ---: | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |  |  |  |  |  |

Panel B: Comparison with Time-Series Measures (Sample 1962:07-1999:12)

|  | Mean | Median | StdDev | Min | Max | Skew | Kurt | $\mathrm{AR}_{1}$ | $\mathrm{AR}_{1: 12}$ | ADF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $V^{l f}$ | 0.0257 | 0.0210 | 0.0206 | 0.0055 | 0.2461 | 4.7815 | 40.5841 | 0.3793 | 3.0857 | -1.8878 |
| $V$ | 0.0286 | 0.0245 | 0.0157 | 0.0099 | 0.1226 | 1.9232 | 8.7414 | 0.7999 | 7.4019 | -1.1031 |
| $S D^{l f}$ | 0.1528 | 0.1450 | 0.0490 | 0.0743 | 0.4961 | 1.9498 | 11.0519 | 0.5341 | 4.6606 | -1.8620 |
| $S D$ | 0.1640 | 0.1564 | 0.0419 | 0.0995 | 0.3501 | 1.0031 | 4.4407 | 0.8426 | 8.3058 | -1.2680 |

## Table 5: Forecasts of Value-Weighted Portfolio Return Based on LowFrequency Measure of Average Volatility

This table presents the results of a 1-month ahead predictive regression of the excess value-weighted portfolio return on lagged explanatory variables for a longer sample and for a different measure of average volatility. $V^{l f}$ is the low-frequency measure of average stock variance, and $V_{v w}$ is the value-weighted volatility. $V^{l f}$ is calculated using monthly data according to equation (5). $V_{v w}$ is calculated using CRSP daily data for the sample period 1963:08-1999:12 and using Schwert's daily data for the earlier sample period. The sample period is 1962:07 to 1999:12 (437 monthly observations) in Panel A and 1927:02 to 1999:12 (875 monthly observations) in Panel B. The first row in each regression is the coefficient, the second row is the Newey-West adjusted $t$-statistic, and the third row is the bootstrapped $p$-value. The bootstrap experiment uses 10,000 replications and is carried out under the null of no predictability of returns from variances.

Panel A: Regressions (Sample 1963:08-1999:12)

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | CNST | $V_{v w}$ | $V^{l f}$ | $\bar{R}^{2}$ |
| 1. | 0.007 | -0.597 |  | $0.02 \%$ |
|  | $(3.21)$ | $(-1.07)$ |  |  |
|  |  | $[0.426]$ |  |  |
| 2. | 0.001 |  | 0.195 | $0.59 \%$ |
|  | $(0.19)$ |  | $(2.18)$ |  |
|  |  |  | $[0.044]$ |  |
|  |  |  |  |  |
| 3. | 0.001 | -0.926 | 0.237 | $0.91 \%$ |
|  | $(0.40)$ | $(-1.75)$ | $(2.38)$ |  |
|  |  | $[0.203]$ | $[0.029]$ |  |

Panel B: Regressions (Sample 1927:02-1999:12)

|  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
|  | CNST | $V_{v w}$ | $V^{l f}$ | $\bar{R}^{2}$ |
|  |  |  |  |  |
| 1. | 0.005 | 0.606 |  | $0.37 \%$ |
|  | $(2.03)$ | $(0.69)$ |  |  |
|  |  | $[0.532]$ |  |  |
| 2. | 0.003 |  | 0.155 | $1.64 \%$ |
|  | $(1.52)$ |  | $(2.83)$ |  |
|  |  |  | $[0.010]$ |  |
|  |  |  |  |  |
| 3. | 0.003 | 0.127 | 0.147 | $1.54 \%$ |
|  | $(1.17)$ | $(0.15)$ | $(3.23)$ |  |
|  |  | $[0.888]$ | $[0.003]$ |  |

## Table 6: Forecasts of Value-Weighted Portfolio Return Controlling for Business Cycle

This table presents the results of a 1-month ahead predictive regression of excess portfolio return on lagged explanatory variables. $V$ is the average stock variance, $V_{v w}$ is the value-weighted volatility, and $r_{v w}$ is the value-weighted portfolio return in excess of the 3 month T-Bill rate. $V$ and $V_{v w}$ are calculated using daily data. DP is the logged dividend price ratio calculated as the difference between the log of last 12 month dividends and the log of the current price index of the CRSP value-weighted index. RTB is the relative 3 month Treasury bill rate calculated as the difference between T-Bill and its 12 month moving average. Term Spread is the difference between the yield on long term government bonds and T-Bill. Default Spread is the difference between the yield on BAA- and AAA-rated corporate bonds. The sample period is 1963:08 to 1999:12 (437 monthly observations). The first row in each regression is the coefficient, the second row is the Newey-West adjusted $t$-statistic, and the third row is the bootstrapped $p$-value. The bootstrap experiment uses 10,000 replications and is carried out under the null of no predictability of returns from variances.

|  | CNST | $V_{v w}$ | $V$ | $r_{v w}$ | DP | RTB | Term <br> Spread | Default <br> Spread | $\bar{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | 0.012 |  |  | -0.008 | -0.000 | -7.142 | -0.322 | 1.586 | $4.00 \%$ |
|  | $(0.35)$ |  |  | $(-0.13)$ | $(-0.03)$ | $(-3.05)$ | $(-2.35)$ | $(2.26)$ |  |
|  |  |  |  |  |  |  |  |  |  |
| 2. | 0.012 | -0.958 |  | -0.035 | -0.001 | -7.545 | -0.327 | 1.714 | $4.34 \%$ |
|  | $(0.33)$ | $(-1.96)$ |  | $(-0.70)$ | $(-0.09)$ | $(-2.94)$ | $(-2.36)$ | $(2.40)$ |  |
|  |  | $[0.167]$ |  |  |  |  |  |  |  |
| 3. | 0.047 |  | 0.363 | -0.004 | 0.010 | -5.617 | -0.440 | 1.648 | $4.92 \%$ |
|  | $(1.28)$ |  | $(2.20)$ | $(-0.07)$ | $(1.14)$ | $(-2.26)$ | $(-3.03)$ | $(2.37)$ |  |
|  |  |  | $[0.041]$ |  |  |  |  |  |  |
| 4. |  |  |  |  |  |  |  |  |  |
|  | $(1.81)$ | $(-4.93)$ | $(4.06)$ | $(-1.35)$ | $(1.74)$ | $(-2.06)$ | $(-3.56)$ | $(2.79)$ |  |
|  |  | $[0.002]$ | $[0.000]$ |  |  |  |  |  |  |

## Table 7: Forecasts of Value-Weighted Portfolio Return Based on LowFrequency Measure of Average Volatility Controlling for Business Cycle

This table presents the results of a 1-month ahead predictive regression of excess portfolio return on lagged explanatory variables for a longer sample and for a different measure of average volatility. $V^{l f}$ is the average stock variance, $V_{v w}$ is the value-weighted volatility, and $r_{v w}$ is the value-weighted portfolio return in excess of the 3 month T-Bill rate. $V^{l f}$ is calculated using cross-sectional monthly data. $V_{v w}$ is calculated using CRSP daily data for the sample period 1962:07-1999:12 and using Schwert daily data for the earlier sample period. DP is the logged dividend price ratio calculated as the difference between the $\log$ of last 12 month dividends and the log of the current price index of the CRSP value-weighted index. RTB is the relative 3 month Treasury bill rate calculated as the difference between T-Bill and its 12 month moving average. Term Spread is the difference between the yield on long term government bonds and T-Bill. Default Spread is the difference between the yield on BAA- and AAA-rated corporate bonds. The sample period is 1963:08 to 1999:12 (437 monthly observations) in Panel A and 1927:02 to 1999:12 ( 875 monthly observations) in Panel B. The first row in each regression is the coefficient, the second row is the Newey-West adjusted $t$-statistic, and the third row is the bootstrapped $p$-value. The bootstrap experiment uses 10,000 replications and is carried out under the null of no predictability of returns from variances.

## Panel A: Regressions (Sample 1963:08-1999:12)

|  | CNST | $V_{v w}$ | $V^{l f}$ | $r_{v w}$ | DP | RTB | Term Spread | Default <br> Spread | $\bar{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $\begin{gathered} 0.012 \\ (0.35) \end{gathered}$ |  |  | $\begin{gathered} -0.008 \\ (-0.13) \end{gathered}$ | $\begin{gathered} -0.000 \\ (-0.03) \end{gathered}$ | $\begin{aligned} & -7.142 \\ & (-3.05) \end{aligned}$ | $\begin{aligned} & -0.322 \\ & (-2.35) \end{aligned}$ | $\begin{aligned} & 1.586 \\ & (2.26) \end{aligned}$ | 4.00\% |
| 2. | $\begin{gathered} 0.012 \\ (0.33) \end{gathered}$ | $\begin{aligned} & -0.958 \\ & (-1.96) \\ & {[0.167]} \end{aligned}$ |  | $\begin{gathered} -0.035 \\ (-0.70) \end{gathered}$ | $\begin{gathered} -0.001 \\ (-0.09) \end{gathered}$ | $\begin{aligned} & -7.545 \\ & (-2.94) \end{aligned}$ | $\begin{aligned} & -0.327 \\ & (-2.36) \end{aligned}$ | $\begin{gathered} 1.714 \\ (2.40) \end{gathered}$ | 4.34\% |
| 3. | $\begin{gathered} 0.021 \\ (0.60) \end{gathered}$ |  | $\begin{array}{r} 0.120 \\ (1.25) \\ {[0.243]} \end{array}$ | $\begin{aligned} & -0.015 \\ & (-0.25) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.28) \end{gathered}$ | $\begin{aligned} & -6.689 \\ & (-2.78) \end{aligned}$ | $\begin{aligned} & -0.349 \\ & (-2.55) \end{aligned}$ | $\begin{aligned} & 1.535 \\ & (2.21) \end{aligned}$ | 4.03\% |
| 4. | $\begin{gathered} 0.025 \\ (0.70) \end{gathered}$ | $\begin{aligned} & -1.284 \\ & (-2.71) \\ & {[0.061]} \end{aligned}$ | $\begin{array}{r} 0.194 \\ (1.75) \\ {[0.103]} \end{array}$ | $\begin{gathered} -0.056 \\ (-1.13) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.38) \end{gathered}$ | $\begin{aligned} & -6.952 \\ & (-2.71) \end{aligned}$ | $\begin{aligned} & -0.373 \\ & (-2.68) \end{aligned}$ | $\begin{gathered} 1.675 \\ (2.38) \end{gathered}$ | 4.73\% |

Panel B: Regressions (Sample 1927:02-1999:12)

|  | CNST | $V_{v w}$ | $V^{l f}$ | $r_{v w}$ | DP | RTB | Term <br> Spread | Default <br> Spread | $\bar{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | 0.016 |  |  | 0.100 | 0.003 | -5.349 | -0.056 | 0.300 | $1.62 \%$ |
|  | $(0.93)$ |  |  | $(1.54)$ | $(0.64)$ | $(-1.90)$ | $(-0.84)$ | $(0.49)$ |  |
|  |  |  |  |  |  |  |  |  |  |
| 2. | 0.018 | 0.625 |  | 0.111 | 0.004 | -5.395 | -0.032 | 0.006 | $1.86 \%$ |
|  | $(1.15)$ | $(0.67)$ |  | $(1.62)$ | $(0.81)$ | $(-2.00)$ | $(-0.47)$ | $(0.01)$ |  |
|  |  | $[0.531]$ |  |  |  |  |  |  |  |
| 3. | 0.025 |  | 0.123 | 0.064 | 0.005 | -5.462 | -0.056 | -0.057 | $2.29 \%$ |
|  | $(1.43)$ |  | $(1.71)$ | $(0.97)$ | $(1.13)$ | $(-1.99)$ | $(-0.84)$ | $(-0.09)$ |  |
|  |  |  | $[0.119]$ |  |  |  |  |  |  |
| 4. | 0.025 | 0.291 | 0.107 | 0.074 | 0.005 | -5.468 | -0.045 | -0.147 | $2.24 \%$ |
|  | $(1.42)$ | $(0.30)$ | $(1.46)$ | $(0.97)$ | $(1.13)$ | $(-2.02)$ | $(-0.65)$ | $(-0.23)$ |  |
|  |  | $[0.784]$ | $[0.183]$ |  |  |  |  |  |  |

## Table 8: Forecasts of Equal-Weighted Portfolio Return

This table presents the results of a 1-month ahead predictive regression of excess equal-weighted portfolio return on lagged explanatory variables. $V$ is the average stock variance, $V_{e w}$ is the equal-weighted volatility, and $r_{e w}$ is the equal-weighted portfolio return in excess of the 3 month T-Bill rate. $V$ and $V_{\text {ew }}$ are calculated using daily data. DP is the logged dividend price ratio calculated as the difference between the log of last 12 month dividends and the log of the current price index of the CRSP valueweighted index. RTB is the relative 3 month Treasury bill rate calculated as the difference between T-Bill and its 12 month moving average. Term Spread is the difference between the yield on long term government bonds and T-Bill. Default Spread is the difference between the yield on BAA- and AAA-rated corporate bonds. The sample period is 1963:08 to 1999:12 (437 monthly observations). The first row in each regression is the coefficient, the second row is the Newey-West adjusted $t$-statistic, and the third row is the bootstrapped $p$-value. The bootstrap experiment uses 10,000 replications and is carried out under the null of no predictability of returns from variances.

|  | CNST | $V_{e w}$ | V | $r_{e w}$ | DP | RTB | Term Spread | Default Spread | $\bar{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $\begin{gathered} 0.008 \\ (2.57) \end{gathered}$ | $\begin{aligned} & -0.110 \\ & (-0.13) \\ & {[0.917]} \end{aligned}$ |  |  |  |  |  |  | -0.23\% |
| 2. | $\begin{gathered} -0.005 \\ (-0.82) \end{gathered}$ |  | $\begin{array}{r} 0.434 \\ (2.55) \\ {[0.013]} \end{array}$ |  |  |  |  |  | 1.22\% |
| 3. | $\begin{aligned} & -0.006 \\ & (-0.93) \end{aligned}$ | $\begin{aligned} & -1.070 \\ & (-1.14) \\ & {[0.328]} \end{aligned}$ | $\begin{array}{r} 0.520 \\ (2.83) \\ {[0.009]} \end{array}$ |  |  |  |  |  | 1.32\% |
| 4. | $\begin{gathered} 0.088 \\ (1.97) \end{gathered}$ |  |  | $\begin{gathered} 0.173 \\ (3.25) \end{gathered}$ | $\begin{array}{r} 0.017 \\ (1.58) \end{array}$ | $\begin{aligned} & -8.246 \\ & (-3.01) \end{aligned}$ | $\begin{aligned} & -0.616 \\ & (-3.28) \end{aligned}$ | $\begin{gathered} 2.201 \\ (2.25) \end{gathered}$ | 10.21\% |
| 5. | $\begin{gathered} 0.086 \\ (1.90) \end{gathered}$ | $\begin{array}{r} 0.433 \\ (0.52) \\ {[0.671]} \end{array}$ |  | $\begin{gathered} 0.181 \\ (3.11) \end{gathered}$ | $\begin{array}{r} 0.017 \\ (1.54) \end{array}$ | $\begin{aligned} & -8.119 \\ & (-2.97) \end{aligned}$ | $\begin{gathered} -0.604 \\ (-3.15) \end{gathered}$ | $\begin{gathered} 2.151 \\ (2.16) \end{gathered}$ | 10.06\% |
| 6. | $\begin{gathered} 0.149 \\ (3.05) \end{gathered}$ |  | $\begin{array}{r} 0.651 \\ (4.04) \\ {[0.000]} \end{array}$ | $\begin{array}{r} 0.170 \\ (2.92) \end{array}$ | $\begin{gathered} 0.036 \\ (2.92) \end{gathered}$ | $\begin{aligned} & -5.555 \\ & (-2.06) \end{aligned}$ | $\begin{gathered} -0.834 \\ (-4.39) \end{gathered}$ | $\begin{gathered} 2.341 \\ (2.46) \end{gathered}$ | $12.26 \%$ |
| 7. | $\begin{array}{r} 0.177 \\ (3.17) \end{array}$ | $\begin{aligned} & -1.555 \\ & (-1.47) \\ & {[0.226]} \end{aligned}$ | $\begin{array}{r} 0.854 \\ (3.57) \\ {[0.001]} \end{array}$ | $\begin{array}{r} 0.138 \\ (2.24) \end{array}$ | $\begin{array}{r} 0.043 \\ (3.03) \end{array}$ | $\begin{gathered} -5.169 \\ (-1.86) \end{gathered}$ | $\begin{aligned} & -0.944 \\ & (-4.24) \end{aligned}$ | $\begin{gathered} 2.564 \\ (2.55) \end{gathered}$ | $12.56 \%$ |

Table 9: Forecasts of Portfolios Based on Characteristics
This table presents the results of the following regression

$$
r_{t+1}=a+b V_{v w t}+c V_{t}^{l f}+\epsilon_{t+1}
$$

where $r$ is the return (in excess of the 3 month T-Bill rate) on various portfolios based on characteristics. $V_{v w}$ is the value-weighted volatility and is calculated using CRSP daily data for the sample period 1962:07-1999:12 and using Schwert daily data for the earlier sample period. $V^{l f}$ is the average stock variance calculated using cross-sectional data. The portfolios selected 25 size and book-to-market portfolios in Panel A, and 17 industry portfolios in Panel B. Sample period is 1927:01 to 1999:12 (875 monthly observations). The $t$-statistics are corrected for Newey-West adjustment.

Panel A: 25 Size and Book-to-Market Portfolios

| B/M | Small | 2 | $\begin{gathered} - \text { Size } \\ 3 \end{gathered}$ | 4 | Large | Small | 2 | $\begin{gathered} \text { Size }- \\ 3 \end{gathered}$ | 4 | Large |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $b$ |  |  |  |  | $t(b)$ |  |  |  |  |
| Low | 0.361 | -0.937 | -0.006 | 0.268 | -0.011 | 0.195 | -1.349 | -0.005 | 0.311 | -0.014 |
| 2 | -1.249 | -0.063 | 0.277 | 0.532 | 0.037 | -0.665 | -0.058 | 0.262 | 0.434 | 0.047 |
| 3 | -0.126 | 0.184 | 0.540 | 0.229 | 0.151 | -0.088 | 0.163 | 0.497 | 0.224 | 0.151 |
| 4 | -0.216 | 0.263 | 0.090 | 0.696 | 0.718 | -0.183 | 0.234 | 0.085 | 0.604 | 0.577 |
| High | -0.240 | 0.103 | 0.535 | 1.142 | 0.424 | -0.211 | 0.083 | 0.422 | 0.733 | 0.235 |
|  | c |  |  |  |  | $t(c)$ |  |  |  |  |
| Low | 0.469 | 0.365 | 0.329 | 0.154 | 0.136 | 1.320 | 3.230 | 3.137 | 3.214 | 3.316 |
| 2 | 0.657 | 0.327 | 0.197 | 0.183 | 0.112 | 4.015 | 2.740 | 2.805 | 3.026 | 2.702 |
| 3 | 0.477 | 0.356 | 0.226 | 0.213 | 0.127 | 4.542 | 2.829 | 3.365 | 3.450 | 2.433 |
| 4 | 0.534 | 0.347 | 0.252 | 0.203 | 0.172 | 2.981 | 2.935 | 2.627 | 2.819 | 2.646 |
| High | 0.466 | 0.304 | 0.332 | 0.266 | 0.199 | 2.557 | 2.810 | 3.450 | 2.763 | 1.691 |
| $\bar{R}^{2}$ |  |  |  |  |  |  |  |  |  |  |
| Low | 3.20\% | 3.59\% | 3.92\% | 1.50\% | 1.09\% |  |  |  |  |  |
| 2 | 6.68\% | 3.48\% | 2.04\% | 2.48\% | 0.79\% |  |  |  |  |  |
| 3 | 5.20\% | 5.02\% | 3.11\% | 2.59\% | 1.02\% |  |  |  |  |  |
| 4 | 7.45\% | 4.71\% | 2.84\% | 2.64\% | 2.18\% |  |  |  |  |  |
| High | 4.45\% | 2.53\% | 3.74\% | 3.11\% | 0.33\% |  |  |  |  |  |

Panel B: 17 Industry Portfolios

|  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Industry | $b$ | $t(b)$ | $c$ | $t(c)$ | $\bar{R}^{2}$ |
|  |  |  |  |  |  |
| Food | 0.224 | 0.31 | 0.100 | 2.69 | $0.99 \%$ |
| Mining \& Minerals | -0.047 | -0.09 | 0.126 | 1.55 | $0.68 \%$ |
| Oil \& Petroleum | 0.656 | 0.70 | 0.028 | 0.42 | $0.40 \%$ |
| Textiles, Apparel, \& Footwear | -0.033 | -0.03 | 0.249 | 3.50 | $2.52 \%$ |
| Consumer Durables | -0.718 | -0.66 | 0.199 | 3.47 | $1.69 \%$ |
| Chemicals | 0.635 | 0.59 | 0.146 | 2.67 | $1.92 \%$ |
| Drugs, Soap, Perfumes, \& Tobacco | 0.355 | 0.46 | 0.060 | 1.73 | $0.50 \%$ |
| Construction | 0.295 | 0.29 | 0.257 | 4.07 | $3.30 \%$ |
| Steel | 0.970 | 0.65 | 0.128 | 1.53 | $1.32 \%$ |
| Fabricated Products | 0.579 | 0.59 | 0.081 | 1.35 | $0.84 \%$ |
| Machinery \& Business Equipment | 0.310 | 0.30 | 0.117 | 2.16 | $0.70 \%$ |
| Automobiles | 0.699 | 0.45 | 0.233 | 3.18 | $2.78 \%$ |
| Transportation | 0.135 | 0.15 | 0.216 | 3.40 | $1.88 \%$ |
| Utilities | 0.068 | 0.12 | 0.143 | 2.86 | $1.20 \%$ |
| Retail Stores | -0.226 | -0.28 | 0.196 | 4.36 | $1.83 \%$ |
| Financial | 0.146 | 0.15 | 0.198 | 3.17 | $1.77 \%$ |
| Other | -0.478 | -0.84 | 0.196 | 4.87 | $2.50 \%$ |
|  |  |  |  |  |  |

Table 10: Trading Strategy Based on Return Forecasts
This table presents descriptive statistics on a trading strategy based on out-of-sample forecasts of valueweighted market return. At time $t$, the trading strategy invests all in the stock index if the forecasted excess return of stocks over the riskfree rate is greater than zero, otherwise invests all in Treasury bills. The parameters are estimated in a regression of excess return based on all the available data upto time $t$. The sample period is 1962:07 to 1999:12, however, the forecasting exercise starts only in 1967:07, to allow for 60 months in the estimation of first of the time series of parameters. The parameters are then reestimated every month. The mean and standard deviation are annualized. N is the number of months the trading strategy is invested in the market portfolio. In Panel B, we report the annualized fees that a quadratic utility investor with relative risk aversion $\gamma$ would be willing to pay a money manager that uses the strategy and attain the same level of utility as buying and holding the market portfolio.

Panel A: Descriptives

| Forecasting <br> Criterion | Mean | StdDev | N |
| :--- | :--- | :--- | :--- |
| Market Buy-Hold | 0.0666 | 0.1572 | 390 |
|  |  |  |  |
| $V_{v w}$ | 0.0635 | 0.1476 | 374 |
| $V$ | 0.0718 | 0.1457 | 371 |
| $V_{v w}$ and $V$ | 0.0651 | 0.1476 | 372 |
| $V_{v w}, V$, and Macro | 0.0562 | 0.1031 | 157 |

Panel B: Annual Fees

| Forecasting |  | $-\gamma-$ |  |
| :--- | :---: | :---: | :---: |
| Criterion | 1 | 5 | 10 |
|  |  |  |  |
| $V_{v w}$ | $1.63 \%$ | $1.71 \%$ | $1.73 \%$ |
| $V$ | $2.37 \%$ | $2.46 \%$ | $2.48 \%$ |
| $V_{v w}$ and $V$ | $1.77 \%$ | $1.85 \%$ | $1.87 \%$ |
| $V_{v w}, V$, and Macro | $1.25 \%$ | $1.49 \%$ | $1.54 \%$ |

## Table 11: Forecasts of Value-Weighted Portfolio Return Based on Market Model Residuals

This table presents the results of a 1-month ahead predictive regression of excess value-weighted portfolio return on lagged explanatory variables. $V_{v w}$ is the value-weighted volatility and is calculated using CRSP daily data for the sample period 1962:07-1999:12 and using Schwert's daily data for the earlier sample period. $V^{M M}$ is the cross-sectional average of squared residuals. The residuals for each stock are calculated by a monthly time-series regression of the excess stock returns on the CRSP value-weighted portfolio. $r_{v w}$ is the value-weighted portfolio return in excess of the 3 month T-Bill rate. DP is the logged dividend price ratio calculated as the difference between the log of last 12 month dividends and the log of the current price index of the CRSP value-weighted index. RTB is the relative 3 month Treasury bill rate calculated as the difference between T-Bill and its 12 month moving average. Term Spread is the difference between the yield on long term government bonds and T-Bill. Default Spread is the difference between the yield on BAA- and AAA-rated corporate bonds. The sample period is 1963:08 to 1999:12 (437 monthly observations) in Panel A and 1927:02 to 1999:12 (875 monthly observations) in Panel B. The first row in each regression is the coefficient, the second row is the Newey-West adjusted $t$-statistic, and the third row is the bootstrapped $p$-value. The bootstrap experiment uses 10,000 replications and is carried out under the null of no predictability of returns from variances.

## Panel A: Regressions (Sample 1963:08-1999:12)

|  | CNST | $V_{v w}$ | $V^{M M}$ | $r_{v w}$ | DP | RTB | Term Spread | Default Spread | $\bar{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $\begin{gathered} 0.007 \\ (3.21) \end{gathered}$ | $\begin{aligned} & -0.597 \\ & (-1.07) \\ & {[0.420]} \end{aligned}$ |  |  |  |  |  |  | 0.02\% |
| 2. | $\begin{gathered} -0.000 \\ (-0.00) \end{gathered}$ |  | $\begin{array}{r} 0.251 \\ (2.06) \\ {[0.053]} \end{array}$ |  |  |  |  |  | 0.74\% |
| 3. | $\begin{gathered} 0.001 \\ (0.31) \end{gathered}$ | $\begin{aligned} & -0.655 \\ & (-1.28) \\ & {[0.340]} \end{aligned}$ | $\begin{array}{r} 0.257 \\ (2.05) \\ {[0.057]} \end{array}$ |  |  |  |  |  | 0.81\% |
| 4. | $\begin{gathered} 0.012 \\ (0.35) \end{gathered}$ |  |  | $\begin{aligned} & -0.008 \\ & (-0.13) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (-0.03) \end{aligned}$ | $\begin{aligned} & -7.142 \\ & (-3.05) \end{aligned}$ | $\begin{aligned} & -0.322 \\ & (-2.35) \end{aligned}$ | $\begin{array}{r} 1.586 \\ (2.26) \end{array}$ | 4.00\% |
| 5. | $\begin{gathered} 0.012 \\ (0.33) \end{gathered}$ | $\begin{gathered} -0.958 \\ (-1.96) \\ {[0.164]} \end{gathered}$ |  | $\begin{gathered} -0.035 \\ (-0.70) \end{gathered}$ | $\begin{gathered} -0.001 \\ (-0.09) \end{gathered}$ | $\begin{aligned} & -7.545 \\ & (-2.94) \end{aligned}$ | $\begin{aligned} & -0.327 \\ & (-2.36) \end{aligned}$ | $\begin{gathered} 1.714 \\ (2.40) \end{gathered}$ | 4.34\% |
| 6. | $\begin{array}{r} 0.026 \\ (0.73) \end{array}$ |  | $\begin{array}{r} 0.191 \\ (1.46) \\ {[0.181]} \end{array}$ | $\begin{gathered} -0.023 \\ (-0.41) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.44) \end{gathered}$ | $\begin{aligned} & -6.502 \\ & (-2.72) \end{aligned}$ | $\begin{aligned} & -0.371 \\ & (-2.64) \end{aligned}$ | $\begin{array}{r} 1.562 \\ (2.23) \end{array}$ | 4.21\% |
| 7. | $\begin{gathered} 0.028 \\ (0.75) \end{gathered}$ | $\begin{aligned} & -1.057 \\ & (-2.30) \\ & {[0.108]} \end{aligned}$ | $\begin{array}{r} 0.216 \\ (1.48) \\ {[0.175]} \end{array}$ | $\begin{aligned} & -0.055 \\ & (-1.12) \end{aligned}$ | $\begin{gathered} 0.004 \\ (0.43) \end{gathered}$ | $\begin{gathered} -6.862 \\ (-2.66) \end{gathered}$ | $\begin{gathered} -0.384 \\ (-2.67) \end{gathered}$ | $\begin{array}{r} 1.700 \\ (2.38) \end{array}$ | $4.66 \%$ |

Panel B: Regressions (Sample 1927:02-1999:12)

|  | CNST | $V_{v w}$ | $V^{M M}$ | $r_{v w}$ | DP | RTB | Term Spread | Default Spread | $\bar{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $\begin{array}{r} 0.005 \\ (1.91) \end{array}$ | $\begin{gathered} 0.614 \\ (0.69) \\ {[0.509]} \end{gathered}$ |  |  |  |  |  |  | 0.39\% |
| 2. | $\begin{gathered} 0.002 \\ (0.67) \end{gathered}$ |  | $\begin{gathered} 0.268 \\ (2.34) \\ {[0.031]} \end{gathered}$ |  |  |  |  |  | 1.47\% |
| 3. | $\begin{gathered} 0.001 \\ (0.44) \end{gathered}$ | $\begin{array}{r} 0.280 \\ (0.34) \\ {[0.746]} \end{array}$ | $\begin{array}{r} 0.245 \\ (2.53) \\ {[0.016]} \end{array}$ |  |  |  |  |  | 1.45\% |
| 4. | $\begin{gathered} 0.014 \\ (0.84) \end{gathered}$ |  |  | $\begin{array}{r} 0.103 \\ (1.58) \end{array}$ | $\begin{gathered} 0.003 \\ (0.57) \end{gathered}$ | $\begin{aligned} & -5.270 \\ & (-1.87) \end{aligned}$ | $\begin{aligned} & -0.053 \\ & (-0.80) \end{aligned}$ | $\begin{gathered} 0.314 \\ (0.52) \end{gathered}$ | 1.66\% |
| 5. | $\begin{array}{r} 0.016 \\ (1.04) \end{array}$ | $\begin{gathered} 0.635 \\ (0.68) \\ {[0.537]} \end{gathered}$ |  | $\begin{gathered} 0.114 \\ (1.67) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.74) \end{gathered}$ | $\begin{gathered} -5.318 \\ (-1.97) \end{gathered}$ | $\begin{gathered} -0.029 \\ (-0.41) \end{gathered}$ | $\begin{gathered} 0.015 \\ (0.03) \end{gathered}$ | 1.92\% |
| 6. | $\begin{array}{r} 0.028 \\ (1.62) \end{array}$ |  | $\begin{gathered} 0.219 \\ (2.32) \\ {[0.030]} \end{gathered}$ | $\begin{array}{r} 0.068 \\ (1.14) \end{array}$ | $\begin{array}{r} 0.006 \\ (1.34) \end{array}$ | $\begin{aligned} & -5.154 \\ & (-1.85) \end{aligned}$ | $\begin{gathered} -0.070 \\ (-1.05) \end{gathered}$ | $\begin{gathered} -0.041 \\ (-0.07) \end{gathered}$ | $2.26 \%$ |
| 7. | $\begin{array}{r} 0.027 \\ (1.58) \end{array}$ | $\begin{array}{r} 0.401 \\ (0.43) \\ {[0.691]} \end{array}$ | $\begin{gathered} 0.188 \\ (2.24) \\ {[0.037]} \end{gathered}$ | $\begin{gathered} 0.080 \\ (1.21) \end{gathered}$ | $\begin{array}{r} 0.006 \\ (1.31) \end{array}$ | $\begin{aligned} & -5.201 \\ & (-1.93) \end{aligned}$ | $\begin{aligned} & -0.052 \\ & (-0.75) \end{aligned}$ | $\begin{aligned} & -0.179 \\ & (-0.30) \end{aligned}$ | 2.28\% |

## Table 12: Forecasts of Value-Weighted Portfolio Return Based on FamaFrench Factor Residuals

This table presents the results of a 1-month ahead predictive regression of excess value-weighted portfolio return on lagged explanatory variables. $V_{v w}$ is the value-weighted volatility and is calculated using CRSP daily data for the sample period 1962:07-1999:12 and using Schwert's daily data for the earlier sample period. $V^{F F}$ is the cross-sectional average of squared residuals. The residuals for each stock are calculated by a monthly time-series regression of the excess stock returns on the three Fama-French factors. $r_{v w}$ is the value-weighted portfolio return in excess of the 3 month T-Bill rate. DP is the logged dividend price ratio calculated as the difference between the log of last 12 month dividends and the log of the current price index of the CRSP value-weighted index. RTB is the relative 3 month Treasury bill rate calculated as the difference between T-Bill and its 12 month moving average. Term Spread is the difference between the yield on long term government bonds and T-Bill. Default Spread is the difference between the yield on BAA- and AAA-rated corporate bonds. The sample period is 1963:08 to 1999:12 (437 monthly observations) in Panel A and 1927:02 to 1999:12 ( 875 monthly observations) in Panel B. The first row in each regression is the coefficient, the second row is the Newey-West adjusted $t$-statistic, and the third row is the bootstrapped $p$-value. The bootstrap experiment uses 10,000 replications and is carried out under the null of no predictability of returns from variances.

## Panel A: Regressions (Sample 1963:08-1999:12)

|  | CNST | $V_{v w}$ | $V^{F F}$ | $r_{v w}$ | DP | RTB | Term Spread | Default Spread | $\bar{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $\begin{array}{r} 0.007 \\ (3.21) \end{array}$ | $\begin{aligned} & -0.597 \\ & (-1.07) \\ & {[0.414]} \end{aligned}$ |  |  |  |  |  |  | 0.02\% |
| 2. | $\begin{aligned} & -0.001 \\ & (-0.28) \end{aligned}$ |  | $\begin{array}{r} 0.318 \\ (2.41) \\ {[0.026]} \end{array}$ |  |  |  |  |  | 0.83\% |
| 3. | $\begin{gathered} 0.000 \\ (0.02) \end{gathered}$ | $\begin{aligned} & -0.633 \\ & (-1.22) \\ & {[0.363]} \end{aligned}$ | $\begin{array}{r} 0.323 \\ (2.40) \\ {[0.023]} \end{array}$ |  |  |  |  |  | 0.88\% |
| 4. | $\begin{gathered} 0.012 \\ (0.35) \end{gathered}$ |  |  | $\begin{aligned} & -0.008 \\ & (-0.13) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (-0.03) \end{aligned}$ | $\begin{aligned} & -7.142 \\ & (-3.05) \end{aligned}$ | $\begin{aligned} & -0.322 \\ & (-2.35) \end{aligned}$ | $\begin{array}{r} 1.586 \\ (2.26) \end{array}$ | 4.00\% |
| 5. | $\begin{gathered} 0.012 \\ (0.33) \end{gathered}$ | $\begin{aligned} & -0.958 \\ & (-1.96) \\ & {[0.159]} \end{aligned}$ |  | $\begin{gathered} -0.035 \\ (-0.70) \end{gathered}$ | $\begin{gathered} -0.001 \\ (-0.09) \end{gathered}$ | $\begin{aligned} & -7.545 \\ & (-2.94) \end{aligned}$ | $\begin{aligned} & -0.327 \\ & (-2.36) \end{aligned}$ | $\begin{gathered} 1.714 \\ (2.40) \end{gathered}$ | 4.34\% |
| 6. | $\begin{gathered} 0.033 \\ (0.89) \end{gathered}$ |  | $\begin{array}{r} 0.287 \\ (1.83) \\ {[0.099]} \end{array}$ | $\begin{gathered} -0.028 \\ (-0.49) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.63) \end{gathered}$ | $\begin{aligned} & -6.320 \\ & (-2.64) \end{aligned}$ | $\begin{aligned} & -0.401 \\ & (-2.75) \end{aligned}$ | $\begin{array}{r} 1.579 \\ (2.26) \end{array}$ | 4.39\% |
| 7. | $\begin{gathered} 0.035 \\ (0.91) \end{gathered}$ | $\begin{aligned} & -1.053 \\ & (-2.30) \\ & {[0.115]} \end{aligned}$ | $\begin{array}{r} 0.313 \\ (1.85) \\ {[0.092]} \end{array}$ | $\begin{gathered} -0.059 \\ (-1.24) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.62) \end{gathered}$ | $\begin{gathered} -6.688 \\ (-2.59) \end{gathered}$ | $\begin{aligned} & -0.414 \\ & (-2.78) \end{aligned}$ | $\begin{array}{r} 1.719 \\ (2.42) \end{array}$ | 4.84\% |

Panel B: Regressions (Sample 1927:02-1999:12)

|  | CNST | $V_{v w}$ | $V^{F F}$ | $r_{v w}$ | DP | RTB | Term Spread | Default Spread | $\bar{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $\begin{gathered} 0.005 \\ (1.91) \end{gathered}$ | $\begin{gathered} 0.614 \\ (0.69) \\ {[0.520]} \end{gathered}$ |  |  |  |  |  |  | 0.39\% |
| 2. | $\begin{gathered} 0.001 \\ (0.20) \end{gathered}$ |  | $\begin{array}{r} 0.362 \\ (1.84) \\ {[0.075]} \end{array}$ |  |  |  |  |  | 1.29\% |
| 3. | $\begin{gathered} 0.000 \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.285 \\ (0.36) \\ {[0.734]} \end{gathered}$ | $\begin{array}{r} 0.326 \\ (2.06) \\ {[0.045]} \end{array}$ |  |  |  |  |  | 1.27\% |
| 4. | $\begin{gathered} 0.014 \\ (0.84) \end{gathered}$ |  |  | $\begin{array}{r} 0.103 \\ (1.58) \end{array}$ | $\begin{gathered} 0.003 \\ (0.57) \end{gathered}$ | $\begin{aligned} & -5.270 \\ & (-1.87) \end{aligned}$ | $\begin{gathered} -0.053 \\ (-0.80) \end{gathered}$ | $\begin{gathered} 0.314 \\ (0.52) \end{gathered}$ | 1.66\% |
| 5. | $\begin{gathered} 0.016 \\ (1.04) \end{gathered}$ | $\begin{array}{r} 0.635 \\ (0.68) \\ {[0.522]} \end{array}$ |  | $\begin{gathered} 0.114 \\ (1.67) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.74) \end{gathered}$ | $\begin{aligned} & -5.318 \\ & (-1.97) \end{aligned}$ | $\begin{aligned} & -0.029 \\ & (-0.41) \end{aligned}$ | $\begin{gathered} 0.015 \\ (0.03) \end{gathered}$ | 1.92\% |
| 6. | $\begin{gathered} 0.031 \\ (1.79) \end{gathered}$ |  | $\begin{array}{r} 0.322 \\ (1.84) \\ {[0.097]} \end{array}$ | $\begin{gathered} 0.068 \\ (1.16) \end{gathered}$ | $\begin{gathered} 0.008 \\ (1.49) \end{gathered}$ | $\begin{gathered} -5.051 \\ (-1.79) \end{gathered}$ | $\begin{gathered} -0.083 \\ (-1.20) \end{gathered}$ | $\begin{gathered} -0.099 \\ (-0.17) \end{gathered}$ | 2.20\% |
| 7. | $\begin{gathered} 0.030 \\ (1.69) \end{gathered}$ | $\begin{array}{r} 0.391 \\ (0.43) \\ {[0.698]} \end{array}$ | $\begin{array}{r} 0.271 \\ (2.00) \\ {[0.065]} \end{array}$ | $\begin{gathered} 0.081 \\ (1.27) \end{gathered}$ | $\begin{gathered} 0.007 \\ (1.41) \end{gathered}$ | $\begin{aligned} & -5.115 \\ & (-1.88) \end{aligned}$ | $\begin{gathered} -0.063 \\ (-0.91) \end{gathered}$ | $\begin{aligned} & -0.217 \\ & (-0.36) \end{aligned}$ | 2.21\% |

## Figure 1: Average Stock Volatility

This figure plots the average stock standard deviation of stocks for the period 1962:07 to 1999:12. Average stock volatility is calculated using daily data from equation (2). The bottom panel uses a 12 month simple moving average of the top panel to smooth out high frequency components. NBER recessions are represented by shaded bars.


Figure 2: Equal- and Value-Weighted Portfolio Volatility
This figure plots the standard deviation for equal- and value-weighted portfolio for the period 1962:07 to 1999:12. Portfolio volatility is calculated using equation (1). The right two panels use a 12 month simple moving average of the left two panels to smooth out high frequency components. NBER recessions are represented by shaded bars.
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Figure 3: Average Low Frequency Stock Volatility
This figure plots the average cross-sectional stock standard deviation of stocks calculated using low frequency monthly data from equation (5). The top two panels compare low frequency estimates (solid line) against the high frequency measure (dotted line) for the sample period 1962:07 to 1999:12. The bottom two panels plot the raw time series for low-frequency standard deviation of stocks for the sample period 1926:01 to 1999:12. The right two panels use a 12 month simple moving average of the left two panels to smooth out high frequency components.
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[^1]:    ${ }^{1}$ However, Abel (1988), Backus and Gregory (1993), and Gennotte and Marsh (1993) offer models where a negative relation between return and volatility is consistent with equilibrium.
    ${ }^{2}$ See, for example, Baillie and DeGennaro (1990), Campbell (1987), Campbell and Hentschel (1992), Chan, Karolyi, and Stulz (1992), French, Schwert, and Stambaugh (1987), Glosten, Jagannathan, and Runkle (1993), Merton (1980), Nelson (1991), Pindyck (1984), Scruggs (1998), Turner, Startz, and Nelson (1989), and Whitelaw (1994).

[^2]:    ${ }^{3}$ See, for example, Campbell (1991), Campbell and Shiller (1988), Chen, Roll, and Ross (1986), Fama (1990), Fama and French (1988, 1989), and Keim and Stambaugh (1986).

[^3]:    ${ }^{4}$ MX use either a market model or Fama-French factors to compute the variance of residuals from five years of monthly data prior to the cross-sectional regressions.

[^4]:    ${ }^{5}$ Note that if the autocorrelation of returns is less than -0.5 , then the second term dominates and makes the variance estimate negative. Although this is never the case with portfolio volatility, it sometimes occurs (on average for 5 percent of the cases) for individual stocks. For these stocks, we ignore the second term and, instead, calculate the stock variance as the sum of squared returns only. Finally, stocks with less than 5 trading days in a month are excluded from computations for that month. The results that we present in this paper are robust to changes in these computational procedures.

[^5]:    ${ }^{6}$ The computation is based on a typical stock mean return of 1.08 percent and a standard deviation of 16.53 percent (Table 1). The results of the regressions reported in the next subsection also do not change if we use an alternative measure of average stock variance adjusted for the mean. Using daily data, French, Schwert, and Stambaugh (1987) and Schwert (1989) also find the squared mean term is irrelevant to calculate variances. See section 4.1 for a detailed discussion of our risk measure.
    ${ }^{7}$ Since, the trading history is different for each stock, the averages are computed over different periods. This explains why the average return of a typical stock ( 1.04 percent) is different from the average return on the equal-weighted portfolio (1.29 percent).
    ${ }^{8}$ See section 4.1 for more on this issue.

[^6]:    ${ }^{9}$ CLMX (2001) also find that firm-level volatility is much more persistent than market-level volatility. Note also that the ADF statistic is unable to reject the presence of unit root for the average volatility. This, however, is not robust to the number of lags used, inclusion of a trend, test statistic (the PhillipsPeron test rejects the presence of a unit root strongly), or the sample period (see section 3.2 and Panel A of Table 4).
    ${ }^{10}$ Unreported regressions confirm the procyclical behavior of average volatility. Also see GS (2001) and Whitelaw (1994) for more extensive analysis of the predictability of average stock variance and average stock correlation using variables related to business cycle.

[^7]:    ${ }^{11}$ In contrast, the volatility feedback effect of Campbell and Hentschel (1992), and French, Schwert, and Stambaugh (1987) predicts a negative relation between shocks to volatility and realized returns. The leverage effect of Black (1976) and Christie (1982) also predicts a negative relation between contemporaneous returns and volatility. See Bekaert and Wu (2000) for a detailed analysis of both effects.
    ${ }^{12}$ The results are essentially the same if we replace volatilities by the fitted values from a ARMA model. See Schwert (1989, 1990b).
    ${ }^{13}$ To account for the heteroskedasticity and possible autocorrelation in returns, we report only NeweyWest corrected $t$-statistics. The unadjusted $t$-statistic is 2.36 .
    ${ }^{14}$ The cross-correlation between market variance and average stock variance is not high enough (0.413) to warrant issues of multicolinearity. We have also tested whether the importance of average stock volatility derives from it being a predictor of subsequent market volatility. However, the following regression shows that average stock variance has little predictive power for explaining future market variance:

    $$
    V_{v w, t+1}=\underset{(3.82)}{0.001}+\underset{(1.92)}{0.161} V_{v w, t}+\underset{(0.65)}{0.005} V_{t} .
    $$

    The sample period for this regression is 1962:07 to 1999:12 and Newey-West $t$-statistics are given in parenthesis.

[^8]:    ${ }^{15}$ The Newey-West correction to the $t$-statistics presented in the table partially addresses this concern. However it is possible that the adjustment is not sufficient.
    ${ }^{16}$ In the rest of the paper, we report only regressions using variances to measure risk, although using standard deviations or logs of variances would not change any of the results.

[^9]:    ${ }^{17}$ See Davison and Hinkley (1997), and Efron and Tibshirani (1993) for an exposition of bootstrap methods.
    ${ }^{18}$ See also Kendall and Stuart (1977).

[^10]:    ${ }^{19}$ These correlations are between the residuals of our VAR(12) specification. Stambaugh's (1999) specification involves an $\operatorname{AR}(1)$ process for the regressor and a one-period ahead predictive regression for the excess returns. Under that specification, the correlations are -0.289 for innovations between returns and market variance, and -0.022 for innovations between returns and average stock variance. Also, note that the results of Cavanagh, Elliott, and Stock (1995) and Elliott and Stock (1994) show that the asymptotic distribution for $t$-statistics is still valid in predictive regressions when regressors have a (near) unit root, provided that the correlation between the innovations is zero. This is the case of using average stock variance as a regressor.
    ${ }^{20}$ We bootstrap the $t$-statistics instead of the regression coefficients, as suggested by Efron and Tibshirani (1993), since the $t$-statistics do not depend on any nuisance parameters, such as the variance of the residuals.
    ${ }^{21}$ These numbers repeat the information in Table 2. The estimates are not exactly equal to that table because there is a slight difference in the sample. In order to estimate the VAR(12), we lose the first twelve observations of the sample.

[^11]:    ${ }^{22}$ Campbell (1987) and Glosten, Jagannathan, and Runkle (1993) also find that it is difficult to sign the relation between the market's return and its variance.

[^12]:    ${ }^{23}$ Additionally, Goyal and Welch (1999) show that this variable loses significance in the 1990's, which

[^13]:    ${ }^{24}$ We can also carry out the bias adjustments in regressions involving both the average stock variance and the market variance measures. The corrected coefficient and $t$-statistic of the average stock variance in regression 4 of Panel B of Table 7 are 0.998 and 3.39, respectively.
    ${ }^{25}$ The return data for these portfolios were obtained from Ken French's web site http://web.mit.edu/kfrench/www/data_library.html.

[^14]:    ${ }^{26}$ Although the sample period starts in July of 1962 , the forecasting exercise starts only in July of 1967, to allow for 60 months of data in the estimation of the first set of parameters. After that date, we use an expanding window to reflect the real-time nature of the problem, and to minimize the effect of spurious in-sample regression fit over the whole sample.

[^15]:    ${ }^{27}$ This discussion is only for illustration purposes. The results can easily be generalized to include many factors and different factor loadings for different stocks.
    ${ }^{28}$ We use the equal-weighted portfolio for simplicity, to avoid having to deal with market capitalization weights in the measures of volatility.

[^16]:    ${ }^{29}$ We use the notation $M K T$ instead of $r_{v w}$ for the excess return of the market in line with the common denomination of the Fama-French factors.
    ${ }^{30}$ See Fama and French $(1993,1996)$ for the discussion of the factors HML ('high minus low' book-to-market) and SMB ('small minus big' size). The data on the factors was obtained from Kenneth French's web site http://web.mit.edu/kfrench/www/data_library.html.
    ${ }^{31}$ This is in the ball park of our back-of-the-envelope calculations in the previous section.

[^17]:    ${ }^{32}$ Malkiel and Xu (2000) show through an extension of CAPM that when some individuals do not hold the market, nobody can hold the market.

