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Abstract

Video frame interpolation aims to generate high-quality intermediate frames from
boundary frames and increase frame rate. While existing linear, symmetric and non-
linear models are used to bridge the gap from the lack of inter-frame motion, they
cannot reconstruct real motions. Event cameras, however, are ideal for capturing
inter-frame dynamics with their extremely high temporal resolution. In this paper,
we propose an event-and-frame-based video frame interpolation method named
IDO-VFI that assigns varying amounts of computation for different sub-regions via
optical flow guidance. The proposed method first estimates the optical flow based
on frames and events, and then decides whether to further calculate the residual op-
tical flow in those sub-regions via a Gumbel gating module according to the optical
flow amplitude. Intermediate frames are eventually generated through a concise
Transformer-based fusion network. Our proposed method maintains high-quality
performance while reducing computation time and computational effort by 10%
and 17% respectively on Vimeo90K datasets, compared with a unified process on
the whole region. Moreover, our method outperforms state-of-the-art frame-only
and frames-plus-events methods on multiple video frame interpolation benchmarks.
Codes and models are available at https://github.com/shicy17/IDO-VFI.

1 Introduction

Video frame interpolation (VFI) increases the video frame rate by inserting a reconstruction frame
into two consecutive frames. Due to the limitation of the fixed frame rate of ordinary camera, the
frame-only video frame interpolation methods inevitably lose the dynamics in the interval between
consecutive frames. In order to compensate for the lack of inter-frame information, motion models
are often used, but those models cannot account for the real motions.

Event cameras [1] are bio-inspired vision sensor, each pixel of which independently perceives and
encodes relative changes in light intensity. Event cameras output sparse, asynchronous streams of
events instead of frames, with advantages of high temporal resolution, high dynamics, and low power
consumption. An event is usually expressed as a tuple e = (x, y, p, t), which means that at timestamp
t, an event with polarity p ∈ {−1, 1} is generated at the pixel (x, y). Positive polarity indicates that
the change of light intensity from week to strong is beyond the threshold, while negative polarity is
just the opposite. Because an event camera has high temporal resolution up to microseconds, it can
capture complete changes or motion between frames.

The event flow is the embodiment of inter-frame changes. Therefore, the optical flow estimated
from the events does not require any motion model to be fitted, which can be inherently nonlinear.
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(a) PSNR/Runtime/Parameters comparison (b) Results of proposed each module on Vimeo90K

Figure 1: (a) The quantitative PSNR/Runtime/Parameters comparison of ours and state-of-the-art
VFI methods on Vimeo90K. The larger circle represents larger number of parameters. Our proposed
method achieves the best performance with relatively small model parameters and fast computation
time. (b) Results of proposed each module on Vimeo90K. The first column shows the warping-based
results of optical flow estimation module. The second column presents refined frames generated from
residual flow estimation module. Right top is the final output, and right bottom is the ground-truth.
The quality of output improves step by step.

Since events lack intensity information, frame-based optical flow is complementary to event-based
optical flow. By combining these two kinds of optical flow, more accurate estimation results can be
obtained. Meanwhile, it is possible to reconstruct high-quality keyframes at any timestamp, since
real inter-frame dynamics are captured.

Furthermore, the real inter-frame motion information lays the foundation for reliable differential
processing of different image regions. For pixel areas with small motion amplitudes, only a simple
estimation is needed to obtain an accurate optical flow field. However, for complex dynamic regions
where simple optical flow estimation is insufficient to address the problem, further estimation of
residual optical flow is required in order to obtain more accurate results. With the help of event
flow, we can easily distinguish dynamic and static areas in the image, and adopt different optical
flow estimation strategies, which can greatly reduce the amount of calculation while maintaining
high-precision results. Our main contributions are as follows:

• A novel and trainable optical flow guidance mechanism for identifying the dynamics of
the boundary frames and events is proposed, considering the corresponding relationship
between adjacent dynamic regions.

• We propose an event-based residual optical flow estimation method to further dynamically
evaluate the optical flow field, of which the computation time and computational effort
are reduced by 10% and 17% respectively, while the performance is almost the same as
processing the whole image without distinction.

• Our proposed method achieves state-of-the-art results on multiple benchmark datasets
compared to frame-only and events-plus-frames VFI methods. Codes and models are
available publicly.

This paper is organized as follows. First, the main work in this field is introduced. Second, our
proposed VFI method and its components are present. Third, the experimental details and quantitative
results are illustrated. Subsequently, ablation experiments are conducted. Finally, the paper is
summarized and discussed.

2 Related Works

Reconstructing dynamics and luminosity is the key task of VFI. Thus, the warping-based methods
and synthesis-based methods become the mainstream methods of VFI.

Frame-only VFI Methods. Warping-based methods use photometric consistency assumptions to
estimate inter-frame motion, which is very effective for video sequences with short inter-frame blind
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(a) Ground Truth (b) RIFE (c) AMBE (d) EMA-VFI (e) Ours

Figure 2: Visual comparison among our proposed method, the state-of-the-art methods RIFE, AMBE,
EMA-VFI on the Vimeo90K-triplet validation set.

times and simple motion, but it only warps pixels and cannot reconstruct photometric information.
The original methods usually assume that the optical flow between frames is first-order, such as
[2, 3, 4, 5, 6, 7, 8].Meanwhile, several complex motion models have been proposed. Xu et al.[9]
proposed a method for estimating the secondary optical flow, but this method needs to input four key
frames at a time. Park et al. proposed AMBE [10], on the basis of BMBC [5], using anchor frames
to estimate asymmetric motion without relying on linear optical flow assumptions. However, the
assumed motion models may fail once the actual motion becomes complex.

Synthesis-based methods [11, 12, 13, 14] directly fuses the image features of boundary frames to
generate intermediate frames, which can reconstruct photometric information. However, the synthesis
method performs poorly when there is complex motion in the time interval. In order to restore this
defect, it usually takes multiple consecutive frames, e.g. four frames [13], as input. Some models
[15, 16] combine warping-based and synthesis-based methods, considering complementarity between
the two, which can reconstruct dynamics and photometry while estimating inter-frame motion.

Events-plus-frames VFI Methods. In recent years, there have been attempts [17, 18, 19, 20, 21,
22, 23, 24] to combine frames and events for VFI. Event-based optical flow can still be accurately
estimated under condition of complex intermediate motions, since event-based optical flow estimation
is not based on linearity assumptions. Although event cameras do not encode photometric information,
they are complementary to frame-based cameras. Yu et al. [19] respectively extracted the multi-scale
features of events and frames for fusion, and proposed a sub-pixel-level attention mechanism, which
uses event information to supplement inter-frame information to achieve weakly supervised learning.
Tulyakov et al. [20] proposed Time Lens, which combines events and frames to generate warping-
based and synthesis-based images respectively, and outputs the final result through an attention-based
network. However, it has a very large number of model parameters. On the ground of [20], Tulyakov
et al. proposed Time Lens++ [21], which encodes optical flow as cubic splines and warps the features
for fusion in an encoder-decoder network. Unfortunately, the amount of model parameters is still
large. He et al. proposed TimeReplayer [22], an event-based unsupervised video frame interpolation
method. The unsupervised learning method decreases the dependency on the use of high frame-rate
datasets. Although these methods achieve good performance, they are computationally expensive and
do not maximize the advantages of the properties of events to characterize motion.

Combining events and frames can estimate the complete inter-frame motion without any motion
model, so the motion amplitude of all pixel regions can be obtained. Simple processing is enough for
areas with small motion amplitude. Only areas with large motion amplitude require more complex
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processing. Therefore adopting different calculation strategies for pixel regions with different motion
amplitude can save calculation, while maintaining the quality of the output. Some frame-only VFI
methods for reducing the computational overhead have been proposed. Choi et al. [12] proposed
a method to evaluate the motion of the local area, reasonably select the model depth to process the
local area, or perform downscale processing on the local area at different scales, so as to reduce the
computational overhead. But this method is only based on the assumption of photometric consistency
and cannot cover complex motions. Therefore, we propose an event-based VFI method that reduces
computation time and overhead by dynamically estimating residual optical flow in pixel regions while
maintaining high-quality output.

3 Proposed Method

3.1 Problem Formulation

Assuming that we are given two consecutive frames I0 and I1 at time 0 and 1, as well as events
sequences E0→1 consisting all events triggered between the interval. The task is generating interme-
diate frame Ît at arbitrary time t, where t ∈ [0, 1]. Besides, according to the interpolating timestamp
t, we can divide the event sequences E0→1 into two parts E0→t and Et→1. The event sequence
Ea→b is represented as a voxel grid Va→b [25].

3.2 Overview

The proposed framework is mainly consisted of four components: Optical flow estimation module,
Gumbel gating module, Residual optical flow estimation module and Transformer-based fusion
module.

First, the existing consecutive frames I0, I1 and event sequence are input to the optical flow estimation
network for calculating bidirectional optical flows F0→t and F1→t. The I0 and I1 are warped
according to these optical flows to generate intermediate frames Iwarp

0 and Iwarp
1 . Subsequently,

the boundary frames are evenly divided into multiple sub-regions, which are further categorized
as dynamic or static regions according to the Gumbel gating network. The dynamic regions in the
image will be fed into the residual optical flow estimation network to estimate the residual optical
flows. Then warping the Iwarp

0 and Iwarp
1 to generate Irefine0→t and Irefine1→t . The final output of

the proposed model is generated by synthesizing the boundary frames and warping-based frames.
Unnecessary computing costs of static region could be significantly reduced through this method,
while maintaining high-quality final result of the network. The overall architecture is illustrated in
Figure.3.

Figure 3: Overview of proposed model architecture.

3.3 Optical Flow Estimation

A UNet [3] is adopted as the backbone of optical flow estimation network, and extended by us for
event sequence inputting. Note that the network performs symmetric processing for calculating
F0→t and F1→t, we thus only introduce the processing for calculating F0→t. The flow network
extracts feature representations from both input frames I0, I1 and events V0→1. In addition, inspired
by Time Lens++[21], we compute cubic motion splines {S∆x

0→1, S
∆y
0→1} for each location instead of

linear optical flow. These cubic splines which are presented by K-th control points in order to model

4



(a) Region division (b) Gating network

Figure 4: The proposed Gumbel gating module.

horizontal and vertical displacement of each pixel of previous frame as a function of time. Optical
flows could be obtained by sampling from the motion splines, which reduce the computation cost
from O(N) to O(1) for the calculation of optical flows. By adding the information of events from
blind time, the real motion can be modeled in the flow network. As a result, a nonlinear optical
flow F0→t for random time t is obtained by sampling from the motion spline F0→1 with minimal
additional computational cost.

Meanwhile, the intermediate frames Iwarp are obtained by warping the boundary frames using the
estimated optical flow, and described as

Iwarp
0 =Wf (I0, F0→t) (1)

Iwarp
1 =Wf (I1, F1→t) (2)

where Wf (·) is the softmax-splatting forward warping operation [6]. Note that, since the estimated
optical flow is forward, this forward warping operation is employed.

3.4 Gumbel Gating Module

On the basis of roughly estimating the bilateral optical flow F0→t and F1→t, we then divide the
dynamic and static regions in boundary frames. The discrimination of the region type is performed by
calculating a Bernoulli probability distribution generated from a trainable Gumbel gating mechanism.

Pixel regions with high-magnitude optical flow field or violent motion will be considered as dynamic
regions, and conversely, regions with slight optical flow changes or smooth motion will be considered
as static regions. If the whole image is divided into dynamic and static regions according to the optical
flow of each pixel, a large number of discrete and irregularly shaped pixel blocks will inevitably
appear, which is difficult for further processing. In order to simplify the process, we first set an
adjustable rectangular sliding window whose length and width are set to W/2 and H/2 of the input
optical flow field respectively. This box will start scanning from the upper left corner of the input,
and the horizontal and vertical stride are W/4 and H/4, individually.

As a result, the sliding window operation generates a total of nine pixel regions R0,1
i , i = 0, 1, · · · , 8

for each boundary frame, and adjacent pixel regions have a cross-region partition, as shown in
Figure.4(a). The number of these pixel areas is adjustable. Note that we differ from Choi et al. [12]
in that we take into account the connections between adjacent pixel regions. It divides the image into
several regions evenly, and the network determines the number of layers that each region needs to
process. In contrast, our proposed method preserves the correlation between sub-graphs.

Subsequently, optical flow F0→t and F1→t are input into a lightweight gating network to generate a
gate map M2×3×3. Each pixel on the gate map is a Bernoulli distribution, representing the probability
that the corresponding sub-region belongs to the dynamic region or the static region. We can get a
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binary mask P by rounding the gate map.

P = G(M2×3×3) (3)

Where G(·) is rounding operation, but when training, G(·) is Gumbel-softmax operation [26]. The
Gumbel-softmax tricks solve the problem that binarization is not differentiable. Note that the final
decision is based on the binary mask P . The structure of the gating network is shown in Figure.4(b).

3.5 Residual Optical Flow Estimation

All the dynamic regions judged by the Gumbel gating network will be fed into the residual optical
flow estimation module to further estimate the residual optical flow.

For a dynamic region Rsingle
i , i = 0, 1, 2, · · · , n, its corresponding optical flow field F single

i and the
corresponding parts of I0, I1, V0→t, V1→t, I

warp
0 and Iwarp

1 are first concatenated and input into the
residual optical flow estimation network. Subsequently, the network will output sub-region refined
optical flows F refine

i,1→t and F refine
i,0→t . Secondly, the refined optical flow of each dynamic region will

be padded with 0 to the same size as the boundary frame. They will be fed into an attention-based
network to generate a weight map, which is used to calculate the optical flow field coefficient of
the corresponding part in each dynamic region that produces the cross-region partition. Thirdly, the
residual optical flows in these partitions will be montaged with that of other dynamic regions, and
the entire refined optical flows F refine

0→t and F refine
1→t will be output. Finally, Iwarp

0 and Iwarp
1 are

processed by backward warping Wb(·), and output Irefine0→t and Irefine1→t , described as follows.

Irefine0→t =Wb(I
warp
0 , F0→t) (4)

Irefine1→t =Wb(I
warp
1 , F1→t) (5)

Note that backward warping is used to save computation time. Both the residual optical flow
estimation network and the attention network are constructed by a UNet, and the entire architecture
of residual optical flow estimation module is shown in Figure.5.

Figure 5: The proposed residual optical flow estimation network.

3.6 Transformer-Based Fusion

The boundary frames I0, I1, event streams E0→t, E1→t, and the warping-based frames Irefine0→t ,
Irefine1→t are fed into a Transformer-based encoder-decoder network. This synthesis-based network is
modified from VFIT-B[13]. Note that the differences between our method and VFIT-B. First, we
only use one SynBlock for fusion. While VFIT-B applies three SynBlocks to achieve feature fusion
on three scales. Furthermore, the input for VFIT-B are four consecutive keyframes I0, I1, I2, I3.
Moreover, VFIT-B only generates one intermediate frame at t0.5, while our proposed method can
generate intermediate frames at any timestamp. Fortunately, with the help of Irefine0→t , Irefine1→t , we
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Table 1: Quantitative comparison of the proposed method with the state-of-the-art methods on
multiple VFI benchmarks. Vimeo-3f and Vimeo-7f indicate Vimeo90K-Triplet-Train dataset and
Vimeo90K-Septuplet-Train dataset respectively. The best PSNR(dB)\SSIM result is boldfaced, and
the second best is underlined. ‡ indicates that we quote the results in corresponding papers.

Method Year Training
dataset Frame Event

Vimeo90K-
Triplet-Test [27] Middleburry [28] GoPro[29]

#Param.
(Million)1 frame skip 1 frame skip 3 frames skip 7 frames skip 15 frames skip

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

E2VID [30] 2019 MS-COCO % ! 10.77 0.361 11.51 0.377 11.39 0.375 11.8 0.482 12.11 0.472 10.71
DAIN [4] 2019 Vimeo-3f ! % 34.20 0.962 30.87 0.899 26.67 0.838 28.81 0.876 24.39 0.736 24.03
RRIN [31] 2020 Vimeo-3f ! % 34.72 0.962 31.08 0.896 27.18 0.837 28.96 0.876 24.32 0.749 19.19
BMBC [5] 2020 Vimeo-3f ! % 34.56 0.962 30.67 0.885 26.86 0.834 29.08 0.875 23.68 0.736 11.00
AMBE [10] 2021 Vimeo-3f ! % 36.04 0.969 31.72 0.908 26.64 0.833 30.84 0.925 26.12 0.857 18.10
VFIT-B [13] 2022 Vimeo-7f ! % 31.94 0.926 28.37 0.863 - - - - - - 29.00
RIFE [32] 2022 Vimeo-3f ! % 34.73 0.960 31.40 0.901 27.97 0.849 32.23 0.937 28.82 0.892 10.71
EMA-VFI[33] 2023 Vimeo-3f ! % 36.05 0.968 32.06 0.909 28.67 0.860 32.79 0.942 29.70 0.904 65.66
Time Lens [20] ‡ 2021 Vimeo-3f ! ! 36.31 0.962 33.27 0.929 32.13 0.908 34.81 0.959 33.21 0.942 79.20
TimeReplayer [22]‡ 2022 Vimeo-3f ! ! 35.12 0.963 32.74 0.912 30.91 0.887 34.02 0.960 - - -
Ours 2023 Vimeo-3f ! ! 39.10 0.976 34.96 0.948 32.19 0.927 36.04 0.962 33.27 0.944 22.63

generate results that outperform other methods with a concise fusion network. The output of the
block is the final result It, and described as follows.

It = S(I0, I1, E0→t, E1→t, I
refine
0→t , Irefine1→t ) (6)

where S(·) is fusion operation.

4 Experiments

In this section, the implementation details of the proposed method are first described. Subsequently,
the datasets for validation are introduced. Next, the comparison results of the proposed method
with other state-of-the-art VFI methods are presented. Finally, ablation studies are conducted to
demonstrate the effect of each part of the proposed method.

4.1 Implementation Details

Loss Function. The loss function L is set as a superposition of L1 loss L1 and FLOPs G. L is
described as L = L1 + λG [12], where λ is a hyper-parameter. In our experiments, λ is set as 2e-4,
which is a trade-off between computation efficiency and performance.

Training Method. The proposed method is trained on the Vimeo90K-Triplet-Train dataset [27],
following the popular paradigm that other VFI approaches [5, 10, 20, 32, 34, 33] adopted. Because
the frame-only datasets do not contain events, we employ the ESIM simulator [35] to generate
synthetic events. Adam optimizer [36] is used to optimize the network with initial learning rate of
1e-4, which is decreased to 1e-5 after the tenth epoch. Each sub-module is trained for 15 epochs, with
a batch size of 4, on Vimeo90k-triplet dataset. Each sub-module is trained individually in sequence,
with parameters frozen after training is complete. All training are performed on two NVIDIA Tesla
A100 GPUs.

4.2 Comparisons with State-of-the-art Methods

Datasets. Frame-only VFI benchmark datasets Vimeo90k 1 [27], Middlebury 2 [28], GoPro 3 [29]
and frames-plus-events datasets HighQualityFrames4 [37], HS-ERGB 5 [20] are selected to validate
the performance of ours and state-of-the-art VFI methods.

1The license is https://toflow.csail.mit.edu.
2The license is http://vision.middlebury.edu/flflow.
3The license is https://github.com/SeungjunNah/DeepDeblur_release.
4The license is https://timostoff.github.io/20ecnn.
5The license is https://rpg.ifi.uzh.ch/timelens.
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The methods that achieve the state-of-the-art results are selected as baselines to compare with the
proposed methods, including events-only method E2VID [30], frames-only methods DAIN [4], RRIN
[31], BMBC [5], AMBE [10], VFIT-B [13], RIFE [32], EMA-VFI [33] and frames-plus-events
methods Time Lens [20], TimeReplayer [22]. For evaluation, structural similarity (SSIM) [38] and
peak-signal-to-noise-ratio (PSNR) are used to measure the interpolation quality of our and benchmark
methods. Note that SSIM is evaluated by compare_ssim in scikit-image library.

We test the interpolation results of ours and other state-of-the-art methods on Vimeo90K-Triplet
validation set for skip1, Middleburry validation set for skip 1 and skip 3, and GoPro validation set for
skip 7 and skip 15. The comparison results validated on frame-only datasets are shown in Table.1.
Our proposed method outperforms other benchmark methods on these three datasets. Among them,
on the Vimeo90k dataset, PSNR and SSIM of ours are respectively 2.79dB and 0.007 higher than
the second place. Moreover, SSIM of ours is 0.019 higher than the second place on the Middleburry
dataset. Furthermore, our proposed method has less model parameters while ensuring high-quality
performance. The visual comparisons of PSNR/Runtime/Parameters on Vimeo90K are shown in
Figure.1(a).

Due to the discrepancies between real-world and synthetic events, we fine-tune the model trained
on synthetic events on datasets containing real-world events. The HighQualityFrames (HQF) [37]
and HS-ERGB [20] datasets are shuffled for fine-tuning, following the paradigm adopted in [20, 22].
The visual comparison on HQF are shown in Figure.6. The comparison results tested on frames-plus-
events datasets are shown in Table.2. The proposed method outperforms the mainstream frame-only
and frames-plus-events VFI methods on HighQualityFrames and HS-ERGB(close) datatsets. We
achieve the second best results on HS-ERGB(far) in terms of SSIM. The two event-based VFI
methods Time Lens and TimeReplayer are supposed to achieve the highest PSNR on HS-ERGB(far).
However, we fail to get the claimed result for the former method, while the source of the later remains
unavailable.

Table 2: Quantitative comparison tested on multiple event-based VFI benchmarks. Our proposed
method and other baselines are tested on HighQualityFrames (HQF) and HS-ERGB datasets con-
taining real-world events. The best PSNR(dB)\SSIM result is boldfaced, and the second best is
underlined. ‡ indicates that we quote the results in corresponding papers.

Method Frame Event
HQF [37] HS-ERGB(far) [20] HS-ERGB(close) [20]

1 frame skip 3 frames skip 5 frames skip 7 frames skip 5 frames skip 7 frames skip
PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑

E2VID [30] % ! 10.02 0.302 10.36 0.301 11.46 0.508 11.43 0.505 8.89 0.396 9.03 0.399
DAIN [4] ! % 29.82 0.875 26.10 0.782 27.92 0.780 27.13 0.748 29.03 0.807 28.50 0.801
RRIN [31] ! % 29.76 0.874 26.11 0.778 25.62 0.742 24.14 0.710 28.69 0.813 27.46 0.800
BMBC [5] ! % 29.96 0.875 26.32 0.781 25.62 0.742 24.14 0.710 29.22 0.820 27.99 0.808
AMBE [10] ! % 30.54 0.891 26.44 0.798 27.85 0.826 25.55 0.775 32.14 0.855 31.11 0.849
VFIT-B [13] ! % 30.50 0.882 - - - - - - - - - -
RIFE [32] ! % 32.26 0.889 28.08 0.796 29.46 0.845 27.18 0.797 32.98 0.865 31.77 0.855
EMA-VFI[33] ! % 31.42 0.885 27.76 0.802 29.70 0.857 27.49 0.807 33.49 0.869 32.38 0.859
Time Lens [20]‡ ! ! 32.49 0.927 30.57 0.900 33.13 0.877 32.31 0.869 32.19 0.839 31.68 0.835
TimeReplayer [22]‡ ! ! 31.07 0.931 28.82 0.866 31.98 0.861 30.07 0.834 31.21 0.818 29.83 0.816
Ours ! ! 32.74 0.934 31.40 0.913 30.65 0.874 28.94 0.841 33.58 0.871 32.75 0.864

4.3 Ablation Study

After step-by-step processing of each proposed module, the quality of output has been gradually
improved. The results of each module are shown in Figure.1(b).

Effect of Gumbel Gating Module. In order to verify the effectiveness of our proposed method for
reducing computational consumption, we input all sub-graphs as dynamic regions into the residual
optical flow estimation network, and the test results are shown in the third and fourth row of Table.3.
Compared with the method of considering all the sub-graphs as dynamic regions, the Tera-FLOPs
and runtime of our proposed method tested on Vimeo90K-Triplet dataset greatly drops by 17% and
10.6% respectively, while the PSNR and SSIM merely decrease by 0.3dB and 0.001 individually.
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(a) Ground Truth (b) RIFE (c) EMA-VFI (d) Time Lens (e) Ours

Figure 6: Visual comparison among our proposed method, the state-of-the-art methods RIFE, EMA-
VFI and Time Lens on HQF dataset containing real-world events.

Table 3: Quantitative comparison of the proposed method of Gumbel gating module for calculating
residual optical flow, the method without residual optical flow estimation module and the method of
calculating residual optical flow of all the sub-regions. These methods are tested on Vimeo90K-Triplet
validation set. Runtime is the total time to run the entire dataset. Tera-FLOPs indicates a trillion
floating-point operations.

Method Runtime(s)↓ Tera-FLOPs↓ PSNR↑ SSIM↑
Without refinement 263 0.145 37.19 0.967

All regions process 442 0.253 39.40 0.977
Ours 395(↓10.6%) 0.210(↓17.0%) 39.10 0.976

Effect of Residual Optical Flow Estimation Module. We input the warping-based frames Iwarp
0 ,

Iwarp
1 generated on the rough optical flow estimation and the boundary frames I0, I1 into the final

synthesis module, for verifying the effect of our proposed residual optical flow module on improving
the final result. The experimental results are shown in the second row of Table.3.

Effect of Cross-region Partition. We set the size of the sliding window to be H/2×W/2, which is
consistent with our proposed method. In addition, the step size is set to H/2×W/2 in the vertical and
horizontal directions respectively, which will produce four regions without any cross-region parts.
They are fed into our proposed residual optical flow estimation network for training. The test results
on Vimeo90K are shown in Table.4. Compared with the non-cross-region scheme, the proposed
method with cross-region partition has a PSNR improvement of 1.68dB and a SSIM improvement
of 0.008, which proves the effect of our method. As the cross-region part takes into account the
correlation between domains, the optical flow estimation is smoother.

Table 4: Quantitative comparison of whether the region division includes cross-region partition on
residual optical flow estimation module.

Region setting PSNR↑ SSIM↑
Without Cross-region partition 31.33 0.948
Cross-region partition 33.01 0.956

5 Conclusion and Discussion

We have proposed an event-and-frame-based VFI method for dynamically estimating optical flow and
residual optical flow between adjacent frames, which maintains high-quality output while reducing
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computation time and overhead by 10% and 17% respectively. Tests on several large-scale VFI
benchmark datasets show that our proposed method outperforms other state-of-the-art VFI methods in
terms of PSNR and SSIM. Limitations. On account of the lack of photometric information for events,
IDO-VFI performs as deficiently as other VFI methods in scenes with complex photometric changes.
In the future, we will consider introducing a contrast maximization method and a photometric loss
function to reconstruct sharp edges and luminosity in those challenging scenes. Potential Negative
Social Impacts. The proposed method can be used in application scenarios such as modal analysis
and monitoring. These applications may bring concerns such as public privacy and security issue to
the society. Please use the VFI technology reasonably under the premise of complying with the laws
and regulations of various countries.
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