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Abstract reaches its theoretical upper bound in all network configurations.

In WLAN the medium access contrdlAC) protocol is the 2. IEEE 802.11 MAC protocol

main element for determining the efficiency in sharing the

limited communication bandwidth of the wireless channel. Thighe 802.11 MAC layer protocol provides asynchronous, time-
paper focuses on the efficiency of the IEEE 802.11 standard fbounded, and contention free access control on a variety of
wireless LANSs. Specifically, we derive an analytical formula forphysical layers. The basic access method in the 802.11 MAC
the protocol capacity [Kur 84]. From this analysis we foijnd protocol is theDistributed Coordination FunctioDCF) which

the theoretical upper bound of the IEEE 802.11 protocols aCarrier Sense Multiple Access with Collision Avoidance
capacity; ii) that the standard can operate very far from thd CSMA/CA) MAC protocol. In addition to the DCF, the 802.11
theoretical limits depending on the network configurati@i); — also incorporates an alternative access method known as the
that an appropriate tuning of the backoff algorithm can drive thoint Coordination FunctiofPCF) - an access method that is
IEEE 802.11 protocol close to its theoretical limits. Hence weimilar to a polling system and uses a point coordinator to
propose a distributed algorithm which enables each station gtetermine which station has the right to transmit.

tune its backoff algorithm at run-time. The performances of the The DCF access method, hereafteasic Access, is

IEEE 802.11 protocol, enhanced with our algorithm, areummarized in Figure 1. When using the DCF, before initiating
investigated via simulation. The results indicate that the transmission, a station senses the channel to determine whether
enhanced protocol is very close to the maximum theoreticanother station is transmitting. If the medium is found to be idle

efficiency. for an interval that exceeds tiastributed InterFrame Space
(DIFS), the station proceeds with its transmission. However if
1. Introduction the medium is busy, the transmission is deferred until the

; ; ngoing transmission terminates. A random interval, henceforth
Wireless LAN WLAN design needs to be more concerned abou(ri’gferred to as thbackoff interval,is then selected; and used to

bandwidth consumption than wired networks. This is because'nltialize the backoff timer.The backoff timer is decreased as

\r/]velzrts\llg?lfsneetworllizd?whgerssVn;uizg_ll%v(\)/e'(ﬂgagd[vsv;q;h Jg]anlnwgleijong as the channel is sensed idle, stopped when a transmission
9 P P ) is detected on the channel, and reactivated when the channel is

e - ; d idle again for more than a DIFS. The station transmits
96]). Specifically we analyze the efficiency of this protocol and><"S€ .
we identify and evaluate a very promising direction for relevany'N€n the backoff timer reaches zero. The DCF adopts a slotted
performance enhancements. Since a WLAN relies on a commai{'a"y. €xponential backoff technique. In particular, the time
transmission medium, the transmissions of the network statior'\r%]med'ately following an idle DIFS is slotted, and a station is

must be coordinated by the Medium Access Control (MAC lowed to transmit only at the beginning of ezlot Time

protocol. This coordination in the IEEE 802.11 is achieved b){ hich i_s ?‘q“a' to the time needed at any sta_tion to detect the
means of control information which is carried explicitly by ransmission of a packet from any other station. The backoff

control messages travelling along the medium (e.g., AC ime is uniformly chosen in the interval (0, CW-1) defined as

; L AN ackoff Window (Contention Window). At the first transmission
messages), or can be provided implicitly by the medium itself b - . o o
the channel, which is either active or idle (i.e., carrier sensing ttempt, CW=CWmin, and it is doubled at each retransmission

Control messages, or message retransmission due to collisi L tlo C(\jlvtm%x.t Irrpnrir:]edtlﬁte posmvfe IarcknO\t/}/Iidgfemer;]ts arket
subtract channel bandwidth from that available for successf§P.0Y€d 10 dete € the successiul reception of each packe

message transmission. Therefore, the fraction of channdgnsmission (note that CSMA/CA does not rely on the
c%pablllty of the stations to detect a collision by hearing their

bandwidth used by successfully transmitted messages gives i o This i lished by th .
good indication of the overhead required by a MAC protocol t§Wn transmission). This is accomplished by the receiver
immediately following the reception of the data frame) which

perform its coordination task among stations. This fraction is . . 2
known as the utilization of the channel. and the maximum valu'é"t'ates the transmission of an acknowledgement frame after a

it can attain is known as theapacity of the MAC protocol time intervalShort InterFrame SpadSIFS), which is less than
([Kur 84], [Con 97]). In this work we first investigate the IEEE DIFS. If an acknowledgement is not received, the data frame is

; o ; d to be lost and a retransmission is scheduled.
802.11 MAC protocol capacity by deriving an accurate analyuca?resume ;
estimate of it. By using our analytical formulas we show that the This access mechanism can be extended by the RTS/CTS

IEEE 802.11 MAC protocol capacity can be improvedmessage exchange. In this case, after gaining access to the

significantly by suitably setting its parameter. Hence we propos! edium and before starting the transmission of a data packet

and evaluate an extension of the protocol backoff aIgorithM.Self’ a .Shotr; control _pactket Is sent toﬂt}he reckelzn_ng statlond
With our extension the IEEE 802.11 Mac Protocol Capacit)?nnouncmg € upcoming fransmission. 1hiS packet IS answere

paper we focus on the IEEE 802.11 WLAN ([IEEE95], [STA
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by a CTS packet to indicate the readiness to receive the dakstween the average message length and the average tinee
Both packets contain the projected length of the transmission anfjI . L . .

thus inform all stations within the range of both stations hovfh@nnel is occupied in transmitting a messdges also referred
long the channel will be used. to as the average virtual transmission time. This analysis
follows the line of reasoning used in [Con 97] for analyzing the
Ethernet capacity.

To perform this analysis I&indicate the time required for a
successful transmissipne., the time interval between the start
of a transmission which does not experience a collision and the
reception of its ACK plus a DIFS.

| DI FS
Sourcq:

Dat a

SIF

Destination Ack

LEMMA 1. By denoting withm the packet transmission time,
and with T the maximum propagation delay between two WLAN
’|_|_| o Data stations then,

| o A T art S<m+21 + 9FS+ ACK + DIFS
|< er Access >|<Bac o after PROOE
Figure 1 : Basic Access Mechanism Let us assume that the successful transmission is performed by

In our simulations obasic access mechaniswe assumed an Station A which, attime,, transmits a packet to station B,

ideal channel with no transmission errors and no hiddei$ the propagation delay between these two stations, without any
terminals, i.e. all the stations can always hear all the others. Wss of generality we assunre < m.

decided to use a frequency hopping spread spectrum as the

| I o FS| Contention W nd

O her

physical layer at the optional 2Mbps transmission rate. A B
. . : ‘ ‘ time event
Table 1: WLAN configuration ] % 1
SIFS 28usec — ] t*t )
DIFS 128usec | g s
backoff slot time 5Qusec \ w
bit rate 2 Mbps | tgrmitae 4
propagation delay fisec | - tgtm+1, g+SIFS 5
stations 10, 50, 100 totm+T, g+SIFS+H 6
CWmin 32 tg+m+T, 5 +SIFS+ACK 7
CWmax 256 [ | \ tg*M+Ta 5 +SIFS+ACK 4 8
Table 1 reports the configuration parameter values of the WLAN \'_ | | oMt g+ SIFSACK 5 +DIFS 9
analyzed in the paper. In th€EE draft standard®802.11 D2.1, \

1995, the value o€EWminwas changed from 32 to 8. In this Figure 2: Events in a successful transmission
paper we still us€Wmin=32, as it is the value used in almost As shown in Figure 2, the sequence of events in a successful

all the papers in the literature.

3. IEEE 802.11 Capacity Analysis 1-
Protocol capacity varies across the various MAC protocols, bu%'
it is also influenced by several other parameters, such as tRe
number of active stations and the way active stations contributg
to the offered load. In this papgp, denotes the capacity when 5.

there areM active stations imsymptotic condition§.e., all the
network stations,M, always have a packet ready for

transmission);p, .. denotes the capacity in the extreme case of a

single active node. In a MAC protocol which is ideal from a_
utilization standpoint, bottp, and pg . must be equal to 1.

Performance of CSMA protocols for radio channels werg;_
deeply investigated in [Klei75]. Analytical model of a
CSMA/CD based LAN was presented in [Lam 80]. Several
papers have studied via simulation the efficiency of the IEED-
802.11 protocol by investigating the maximum throughput that
it can achieve under various network configurations ([Bia 96],
[Chh 96], [Chh 97], [Crow 96], [Wei 95], [Wei 97]). In this

transmission is:

A, begins transmission at tintg,
B, begins reception at tinte+ 7, _,

A completes its transmission at tirpet+ m,
B completes reception at timg+ 17, . +m,

B begins the ACK transmission at time
t,+7,,+m+3FS

A begins the ACK reception at time
t,+7,, *m+3FS+7,,

B completes the ACK transmission at time
t,+7,,+m+3FS+ ACK

A completes the ACK reception at time
t,+7,, *m+3FS+7,, + ACK

A can start the next transmission at time

t,+7,,+m+SFS+T1,, +ACK + DIFS

paper the IEEE 802.11 MAC protocol capacity is analyticall))_|ence S.: 2 BA-.B +m+SFS+ACK +DIFS from  which
estimated by evaluating, in asymptotic conditions, the ratiemma 1 immediately follows.

&
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Pange CaN be computed by noting that when only one station isacket will experiencé backoff times{ B.B,,.., B|} which are
active its average backoff time i€[CW], and hence Sampled in a uniform way in intervals of length

t, = E[S] + E[CW]. From Lemma 1 {CV\{,CV\Q,...,CV\/I}. In this paper to simplify the protocol
- analysis we assume that the backoff times have a different
oo = m (1) distribution. Specifically, we assume that the tagged station for
Sngle

each transmissioattempt uses a backoff interval sampled from a
geometric distribution with parametemp, where

wherem is the average transmission time aE\ECV\{] is equal pzl/(E[B]+1) and E[B] is the average value of
to half of the minimum CW value. The only unknown element

in (1) is m. In this paper we will assume that packet lengths aré BB+ B}, expressed in number of slots. Lemma 2 provides
an integer multiple of the slot length,,. Furthermore, packet an expression foE[B].

lengths are i.i.d. and geometrically distributed with parangter

Hence,m =t /(1-q). LEMMA 2. E[B] = (E[cw] -1)/2

When more than one station is active the virtual transmissiq;‘\}
time includes a successful transmission and collision interva
(see Figure 3).

21 +m+ SIFS+ ACK + DIFS+ E[CW]

here: E[CW] is the average contention window
OOF
The proof of this Lemma r can be found in [Cal 97].

&

successfil The assumption on the backoff algorithm implies that the future
collision D”:é collision DIFJ | transmission behavior of the station does not depend on the past and hence, in

L - _ a virtual transmissioni) the idle periods timd Idle_p} are

i.i.d sampled from a geometric distribution with average
E[Idle_p]; ii) the collision lengths{Coll} are i.i.d with

<4————— Vinualransmission time »|  averageE[Coll]. Thus equation (2) can be rewritten as
Figure 3: Structure of a virtual transmission time t = E[N ]{ E[Coll] + T + DIFS} +

# empty slots

Figure 3 shows that before a successful transmission collisions 3
may occur along with periods in which the transmission medium E[1dle_p] ((E[N,] +1) + E[]
is idle due to the backoff algorithnidle period$. Note that an

additional overhead is associated with a collision: due to thg, the following we assume th& CW] is known and we derive
carrier sensing mechanism colliding messages prevent the

network stations from observing that the channel is idle for gxact expressions for the unknowns in equation Eg)dle_p],
further time interval less or equal to the maximum propagationE[ NC] and E[Coall]. In Section 3.1 we define an algorithm to
time 7. Furthermpre, according to t'he MAC prptocol, after eacréstimateE[CW].
collision the medium must remain idle for an interval equal to a .

For large values oM the number of stations ready for

DIFS. From these observations it follows that transmission is less dependent on the virtual time evolution,
‘ 0 hence assumptions i) and ii) become more and more realistic as
t, = Ery (Idle_p, +Coll, + 7+ DIFS)E’r M increases. The results presented in this paper also indicate that
=1 V3 for M=10 the above assumptions do not introduce significant
E[I die_p, ﬂ] +E[g errors in the capacity analysis.
LEMMA 3. Assuming that, for each station, the backoff interval
o i . o ) is sampled from a geometric distribution with parameter p:
and collision, respectivelyN, is the number of collisions in a

1-(1-p)"
virtual time. E[ N, | = (—p)Ml -
In the IEEE 802.11 protocol the length of a collision is equal Mp(1- p)

to the maximum length of the colliding packets, and hence it

where Idle_p and Coll, are the lengths of theth idle period

t

depends on the packet size distribution and on the backofflColl] = vE— o7 U

algorithm which determines the number of colliding stations. 1_[(1_ p)" +Mp(1-p) ]

The length of the idle periods and the number of collisions —. Mp(L- p)"* O

depends on the backoff algorithm. @{h Eﬁ(l— pq“)M _ (1_ pthl)M]} _MPR-T )
To compute the unknown quantities in (2) by exactly taking &= 1-q

into consideration the backoff algorithm used in the standard is (1-p)"

very difficult, if not impossible, due to the temporal E[Idle_p] = S :

dependencies which it introduces. B 1-(1-p)"

According to the standard, by denoting wiitthe number of prooE
attempts to successfully transmit a packet, a station for eaqthe proof of this Lemma requires several algebraic
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manipulations and for this reason can be found in [Cal 97]. by the tagged station when it experiences h collisions before a
E successful transmission, it follows that
{ W(i+1) - X} —
The average virtual transmission time in asymptotic conditions
is completely defined by the relationships defined in Lemma 3. = - - (o)
However, before being able to compute the virtual transmission z P{CW = X|CW O Eh} EEP{ cw o Eh}
time we need to estimate the paramegieThe next section h=0

presents an algorithm to derive this parameter. where

3.1 Average Contention Window estimation » (h+1) EP{N(M) - h}
The average contention window is estimated by focusing on a P{cw‘"™ O Eh} = oo
tagged station and computing the average contention window E[ Nc(;””) +1
used by this station. Specifically, we use an iterative algorithrgng

which constructs the sequenc{eE[CW(”)], nzO,LZ,...}. p{CW(i+1) =x|CW(“1) DE} 6)
h
E[CW] is the limiting value of this sequence which isis defined in Table 3

®)

approximated by the vaIuE[CW(ﬁ)] where n is the first value
such that|E[CW(ﬁ)] - E[CW“'“]| < &. The first value of the

Table 3:cw size distribution inE,

E,
h=0 h=1 h=2 h=j
window, (i.e., E[CW(")] =32 in this paper) and i3
E[CW(M)] = lJJ(E[CW“)]). Specifically E[CW(M)] is the P{CW(”” = 32w DEh} 17213 Y
tagged station’s average contention window computed by (+1) _ (i+1) 12 1/3 1y
assuming that all stations in the network transmit with P{CW 64|CW DEh} 0 13 1

X R (i+1) _ (i+1)
probability p© = 2/(E[CW(')] +1). P{ Cw™ = 128|CW 0 Eh}

We now introduce the relationships which define the functionP{ cw = 256|CW(‘”) OE } 0 0 (-3
LIJ(E[CW(‘)]) by focusing on a tagged station. When the tagged

station transmits, it experiences a collision if at least one othélROOF _
station tries to transmit as well. The probability of a collisionLet k indicate the number of consecutive successful

sequenceE[CW“”], is the minimum average contention

o O o -

h

at the {+1)th iterationjs thus: transmissions performed by the tagged station, &nthe |-th
pguﬂ) =1-(1- p<i>)M-1 _ ) successful transmission interval; it follows that
k
From Equation (4) it follows that the tagged station will B(h+1) DZ (s, conns 1 cotisons} B
experienceh collisions before successfully transmitting a packet plcwi® O E} = lim[3 =1 0 (7)
with probability P{ NG = h} = (p(l)l)h [(1— p(l)l) where " k*“‘mi (Z+1)i | 0
|:| ~ o {5 contains z oollisons} |:|

NC(;”*” is the number of collisions experienced by the tagged
Equation (7) is obtained as the ratio between the number of
contention windows belonging to a successful transmission

interval which contains collisions, and the total number of

station before a successful transmission atith®)th iteration.
When the tagged station experienbesllisions it will useh +1
contention windowsdw) which are selected according to the

|IEEE 802.11 backoff algorithm (see Table 2). contention windows. Since
To compute the average window size for the next iteration we Rk O (1)
need the contention-window size distribution which is derived in legz (s contans = colisons} kD: P{ Ny, ~ = Z}
the following lemma. R
Equation (5) can be obtained by from Equation (7). Equation (6)
Table 2: Tagged station contention windows is obtained considering the behavior of the backoff algorithm.
NG P{ NG number sequence of 2
oo o of cw cwsizes
0 (i+2) 1 32 ——
(1‘ pooul ) Table 4: Averagew estimation
1 p(i”+1> [(1_ p<i”+l>) 2 32, 64 Simulative Analytic
- - M=10 50.565 (49.828 , 51.301) 51.042
2 i+1))2 i+ 3 32, 64,128
(pS) - p%") M=50 104.6 (104.1 , 105) 104.7
j=3 (p(i”))j [(1_ p(m)) j+1 32, 64, 128, and M=100 144.4 (143.8 , 145.1) 145
col col (j-2) cw of size 256

Simulative experiments have been used to validate the iterative

LEMMA 4. Denoting withE, the set of contention windows used algorithm which estimates the average WinFiOW sjze. Specifically,
we considered three different network configurations with M=10,
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50, 100 and we compared the simulative estimates of the averagdue of the average virtual transmission time.

contention window with our analytical estimates. Our results

In this section we identify the theoretical upper bounds on the

were obtained assuming that packets have a geometmdAC protocol capacity. Specifically, these bounds are obtained
distribution with parameteg=0.99. As shown in Table 4, in all by minimizing the analytical formula of the average virtual
the experiments the simulation confidence interval (confidencgansmission time. As shown by the formulas derived in Section

level 90%) contains the analytical estimate.

3, t, is a function oMM, p, g. Our study is performed by fixing

The results presented in Table 4 also hold for athexlues.
Our analytical estimates do not dependgawhile simulative
results do not indicate any significant variation for other
values.

the M andq values, and analyzing the relationship between
and p. With standard techniques we found thevalue that
provides the minimum of the (p) function. Figure 5 shows

3.2 Capacity results the t,(p) function forqg=0.99 and severall values.

Since p,, = mM/t,, from Equation (3) and Lemma 3 the protocol

capacity can be derived.
By computing the average contention window size, and henge

6500 —

,,,,,,,,,,,,,, M=10

p, with the algorithm presented in Section 3.1 we can now 6400
evaluate the MAC protocol capacity. | v oy s M=50
Figure 4 plots the MAC protocol capacity for three network 6300 M=100

configurations =10, 50 and 100) and several average packet

lengths ranging from 2 slotg£0.5) to 100 slotsg=0.99).For

each network configuration the figure reports both the analytical
and simulative estimates. The results obtained indicate that:

i) our analytical model provides a close approximation of the
real behavior, and in all experiments the analytical results
are slightly higher than the simulative results. 6000 —

ii) as expected the capacity decreases Whéarcreases. This is 0
obviously due to the increase in the collision probability as D
the backoff mgchams_m does not take into consideration tn—%gure 5:t (p) function for severaM values ¢=0.99)
number of active stations. v

for short packets the capacity is very much affected by they, o | he hi lue i inl he hiah
protocol overhead (e.g., DIFS, SIFS and ACK). or *low” p values the higft, value is mainly due to the hig

6200 |

6100 —|

T T T T T T T
0.0025 0.005 0.0075 0.01 0.0125 0.015 0.0175 0.02

i)

0.8 4
- same time is negligible. At the other extreme (hglalues) we
§ 07 | have a significant number of collisions before a successful
2 transmission. The minimum df corresponds to p value for
@) i - p "
06 which these two effects are “balanced”.
0.5 4 1 1
>
=2 =
Q =
04 g 08 g 084
é © 0.6 8 0.6
————— 6 6
034 [ ,a@=1=-‘—“""‘ﬁ"
. ﬁ/ o4 f 04
0.2_|j$ —O— M=10, Analytic ---0---  M=10, Simulative ?
02-J 0.2
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0.1 | 0 0
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——® —— M=100, Analytic —-@-— M=100, Simulative ©9298933¢2 88 § S IS é ('9’ é C:% :oo "9 ;oc é §
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e & 3 © 8
=1 1
Packet size (Slots) 2 0g | M=100 |
Figure 4: IEEE 802.11 MAC protocol capacity (analytic and | 1
simulative estimates) S o6

—o— Analytical bound

efficiency by modifying the backoff mechanism. 7 d o g o |IEEE802.11 value

In the next sections we will show how to improve the protocol , |
0.2 -ﬁ)
K

4. Analytical bounds on the MAC protocol capacity

As the capacity is the ratio between the average packet length and
the average virtual transmission time, for a given packet length

distribution its maximum value corresponds to the minimum_ Packet size (slots) )
Figure 6: Analytical bounds Vs IEEE 802.11 capacity
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number of empty slots before a transmission. Obviously, in this
case, the probability that two stations start transmitting at the



In Table 5 and in Figure 6 we compare, for several networtaken from Table 5.
configurations, the IEEE 802.11 capacity with the analytical The results presented in Figure 7 show that the IEEE 802.11,
bounds. The table also reports the valup tfat maximizes the with an appropriate setting of the contention window size

analytical estimate of the capacitp ( ). The results show that (optimal window sizg can reach the maximum theoretical

for almost all configurations the IEEE 802.11 capacity can befficiency. However, thep value and hence the optimal
improved significantly. window size depends on both tiv andq values, and this
As highlighted by Figure 6, the distance between the IEEEMplies that the optimal window size depends on the network
802.11 and the analytical bound increases WitiTable 5 also load. Thus to approach the theoretical maximum efficiency the
indicates that the analytical bound for a givgrnvalue, is contention window size must be computed at run time by

obtained with a quasi constapt. [M value, i.e., the average €stimating theM andq values.

min

number of stations which transmit in a slot is quasi-constant. g - ~ £ '
the IEEE 802.11 protocol, due to its backoff algorithm, theg . M=10 2 0o |
average number of stations which transmit in a slot increasés o
with M and this causes an increase in the collision probability. o6 | 06
N - i 0.4
Table 5: Capacity comparison 04 o Optimalwindowsize T o Optimalvindowsize
M q pmm pmax 0.2 _| Analytical bound 02 | Analytical bound
analytical IEEE 802.11 0 0 E— .
bound ° 8 8 £ g8 g ° & 8 & g §
100 0.5 0.00512421 0.20431174 0.13153 Packet size (Slots) Packet size (Slots)
100 0.6  0.00482653 0.23756202 0.14996
100 0.7 0.00443964 0.2846589 0.17231 2 '
100 0.8 0.00389767 0.35730709 0.20499 g M=100
100 0.9 0.00302636 0.48884906 0.25033 o
100 0.99 0.00110092 0.81975716 0.33392
50 0.5 0.01027588 0.20480214 0.16087
50 0.6 0.00968063 0.23812105 0.18398
50 0.7 0.00890659 0.28529364 0.21704 @  Optimal window size
50 0.8 0.00782155 0.35807023 0.27022 02 . Analytical bound
50 0.9 0.00607569 0.48974405 0.34303
50 0.99 0.00221207 0.82040270 0.4658 ‘T i
10 0.5 0.05253845  0.20887438 0.1818 DR
10 0.6 0.04956775  0.24276302 0.21444 , Packet size (Slots)
10 0.7 0.04568773 0.29067145 0.26158 Figure 7: IEEE 802.11 MAC protocol capacity
10 0.8 0.04021934 0.36440306 0.3306 ) )
10 09 0.03135553 0.49716024 0.45636 In the next section we assume that the valu& o known.
10 0.99 0.01149814 0.82571810 0.71355 This assumption will be relaxed in Sections 5.2 and 5.3.

5.1 Improving IEEE 802.11 Capacity when M is

It is worth noting the differences between the IEEE 802.11 MAC known

protocol (basically a CSMA protocol) and a CSMA MAC In this section we focus on an IEEE 802.11 protocol with a
protocol with the collision detection mechanism [Ham 88] Inconstant window size (|EEE 8021 1or Short), and we define a
the former case, for a giveM, by increasing the packet length distributed algorithm, implemented by each station, to compute

(i.e., theq value) we obtain a decrease in the optimafalue.

at run time the window size that approximates the theoretical

This is because, in this case, increagingauses an increase in pehavior.
the collision part of the, ; hence the balance point is obtained As mentioned in the previous section, to approach the

by reducing the collision probability. On the other hand, in dheoretical capacity thep ; value needs to be estimated. In

CSMA/CD protocol the collision cost does not depend on therinciple by observing the channel status a station can estimate
packet length [Con 97b].

5. Improving IEEE 802.11 Capacity

The results presented in the previous section indicate that teemputational standpoint and it is not suitable for a run-time
IEEE 802.11 protocol is very far from its theoretical limits.computation. To overcome this problem, here we present a
Specifically, the critical point is the average backoff time whichpeyristic but simple approach for approximatimg, . Our

as pointed out before, uniquely identifies thparameter value.
This is confirmed by Figure 7 in which we compare the capaci
(estimated via simulation) of a protocol equal to the IEE

the average collision length and the average number of
collisions. Then with a minimization algorithm it can obtain an

estimate of p . However, this is very complex from a

theuristic is based on the observation that the valuesl@ier
EYhan p,., correspond to the cases in which the average virtual

802.11 protocol but with a constant contention window size¢ime is mainly determined by th&[Idle_ p], while p values

equal to the optimal value?/p_, —1, where thep_ value is

greater thanp,_, correspond to an average virtual time caused

0-7803-4386-7/98/$10.00 (c) 1998 IEEE



above all by collisions . Hence we propose to approxinpate  collision. To update the contention window each station runs the

min

with thep value that satisfies the following relationship: algorithm which estimatep,, . From p_ an estimate of the

E[Coll] EE[ Nc] - (E[ Nc] +1) (E[idle_p]d,, . (8) target window size is obtained (i.€/p,,, —1) which is used to

N L ) update the current estimate of the window sizgrént_cwin
To further simplify the computation, it is worth noting that for tne following) using the following formula:

p values close tq__ the distribution of the number of colliding

stations is almost stationary, and hengfColl] is almost _ _
constant. To exploit this in the computation we rewrite (8) as Wherea,is a smoothing factor.

current _cw = a, Leurrent _cw + (1— az) [(2/ P — 1)

E[Coll] = CD(IdIe_ D, Nc) ) A detgiled description of they , estimation algorithm is
reported in [Cal 97].
here ®(id N = (E[ Nc] +1) CE[1dle_p] 4, To evaluate the capacity of the IEEE 80Z.Jptotocol we
where e_pPN.)= E[N] : simulate its behavior for sever® andqg values. The results

. . . obtained are plotted in Figure 9, which compares the IEEE
Figure 8 shows, fog=0.99 andvi=100, the relationship between 802.11 and IEEE 802.Flprotocols’ capacity with the

E[Coll] and o(ldie_p,N,) for the values around the theoretical bounds. The graphs indicate that the IEEE 892.11
“equilibrium point” protocol markedly improves the standard performance and is

always very close to the theoretical bounds.
40000 -y

B 5.2 IEEE 802.11 Capacity when M is wrong

§ 20000 o(ldle_p,N, ) The results presented in the previous figures indicate that the
@ ’ - behavior of the IEEE 802.%1protocol is almost ideal if the

E fffffff E[Coll] number of active stations in the network is equal to the value of

20000 4 M used in thep_ estimation algorithm. This is a strong

assumption as, in a real network, the number of active stations
is extremely variable. In the following we analyze the
sensitiveness of the IEEE 802*1dapacity to the number of
0 active stations. Specifically, the IEEE 802" Jdrotocol behaves
0.0005 0.001 0.0015 0.002 by assuming a constakt value equal to the maximum number
of possible active stations in the netword £100 in our
experiments), while the real number of active stations is
significantly lower (10 and 50 in our experiments).
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Figure 8: p_  estimate
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walp .. |EEE 802.11value The results presented in Figure 10 indicate that the efficiency of
fo,o ------------ G the protocol remains very close to the theoretical bound even
§«° -0 IEEE 80211 value when M is two times greater than the real number of active
0 stations. Furthermore, in this case even though the IEEE
802.11" protocol makes the wrong estimate of the number of
active stations, it is still more efficient than the standard
protocol. Further increasing the error in the estimation of the
In the IEEE 802.11 each station at the start up time sets thélumber of active stations may significantly degrade the IEEE
contention window equal to the minimum value of the standar802.11" protocol's efficiency. For example, in the extreme
(32 in this paper). The size of the contention window is updateeases, 10 active stations, in which the IEEE 802ddacity is

at the end of each virtual time which contains at least onelose to the theoretical bounds, assumitgl00 makes the
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Figure 9: Capacity comparisons
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IEEE 802.1% capacity unacceptable. Thus we can conclude that, Evaluation and Enhancement of the CSMA/CA MAC
without a run-time estimate of the number of active stations, the Protocol for 802.11 Wireless LANs Rroceedings of
IEEE 802.11 protocol does not always perform better than the PIMRC 1996,0ctober 1996, Taipei, Taiwan, pp. 392-
standard. For this reason in the next section we extend the IEEE ~ 396.

802.11" protocol with a simple algorithm which estimates the[Ca| 97] F.Cali, M. Conti, E. Gregori, "IEEE 802.11 Wireless
number of active stations. LAN: Capacity Analysis and Protocol Enhancement”,
5.3 Run-time estimate of theM parameter value CNUCE network group report, November 1997.

In [Bia 96] an approximate method is proposed for estimating 1bhh 96] H.S. Chhaya,"Performance evaluation of the IEEE
run-time the number of active stations. Here, by exploiting ou 802.11 MAC prétocol for wireless LANs"Master
analytical formulas we are able to exactly compute the number of Thesis, Illinois Institute of Technology, May 1996
active stations provided that the average number of the empty Chicagc’) lllinois. ’ '
slots in a virtual transmission time is known. Specifically, by '

denoting withTotal_ldle_pthe average number of empty slots [Chh 97] H.S. Chhaya, S. Gupta, "Performance Modeling of

in a virtual transmission time, from the formulas derived in asynchronous data transfer methods in the IEEE 802.11
Lemma 3, we have MAC protocol", ACM/Balzer Wireless Network¥ql.
1-p 3,1997, pp. 217-234.
Total _Idle_p = (E[N,] +1) (E[Idle_p] = Mp [Con 97] M. Conti, E. Gregori, L. Lenzini, "Metropolitan Area
. Networks" Springer Verlag Limited series on
from which Telecommunication Networks and Computer Systems
1-p (10) 1997.
= pTotal _Idle_p [Cro 96] B. P. Crow, “ Performance Evaluation of the IEEE

802.11 Wireless Local Area Netework ProtocaMaster
Since each network station can estimate (by observing the Thesis, Department of Electrical and Computer
channel status) the number of empty slots in a virtual Engineering, University of Arizona, 1996.
transmission time, from (10) the parametércan be tuned at .

(10) P [Ham 88] J.L. Hammond, P. J. P. O'Reilly, "Performance

run-time. Note that the value of th@arameter which appears in ; .
(10) is evaluated according to the algorithm presented in [Cal ~ Analysis of Local Computer NetworksAddison-Wesley

97]. Publishing Company]988.
Figure 11 presents the curves (related to 10 stations) alreaflgE 95] Wireless MAC and Physical Layer Working Group,
plotted in Figure 10 plus the curve tagged “IEEE 802\ith IEEE draft standard P802.11D2.1995.

estimatedM ”. This additional curve is obtained (via simulation) _ _ D P
by starting the network simulation with M=100 and 10 activdKI€l 75] L. Kleinrock, F.A. Tobagi, "Packet Switching in
stations. During the simulation, each station updates the M  Radio Channels: Part ITEEE Trans on CommVol.23,
values by using (10). The figure shows that estimating the 1975, pp. 1400-1416.

number of active stations according to (10) solves thekur 84] J.F. Kurose, M. Schwartz, Y. Yemini, “Multiple

inefficiencies of the IEEE 802.%1protocol caused by an access protocols and timeconstraint comunicatichGM
erroneous M value. computing Surveyd/ol. 16, pp.43-70.

1- [Lam 80] S.S. Lam, ‘A carrier Sense Multiple Access Protocol
2 Nunber of active stations = 10 ‘ f302r Local Networks,Computer Networksyol. 4, pp.21-
g .

[Sta 96] W. Stallings, "Local & Metropolitan Area Networks",
Prentice Hall,1996.

[Wei 95] J. Weinmiller, H. Woesner, JP Ebert, A. Wolisz, "
Analytical bound Analyzing and Tuning the Distributed Coordination

Function in the IEEE 802.11 DFWMAC Draft Standard",
IEEE 802.11 value Proceedings of MASCOT ‘9&ebruary 1996, San Jose,
California.

[Wei 97] J. Weinmiller, M. Schlager, A. Festag, A. Wolisz, "
Performance Study of Access control in Wireless LANs-
IEEE 802.11 DFWMAC and ETSI RES 10 HIPERLAN",
Mobile Networks and Application¥ol. 2, 1997, pp.55-
67.
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Figure 11: IEEE 802.1"LCapacity when M is estimated at run-
time
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