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Abstract. Since emotions are expressed through a combination of verbal and
non-verbal channels, a joint analysis of speech and gestures is required to un-
derstand expressive human communication. To facilitate such investigations, this
paper describes a new corpus named the “interactive emotional dyadic motion cap-
ture database” (IEMOCAP), collected by the Speech Analysis and Interpretation
Laboratory (SAIL) at the University of Southern California (USC). This database
was recorded from ten actors in dyadic sessions with markers on the face, head,
and hands, which provide detailed information about their facial expression and
hand movements during scripted and spontaneous spoken communication scenarios.
The actors performed selected emotional scripts and also improvised hypothetical
scenarios designed to elicit specific types of emotions (happiness, anger, sadness,
frustration and neutral state). The corpus contains approximately twelve hours
of data. The detailed motion capture information, the interactive setting to elicit
authentic emotions, and the size of the database make this corpus a valuable addition
to the existing databases in the community for the study and modeling of multimodal
and expressive human communication.

Keywords: Audio-visual database, dyadic interaction, emotion, emotional assess-
ment, motion capture system

1. Introduction

One of the most interesting paralinguistic messages expressed during
human interaction is the emotional state of the subjects, which is con-
veyed through both speech and gestures. The tone and energy of the
speech, facial expressions, torso posture, head position, hand gestures,
and gaze are all combined in a nontrivial manner, as they unfold during
natural human communication. These communicative channels need to
be jointly studied if robust emotional models are to be developed and
implemented.

In this context, one of the major limitations in the study of emo-
tion expression is the lack of databases with genuine interaction that
comprise integrated information from most of these channels. Douglas-
Cowie et al. analyzed some of the existing emotional databases [28], and
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concluded that in most of the corpora the subjects were asked to sim-
ulate (“act”) specific emotions. While desirable from the viewpoint of
providing controlled elicitation, these simplifications in data collection,
however, discarded important information observed in real life scenarios
[29]. As a result, the performance of emotion recognition significantly
decreases when the automatic recognition models developed by such
databases are used in real life applications [6], where a blend of emotions
is observed [29, 27] (i.e., combinations of the “basic emotions” [31]).
Another limitation of existing corpora is that the recorded materials
often consist of isolated utterances or dialogs with few turns [28]. This
setting neglects important effects of contextualization, which play a
crucial role in how we perceive [19] and express emotions [29]. Likewise,
most of the existing databases contain only the acoustic speech channel.
Therefore, these corpora cannot be used to study the information that
is conveyed through the other communication channels. Other limita-
tions of current emotional databases are the limited number of subjects,
and the small size of the databases [29]. Similar observations were also
presented in the review presented by Ververidis and Kotropoulos [54].

Considering these limitations, a new audio-visual database was de-
signed, which notably includes direct and detailed motion capture
information that would facilitate access to detailed gesture informa-
tion not afforded by the state of the art in video processing. In this
database, which will be referred here on as the interactive emotional

dyadic motion capture database (IEMOCAP), ten actors were recorded
in dyadic sessions (5 sessions with 2 subjects each). They were asked to
perform three selected scripts with clear emotional content. In addition
to the scripts, the subjects were also asked to improvise dialogs in
hypothetical scenarios, designed to elicit specific emotions (happiness,
anger, sadness, frustration and neutral state). One participant of the
pair was motion captured at a time during each interaction. Fifty-three
facial markers were attached to the subject being motion captured, who
also wore wristbands and a headband with markers to capture hand
and head motion, respectively (see Figure 1). Using this setting, the
emotions were elicited within a proper context, improving the authen-
ticity of the captured emotional data. Furthermore, gathering data from
ten different subjects increases the plausibility of effectively analyzing
trends observed in this database on a more general level. In total, the
database contains approximately twelve hours of data.

This corpus, which took approximately 20 months to collect (from
the design to the post processing stages), is hoped to add to the re-
sources that can help advance research to understand how to model
expressive human communication. With this database, we hope to be
able to expand and generalize our previous results about the relation-
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Figure 1. Marker layout. In the recording, fifty-three markers were attached to the
face of the subjects. They also wore wristbands (two markers) and headband (two
markers). An extra marker was also attached on each hand.

ship and interplay between speech, facial expressions, head motion and
hand gestures during expressive speech, and conversational interactions
[9, 11, 12, 13]. Likewise, we expect to model and synthesize different
aspects of human behaviors, using an unified framework that prop-
erly take into consideration the underlying relationship between facial
expressions and speech (e.g., head motion driven by speech prosody
[7, 8]).

The rest of this paper is organized as follows. Section 2 presents a
review of audio-visual databases that have been used to study emotions.
Section 3 describes the design of the corpus presented in this paper.
Section 4 explains the recording procedures of the database. Section
5 presents the various post processing steps such as reconstruction of
the marker data, segmentation and emotional evaluation. Section 6
discusses how the IEMOCAP database overcomes some of the main
limitations in the current state of the art emotional databases. It also
comments on some of the research questions that can be studied using
this data. Finally, Section 7 presents the conclusion and final remarks.

2. Brief review of audio-visual databases

One of the crucial improvements that is needed to achieve major
progress in the study of emotion expression is the collection of new
databases that overcome the limitations existing in current emotional
corpora. Douglas-Cowie et al. discussed the state of the art emo-
tional databases [28], focusing on four main areas: scope (number of
speakers, emotional classes, language, etc), naturalness (acted versus
spontaneous), context (in-isolation versus in-context) and descriptors
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(linguistic and emotional description). They highlight the importance
of having suitable databases with natural emotions recorded during
an interaction rather than monologues. Other requirements for a good
database are multiple speakers, multimodal information capture and
adequate descriptors of the emotion contained in the corpus.

Given the multiple variables considered in the study of emotions, it
is expected that a collection of databases rather than a single corpus
will be needed to address many of the open questions in this mul-
tidisciplinary area. Unfortunately, there are currently few emotional
databases that satisfy these core requirements. Some of the most suc-
cessful efforts to collect new emotional databases to date have been
based on broadcasted television programs. Some of these examples are
the Belfast natural database [28, 29], the VAM database [37, 38] and
the EmoTV1 database [1]. Likewise, movie excerpts with expressive
content have also been proposed for emotional corpora, especially for
extreme emotions (e.g., SAFE corpus [20]). Nevertheless, one important
limitation of these approaches is the copyright and privacy problems
that prevent the wide distribution of the corpora [23, 28]. Also, the
position of the microphones and cameras, the lexical and emotional
content, and the visual and acoustic backgrounds cannot be controlled,
which challenge the processing of the data [23]. Other attempts to
collect natural databases were based on recordings in situ (Genova
Airport Lost Luggage database [48]), recording spoken dialogs from real
call center (the CEMO [56], and CCD [44] corpora), asking the subjects
to recall emotional experiences [2], inducing emotion with a Wizard of
Oz approach in problem-solving settings using a human-machine inter-
face (e.g., SmartKom database [50]), using games specially designed to
emotionally engage the users (e.g., the EmoTaboo corpus [57]), and in-
ducing emotion through carefully designed human-machine interaction
(i.e., SAL [17, 23]). In the Humaine project portal, further descriptions
of some of the existing emotional databases are presented [41].

Recording professional actors under controlled conditions can over-
come many of the limitations of the aforementioned recording tech-
niques. We have claimed in our previous work that good quality acted
databases can be recorded, when suitable acting methodologies are
used to elicit emotional realizations from experienced actors, engaged
in dialogs rather than monologues [15]. The Geneva Multimodal Emo-
tion Portrayal (GEMEP) [5] is a good example. Enos and Hirschberg
argued that emotion arises as a consequence of what it is expected and
what it is finally achieved [32]. They suggested that acted databases
could produce more realistic emotions if this goal-oriented approach is
suitably incorporated in the recording.
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In order to make a unified analysis of verbal and nonverbal behavior
of the subjects possible, the database should include the visual channel
capturing gestures and facial expression in conjunction with the au-
ral channel. Although there are automatic platforms to track salience
features in the face using images (e.g., [21]), the level of the detailed
facial information provided by motion capture data is not presently
achievable using the state of art in video processing. This is especially
notable in the cheek area, in which there are no salience feature points.
To the best of our knowledge, few motion capture databases exist for
the study of emotional expression. Kapur et al. presented an emotional
motion capture database, but they targeted only body postures (no
facial expressions) [42]. The USC Facial Motion Capture Database
(FMCD), our previous audio-visual database, is another example [9].
This database was recorded from a single actress with markers attached
to her face, who was asked to read semantically-neutral sentences ex-
pressing specific emotions. The two main limitations of this corpus are
that the emotions were elicited in isolated sentences, and that only
one speaker was recorded. The IEMOCAP database described in this
paper was designed to overcome some of these basic limitations. The
requirements considered in the design of the IEMOCAP database are
listed below.

− The database must contain genuine realizations of emotions.

− Instead of monologues and isolated sentences, the database should
contain natural dialogues, in which the emotions are suitably and
naturally elicited.

− Many experienced actors should be recorded.

− The recording of the database should be as controlled as possible
in terms of emotional and linguistic content.

− In addition to the audio channel for capturing verbal behavior,
the database should have detailed visual information to capture
the nonverbal information, all in a synchronized manner.

− The emotional labels should be assigned based on human subjec-
tive evaluations.

Notice that there are inherent tradeoffs between some of these re-
quirements (e.g., naturalness versus control of expression content). The
next sections describe how these requirements were addressed in the
IEMOCAP database collection.
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3. The design of the database

The IEMOCAP database was designed toward expanding our research
in expressive human communication. In our previous work, we have
analyzed the relationship between gestures and speech [12], and the
interplay between linguistic and affective goals in these communicative
channels [10, 11]. Our results indicated that gestures and speech present
high levels of correlation and coordination, and that the emotional
modulation observed in the different communicative channels is not
uniformly distributed. In fact, our results indicated that when one
modality is constrained by speech articulation, other channels with
more degrees of freedom are used to convey the emotions [13]. As a
result of the analysis, we have presented applications in automatic
machine recognition and synthesis of expressive human behavior. For
example, we have modeled and synthesized aspects of human behavior
in virtual characters. In particular, we proposed an HMM based frame-
work to synthesize natural head motions driven by acoustic prosodic
features [7, 8]. In all these studies, the FMCD database was used.
Since this database was recorded from a single subject, this new corpus
will allow us to validate and expand our research. Section 6.2 provides
details on the new directions that we are planning to explore with this
database.

In our previous work, we have predominantly focused on happiness,
anger, sadness and the neutral state [9, 11, 12, 13]. These categories are
among the most common emotional descriptors found in the literature
[47]. For this database, we decided also to include frustration, since it is
also an important emotion from an application point of view. Therefore,
the content of the corpus was designed to cover those five emotions. As
will be discussed in Section 5, during the emotional evaluation, the emo-
tional categories were expanded to include disgust, fear, excitement and
surprise. The purpose of doing so was to have a better description of the
emotions found in the corpus, notably in the spontaneous/unscripted
elicitation scenarios.

The most important consideration in the design of this database was
to have a large emotional corpus with many subjects, who were able
to express genuine emotions. To achieve these goals, the content of the
corpus and the subjects were carefully selected.

3.1. Material selection

Instead of providing reading material, in which the emotions are not
guaranteed to be genuinely expressed during the recording [28], two
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different approaches were selected: the use of plays (scripted sessions),
and improvisation based hypothetical scenarios (spontaneous sessions).

The first approach is based on a set of scripts that the subjects were
asked to memorize and rehearse. The use of plays provides a way of
constraining the semantic and emotional content of the corpus. Three
scripts were selected after reading more than one hundred 10-minute
plays. A theater professional supervised the selection given the require-
ment that the plays should convey the target emotions (happiness,
anger, sadness, frustration and neutral state). In addition, these plays
were selected so that they each consisted of a female and a male role.
This requirement was imposed to balance the data in terms of gender.
Since these emotions are expressed within a suitable context, they are
more likely to be conveyed in a genuine manner, in comparison to the
recordings of simple isolated sentences.

In the second approach, the subjects were asked to improvise based
on hypothetical scenarios that were designed to elicit specific emotions
(see Table I). The topics for the spontaneous scenarios were selected
following the guidelines provided by Scherer et al. [49]. As reported in
their book, the authors polled individuals who were asked to remember
situations in the past that elicited certain emotions in them. The hypo-
thetical scenarios were based on some common situations (e.g., loss of
a friend, separation). In this setting, the subjects were free to use their
own words to express themselves. By granting the actors a considerable
amount of liberty in the expression of their emotions, we expected that
the results would provide genuine realization of emotions.

A comparison of the advantages and disadvantages of these two
elicitation approaches is given in our previous work [16].

3.2. Actors selection

As suggested in [28], skilled actors engaged in their role during in-
terpersonal drama may provide a more natural representation of the
emotions. Therefore, this database relied on seven professional actors
and three senior students from the Drama Department at the University
of Southern California. Five female and five male actors were selected,
after reviewing their audition sessions. They were asked to rehearse the
scripts under the supervision of an experienced professional (function-
ing as a director) who made sure the scripts were memorized and the
intended emotions were genuinely expressed, avoiding exaggeration or
caricature of the emotions.

The subjects were recorded in five dyadic recording sessions, each of
which lasted approximately six hours, including suitable rest periods.
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Table I. Scenarios used for eliciting unscripted/unrehearsed interactions in the
database collection. The target emotions for each subject are given in parenthesis
(Fru = Frustation, Sad = Sadness, Hap = Happiness, Ang = Anger, Neu =
Neutral).

Subject 1 (with markers) Subject 2 (without markers)

1 (Fru) The subject is at the Department of Mo-

tor Vehicles (DMV) and he/she is being sent

back after standing in line for an hour for not

having the right form of IDs.

(Ang) The subject works at DMV. He/she

rejects the application.

2 (Sad) The subject, a new parent, was called to

enroll the army in a foreign country. He/she

has to separate from his/her spouse for more

than 1 year.

(Sad) The subject is his/her spouse and is

extremely sad for the separation.

3 (Hap) The subject is telling his/her friend

that he/she is getting married.

(Hap) The subject is very happy and wants to

know all the details of the proposal. He/she

also wants to know the date of the wedding.

4 (Fru) The subject is unemployed and he/she

has spent last 3 years looking for work in

his/her area. He/she is losing hope.

(Neu) The subject is trying to encourage

his/her friend.

5 (Ang) The subject is furious, because the

airline lost his/her baggage and he/she will

receive only $50 (for a new bag that cost over

$150 and has lots of important things).

(Neu) The subject works for the airline.

He/she tries to calm the customer.

6 (Sad) The subject is sad because a close

friend died. He had cancer that was detected

a year before his death.

(Neu) The subject is trying to support his

friend in this difficult moment.

7 (Hap) The subject has been accepted at USC.

He/she is telling this to his/her best friend.

(Hap) The subject is very happy and wants to

know the details (major, scholarship). He/she

is also happy because he/she will stay in LA

so they will be together.

8 (Neu) He/She is trying to change the mood

of the customer and solve the problem.

(Ang) After 30 minutes talking with a ma-

chine, he/she is transferred to an operator.

He/she expresses his/her frustration, but, fi-

nally, he/she changes his/her attitude.

Since the selected scripts have a female and a male role, an actor and
an actress were recorded in each of the five sessions (see Fig. 2).

4. Recording of the corpus

For each of the sessions, fifty-three markers (diameter ≈ 4mm) were at-
tached to the face of one of the subjects in the dyad to capture detailed
facial expression information, while keeping the markers far from each
other to increase the accuracy in the trajectory reconstruction step.
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Figure 2. Two of the actors who participated in the recording, showing the markers
on the face and headband.

Most of the facial markers were placed according to the feature points
defined in the MPEG-4 standard [46, 52]. Figures 1 and 2 show the
layout of the markers. The subject wore a headband with two markers
on it (diameter ≈ 2.5cm). These markers, which are static with respect
to the facial movements, are used to compensate for head rotation. In
addition, the subject wore wristbands with two markers each (diameter
≈ 1cm). An extra marker in each hand was also added. Since only
three markers are used in each hand, it is not possible to have detailed
hand gestures (e.g., of fingers). Nevertheless, the information provided
by these markers give a rough estimate of the hands’ movements. In
total, 61 markers were used in the recording (Fig. 1). Notice that the
markers are very small and do not interfere with natural speech. In fact,
the subjects reported that they felt comfortable wearing the markers,
which did not prevent them from speaking naturally.

After the scripts and the spontaneous scenarios were recorded, the
markers were attached to the other subject, and the sessions were
recorded again after a suitable rest. Notice that the original idea was to
have markers on both speakers at the same time. However, the current
approach was preferred to avoid interference between two separate
setups. The VICOM cameras are sensitive to any reflected material
in their field of view. Therefore, it is technically difficult to locate the
additional equipments in the room without affecting the motion capture
recording (computer, microphones, cameras). Furthermore, with this
setting, all the cameras were directed to one subject, increasing the
resolution and quality of the recordings.

The database was recorded using the facilities of the John C. Hench
Division of Animation & Digital Arts (Robert Zemeckis Center) at
USC. The trajectories of the markers data were recorded using a
VICON motion capture system with eight cameras that were placed
approximately one meter from the subject with markers, as can be
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Figure 3. VICON motion capture system with 8 cameras. The subject with the
markers sat in the middle of the room, with the cameras directed to him/her. The
subject without the markers sat outside the field of view of the VICON cameras,
facing the subject with markers.

seen in Figure 3. The sample rate of the motion capture system was 120
frames per second. To avoid having gestures outside the volume defined
by the common field of view of the VICOM cameras, the subjects were
asked to be seated during the recording. However, they were instructed
to gesture as naturally as possible, while avoiding occluding their face
with the hands. The subject without the markers was sitting out of the
field of view of the VICON cameras to avoid possible interferences. As
a result of this physical constraint, the actors were separated approxi-
mately three meters from each other. Since the participants were within
the social distance as defined by Hall [39], we expect that the influence
of proxemics did not affect their natural interaction. At the beginning
of each recording session, the actors were asked to display a neutral
pose of the face for approximately two seconds. This information can
be used to define a neutral pose of the markers.

The audio was simultaneously recorded using two high quality
shotgun microphones (Schoeps CMIT 5U) directed at each of the
participants. The sample rate was set to 48KHz. In addition, two high-
resolution digital cameras (Sony DCR-TRV340) were used to record a
semi frontal view of the participants (see Fig. 5). These videos were
used for emotion evaluation, as will be discussed in Section 5.

The recordings were synchronized by using a clapboard with re-
flective markers attached to its ends. Using the clapboard, the various
modalities can be accurately synchronized with the sounds collected by
the microphone, and the images recorded by the VICON and digital
cameras. The cameras and microphones were placed in such a way
that the actors could face each other, a necessary condition for natural
interaction. Also, the faces were within the line of sight - not talking
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Table II. Segmentation statistics of the IEMOCAP database speech. Comparative
details for popular spontaneous spoken dialog corpora are also shown.

IEMOCAP Other spontaneous corpora

All turns Scripted Spontaneous Switchboard-I Fisher

Turn duration [sec] 4.5 4.6 4.3 4.5 3.3

Words per turn 11.4 11.4 11.3 12.3 9.9

to the back of a camera. In fact, the actors reported that the side
conditions of the recording did not affect their natural interaction.

5. Post processing

5.1. Segmentation and transcription of the data

After the sessions were recorded, the dialogs were manually segmented
at the dialog turn level (speaker turn), defined as continuous segments
in which one of the actors was actively speaking (see Figure 5 which
shows two turns with emotional evaluation). Short turns showing active
listening such as “mmhh” were not segmented. Multi-sentence utter-
ances were split as single turns. For the scripted portion of the data (see
Section 3.1), the texts were segmented into sentences in advance and
used as reference to split the dialogs. This segmentation was used only
as guidance, since we did not require having the same segmentation
in the scripts across sessions. In total the corpus contained ten thou-
sand and thirty nine turns (scripted session: 5255 turns; spontaneous
sessions: 4784 turns) with an average duration of 4.5 seconds. The
average value of words per turn was 11.4. The histograms of words
per turn for the scripted and spontaneous sessions are given in Figure
4. These values are similar to the turn statistics observed in well-known
spontaneous corpora such as Switchboard-1 Telephone Speech Corpus
(Release 2) and Fisher English Training Speech Part 1 (see Table II).

The professional transcription of the audio dialogs (i.e., what the
actors said) was obtained from Ubiqus [53] (see Table III for an ex-
ample). Then, forced alignment was used to estimate the word and
phoneme boundaries. Conventional acoustic speech models were trained
with over 360 hours of neutral speech, using the Sphinx-III speech
recognition system (version 3.0.6) [40]. Although we have not rigorously
evaluated the alignment results, our preliminary screening suggests that
the boundaries are accurate, especially in segments with no speech
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(a) Scripted session (b) Spontaneous sessions

Figure 4. Histogram with the number of words per turns (in percentage) in the
scripted and spontaneous sessions.

Table III. Example of the annotations for a portion of a spontaneous session (third
scenario in Table I). The example includes the turn segmentation (in seconds),
the transcription, the categorical emotional assessments (three subjects) and the
attribute emotional assessment (valence, activation, dominance, two subjects).

Seg. [sec] Turn Transcription Labels [v,a,d]

[05.0− 07.8] F00: Oh my God. Guess what, guess what, guess

what, guess what, guess what, guess what?

[exc][exc][exc] [5,5,4][5,5,4]

[07.8− 08.7] M00: What? [hap][sur][exc] [4,4,3][4,2,1]

[08.9− 10.8] F01: Well, guess. Guess, guess, guess, guess. [exc][exc][exc] [5,5,4][5,5,4]

[11.1− 14.0] M01: Um, you– [hap][neu][neu] [3,3,2][3,3,3]

[14.2− 16.0] F02: Don’t look at my left hand. [exc][hap][hap;exc] [4,3,2][5,4,3]

[17.0− 19.5] M02: No. Let me see. [hap][sur][sur] [4,4,4][4,4,4]

[20.7− 22.9] M03: Oh, no way. [hap][sur][exc] [4,4,4][5,4,3]

[23.0− 28.0] F03: He proposed. He proposed. Well, and I said

yes, of course. [LAUGHTER]

[exc][hap][hap;exc] [5,4,3][5,5,3]

[26.2− 30.8] M04: That is great. You look radiant. I should’ve

guess.

[hap][hap][exc] [4,4,3][5,3,3]

[30.9− 32.0] F04: I’m so excited. [exc][exc][exc] [5,4,3][5,5,3]

[32.0− 34.5] M05: Well, Tell me about him. What happened [hap][exc][exc] [4,4,3][4,4,4]

overlaps. Knowing the lexical content of the utterances can facilitate
further investigations into the interplay between gestures and speech
in terms of linguistic units [11, 12, 13].

5.2. Emotional annotation of the data

In most of the previous emotional corpus collections, the subjects are
asked to express a given emotion, which is later used as the emotional
label. A drawback of this approach is that it is not guaranteed that
the recorded utterances reflect the target emotions. Additionally, a
given display can elicit different emotional percepts. To avoid these
problems, the emotional labels in this corpus were assigned based on
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Figure 5. ANVIL annotation tool used for emotion evaluation. The elements were
manually created for the turns. The emotional content of the turns can be evaluated
based on categorical descriptors (e.g., happiness, sadness) or primitive attribute
(e.g., activation, valence).

agreements derived from subjective emotional evaluations. For that
purpose, human evaluators were used to assess the emotional content
of the database. The evaluators were USC students who were fluent
English speakers.

Different methodologies and annotation schemes have been proposed
to capture the emotional content of databases (i.e., Feeltrace tool
[24], Context Annotation Scheme (MECAS) [27]). For this database,
two of the most popular assessment schemes were used: discrete cat-
egorical based annotations (i.e., labels such as happiness, anger, and
sadness), and continuous attribute based annotations (i.e., activation,
valence and dominance). These two approaches provide complementary
information of the emotional manifestations observed in corpus.

The “annotation of video and spoken language” tool ANVIL [43]
was used to facilitate the evaluation of the emotional content of the
corpus (see Fig. 5). Notice that some emotions are better perceived from
audio (e.g., sadness) while others from video (e.g., anger) [26]. Also,
the context in which the utterance is expressed plays an important role
in recognizing the emotions [19]. Therefore, the evaluators were asked
to sequentially assess the turns, after watching the videos. Thus, the
acoustic and visual channels, and the previous turns in the dialog were
available for the emotional assessment.

One assumption made in this evaluation is that, within a turn, there
is no transition in the emotional content (e.g., from frustration to
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anger). This simplification is reasonable, since the average duration
of the turns is only 4.5 seconds. Therefore the emotional content is
expected to be kept constant. Notice that the evaluators were allowed to
tag more than one emotional category per turn, to account for mixtures
of emotions (e.g., frustration and anger), which are commonly observed
in human interaction [27].

Categorical emotional descriptors

Six human evaluators were asked to assess the emotional content of
the database in terms of emotional categories. The evaluation sessions
were organized so that three different evaluators assessed each utter-
ance. The underlying reason was to minimize evaluation time for the
preliminary analysis of the database. The evaluation was divided into
approximately 45-minute sessions. The evaluators were instructed to
have a suitable rest between sessions.

As mentioned in Section 3, the database was designed to target
anger, sadness, happiness, frustration and neutral state. However, some
of the sentences were not adequately described with only these emotion
labels. Since the interactions were intended to be as natural as possible,
the experimenters expected to observe utterances full of excitement,
fear and other broad range of mixed emotions that are commonly seen
during natural human interactions. As described by Devillers et al.,
emotional manifestations not only depends on the context, but also
on the person [27]. They also indicated that ambiguous emotions (non-
basic emotions) are frequently observed in real-life scenarios. Therefore,
describing emotion is an inherent complex problem. As a possible way
to simplify the fundamental problem in emotion categorization, an
expanded set of categories was used for emotion evaluation. On the
one hand, if the number of emotion categories is too extensive, the
agreement between evaluators will be low. On the other hand, if the
list of emotions is limited, the emotional description of the utterances
will be poor and likely less accurate. To balance the tradeoff, the final
emotional categories selected for annotation were anger, sadness, hap-
piness, disgust, fear and surprise (known as basic emotions [31]), plus
frustration, excited and neutral states.

Figure 6 shows the Anvil emotion category menu used to label each
turn. Although it was preferred that the evaluators chose only a single
selection, they were allowed to select more than one emotional label
to account for blended emotions [27]. If none of the available emotion
categories were adequate, they were instructed to select other and write
their own comments. For the sake of simplicity, majority voting was
used for emotion class assignment, if the emotion category with the
highest votes was unique (notice that the evaluators were allowed to tag
more than one emotion category). Under this criterion, the evaluators
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Figure 6. ANVIL emotion category menu presented to the evaluators to label each
turn. The evaluators could select more than one emotions and add their own
comments.

reached agreement in 74.6% of the turns (scripted session: 66.9%; spon-
taneous sessions: 83.1%). Notice that other approaches to reconciling
the subjective assessment are possible (e.g., entropy based method [51],
and multiple labels [27]).

Figure 7 shows the distribution of the emotional content in the
data for the turns that reached agreement. This figure reveals that
the IEMOCAP database exhibits a balanced distribution of the target
emotions (happiness, anger, sadness, frustration and neutral state).
As expected, the corpus contains few examples of other emotional
categories such as fear and disgust.

Using the assigned emotional labels as ground truth, the confusion
matrix between emotional categories in the human evaluation was
estimated. The results are presented in Table IV. On average, the
classification rate of the emotional categories was 72%. The table shows
that some emotions such as neutral, anger and disgust are confused with
frustation. Also, there is an overlap between happiness and excitement.

To analyze the inter-evaluator agreement, Fleiss’ Kappa statistic
was computed [34] (see Table V). The result for the entire database
is κ = 0.27. The value of the Fleiss’ Kappa statistic for the turns
in which the evaluators reached agreements according to the criterion
mentioned before is κ = 0.40. Since the emotional content of the
database mainly span the target emotions (see Fig. 7), the Kappa

statistic was recalculated after clustering the emotional categories as

LRE_2008.tex; 11/09/2008; 12:28; p.15



16 Carlos Busso et al

Neu: 28%

Dis: < 1%

Hap: 7%

Sur: 2%

Sad: 15% Ang: 7%
Fea: < 1%

Fru: 24%

Exc: 17%

oth: < 1%
Neu: 17%

Dis: < 1%

Hap: 9%

Sur: 1%

Sad: 14%

Ang: 23%

Fea: < 1%

Fru: 25%

Exc: 11%
oth: < 1%

(a) Scripted session (b) Spontaneous sessions

Figure 7. Distribution of the data for each emotional category. The figure only
contains the sentences in which the category with the highest vote was unique (Neu

= neutral state, Hap = happiness, Sad = sadness, Ang = anger, Sur = surprise,
Fea = fear, Dis = disgust, Fru = Frustation, Exc = Excited and Oth = Other).

Table IV. Confusion matrix between emotion categories estimated from human
evaluations (Neu = neutral state, Hap = happiness, Sad = sadness, Ang = anger,
Sur = surprise, Fea = fear, Dis = disgust, Fru = frustation, Exc = excited and
Oth = other).

Emotional labels Neu Hap Sad Ang Sur Fea Dis Fru Exc Oth

Neutral state 0.74 0.02 0.03 0.01 0.00 0.00 0.00 0.13 0.05 0.01

Happiness 0.09 0.70 0.01 0.00 0.00 0.00 0.00 0.01 0.18 0.01

Sadness 0.08 0.01 0.77 0.02 0.00 0.01 0.00 0.08 0.01 0.02

Anger 0.01 0.00 0.01 0.76 0.01 0.00 0.01 0.17 0.00 0.03

Surprise 0.01 0.04 0.01 0.03 0.65 0.03 0.01 0.12 0.09 0.01

Fear 0.03 0.00 0.05 0.02 0.02 0.67 0.02 0.05 0.15 0.00

Disgust 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.17 0.17 0.00

Frustation 0.07 0.00 0.04 0.11 0.01 0.01 0.01 0.74 0.01 0.02

Excited 0.04 0.16 0.00 0.00 0.02 0.00 0.00 0.02 0.75 0.00

follows. First, happiness and excited were merged since they are close in
the activation and valence domain. Then, the emotional categories fear,
disgust and surprise were relabeled as other (only for this evaluation).
Finally, the labels of the remaining categories were not modified. With
this new labeling, the Fleiss’ Kappa statistic for the entire database and
for the turns that reached agreement are κ = 0.35 and κ = 0.48, respec-
tively. These levels of agreement, which are considered as fair/moderate
agreement, are expected since people have different perception and
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Table V. Fleiss’ Kappa statistic to measure inter-evaluator agreement. The results
are presented for all the turns and for the turns in which the evaluators reached
agreement

Original labels Recalculated labels

Session All turns Reached agreement All turns Reached agreement

Entire database 0.27 0.40 0.35 0.48

Scripted sessions 0.20 0.36 0.26 0.42

Spontaneous sessions 0.34 0.43 0.44 0.52

interpretation of the emotions. These values are consistent with the
agreement levels reported in previous work for similar tasks [27, 37, 51].
Furthermore, everyday emotions are complex, which may cause poor
inter-evaluator agreement [29].

Table V also provides the individual results of the Fleiss Kappa
statistic for the scripted and spontaneous sessions. The results re-
veal that for the spontaneous sessions the levels of inter-evaluator
agreement are higher than in the scripted sessions. While spontaneous
sessions were designed to target five specific emotions (happiness, anger,
sadness, frustration and neutral state), the scripted sessions include
progressive changes from one emotional state to another, as dictated
by the narrative content of the play. Within a session, the scripted
dialog approach typically elicited a wider range of ambiguous emotion
manifestations. As a result, the variability of the subjective evaluations
increases, yielding to lower level of inter-evaluator agreement. Further
analysis comparing scripted and spontaneous elicitation approaches are
given in [16].

Continuous emotional descriptors

An alternative approach to describe the emotional content of an
utterance is to use primitive attributes such as valence, activation (or
arousal), and dominance. This approach, which has recently increased
popularity in the research community, provides a more general descrip-
tion of the affective states of the subjects in a continuous space. This
approach is also useful to analyze emotion expression variability. The
readers are referred to [22], for example, for further details about how
to describe emotional content of an utterance using such an approach.

The self-assessment manikins (SAMs) were used to evaluate the
corpus in terms of the attributes valence [1-negative, 5-possitive], ac-

tivation [1-calm, 5-excited], and dominance [1-weak, 5-strong] [33, 37]
(Fig. 8). This scheme consists of 5 figures per dimension that describe
progressive changes in the attribute axis. The evaluators are asked to
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(a) (b)

Figure 8. (a) ANVIL attribute-based menu presented to the evaluators to label
each turn. (b) Self-assessment manikins. The rows illustrate valence (top), activation
(middle), and dominance (bottom).

select the manikin that better describes the stimulus, which is mapped
into an integer between 1 to 5 (from left to right). The SAMs system
has been previously used to assess emotional speech, showing low stan-
dard deviation and high inter-evaluator agreement [36]. Also, using a
text-free assessment method bypasses the difficulty that each evaluator
has on his/her individual understanding of linguistic emotion labels.
Furthermore, the evaluation is simple, fast, and intuitive.

Two different evaluators were asked to assess the emotional content
of the corpus using the SAMs system. At this point, approximately
85.5% of the data have been evaluated. After the scores were assigned
by the raters, speaker dependent z-normalization was used to compen-
sate for inter-evaluator variation. Figure 9 shows the distribution of
the emotional content of the IEMOCAP database in terms of valence,
activation and dominance. The histograms are similar to the results
observed in other spontaneous emotional corpus [37]).

The Cronbach alpha coefficients were computed to test the relia-
bilities of the evaluations between the two raters [25]. The results are
presented in Table VI. This table shows that the agreement for valence
was higher than for the other attributes.

Categorical levels do not provide information about the intensity
level of the emotions. In fact, emotional displays that are labeled with
the same emotional category can present patterns that are significantly
different. Therefore, having both types of emotional descriptions pro-
vide complementary insights about how people display emotions and
how these cues can be automatically recognized or synthesized for
better human-machine interfaces.
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(a) Valence (b) Activation (c) Dominance

Figure 9. Distribution of the emotional content of the corpus in terms of (a) valence,
(b) activation, and (c) dominance. The results are separately displayed for scripted
(black) and spontaneous (gray) sessions.

Table VI. Inter-evaluator agreement of the attribute based evaluation measured
with the Cronbach alpha coefficient

Cronbach’s Alpha

Session Valence Activation Dominance

Entire database 0.809 0.607 0.608

Scripted sessions 0.783 0.602 0.663

Spontaneous sessions 0.820 0.612 0.526

5.3. Self- emotional evaluation of the corpus

In addition to the emotional assessments with näıve evaluators, we
asked six of the actors who participated in the data collection to
self-evaluate the emotional content of their sessions using categori-
cal (i.e., sadness, happiness) and attribute (i.e., activation, valence)
approaches. This self emotional evaluation was performed only in the
spontaneous/unscripted scenarios (see Section 3.1). Table VII compares
the self-evaluation (“self”) results with the assessment obtained from
the rest of the evaluators (“others”). For this table, the emotional
labels obtained from majority voting are assumed as ground truth. The
turns in which the evaluators did not reach agreement were not con-
sidered. The results are presented in terms of classification percentage.
Surprisingly, the results show significant differences between the emo-
tional perceptions between näıve evaluators and the actors. Although
the emotional labels were estimated only with the agreement between
näıve evaluators -and therefore the recognition rates are expected to be
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Table VII. Comparison of the recognition rate in percentage between the evaluation
by self and others for the spontaneous/unscripted scenarios (categorical evaluation).
The results are presented for six of the actors (e.g., F03 = female actress in session
3).

F01 F02 F03 M01 M03 M05 Average

Self 0.79 0.58 0.44 0.74 0.57 0.54 0.60

Others 0.76 0.80 0.79 0.81 0.80 0.77 0.79

higher- this table suggests that there are significant differences between
both assessments.

In our recent work, we studied in further detail the differences be-
tween the evaluations from the näıve raters and the self-assessments in
terms of inter-evaluator agreement [14]. We analyzed cross evaluation
results across the actors and the näıve evaluators by estimating the
differences in reliability measures when each of the raters was excluded
from the evaluation. The results also revealed a mismatch between the
expression and perception of the emotions. For example, the actors
were found to be more selective in assigning the emotional labels to
their turns. In fact, the kappa value decreased when the self-evaluations
were included in the estimation. Notice that the actors are familiar
with how they commonly convey different emotions. Unlike the näıve
evaluators, they were also aware of the underlying protocols to record
the database. Further analysis from both self and others evaluations
is needed to shed light into the underlying differences between how we
express and perceive emotions.

5.4. Reconstruction of marker data

The trajectories of the markers were reconstructed using the VICON iQ
2.5 software [55]. The reconstruction process is semi-automatic, since
a template with the markers’ positions has to be manually assigned to
the markers. Also, the reconstruction needs to be supervised to correct
the data when the software is not able to track the markers. Cubic
interpolation was used to fill gaps when the number of consecutive
missing frames for each marker was less than 30 frames (0.25 second).

Unfortunately, some of the markers were lost during the recording,
mainly because of sudden movements of the subjects, and the location
of the cameras. Since natural interaction was encouraged, the record-
ing was not stopped when the actors performed sudden movements.
The cameras were located approximately one meter from the subject
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to successfully capture hand gestures in the recording. If only facial
expressions were recorded, the cameras had to be placed close to the
subjects’ faces to increase the resolution. Figure 10 shows the markers,
in which the percentage of missing frames was higher than 1% of the
corpus. The markers with higher percentages are associated with the
eyelids and the hands. The reason is that when the subjects had their
eyes open, the eyelids’ markers were sometime occluded. Since the pur-
pose of these markers was to infer eye blinks, missing markers are also
useful information to infer when the subjects’ eyes blinked. The main
problem of the hands’ markers was the self-occlusion between hands.

12.0%12.5%1.9%

1.9%

3.5%

2.5%

2.6%

1.7%

 

 

0.0%

3.5%

6.8%

10.1%

13.5%

Figure 10. Percentage of the markers that were lost during the recording. The figure
only shows the markers that have more than 1% of missing values. Dark colors
indicate higher percentage.

After the motion data were captured, all the facial markers were
translated to make a nose marker at the local coordinate center of each
frame, removing any translation effect. After that, the frames were
multiplied by a rotational matrix, which compensates for rotational
effects. The technique is based on Singular value Decomposition (SVD)
and was originally proposed by Arun et al. [3]. The main advantage of
this approach is that the 3D geometry of every marker is used to esti-
mate the best alignment between the frames and a reference frame. It is
robust against markers’ noise and its performance overcomes methods
that use few “static” markers to compensate head motion.

In this technique, the rotational matrix was constructed for each
frame as follows: A neutral facial pose for each subject was chosen as
a reference frame, which was used to create a 53 × 3 matrix, Mref , in
which the row of Mref has the 3D position of the markers. For the
frame t, a similar matrix Mt was created by following the same marker
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order as the reference. After that, the SVD, UDV
T , of matrix M

T
ref ·Mt

was calculated. Finally, the product of V U
T gave the rotational matrix,

Rt, for the frame t [3].

M
T
ref · Mt = UDV

T (1)

Rt = V U
T (2)

The markers from the headband were used to ensure good accuracy
in the head motion estimation. After compensating for the translation
and rotation effects, the remaining motion between frames corresponds
to local displacements of the markers, which largely define the subject’s
facial expressions.

6. Discussion

6.1. IEMOCAP database: advantages and limitations

As mentioned in Section 2, Douglas-Cowie et al. defined four main
issues that need to be considered in the design of a database: scope,
naturalness, context and descriptor [29]. In this section, the IEMOCAP
database is discussed in terms of these issues.

Scope: Although the number of subjects suggested by Douglas-Cowie
et al. is greater than ten [28], the number used in this database may be
a sufficient initial step to draw useful conclusions about inter-personal
differences. To have this kind of comprehensive data from ten speakers
marks a small first, but hopefully an important, step in the study of
expressive human communication (e.g., equipment, markers, number of
modalities). The detailed motion capture information will be important
to better understand the joint role in human communication of modal-
ities such as facial expression, head motion and hand movements in
conjunction with the verbal behavior. Also, twelve hours of multimodal
data will provide a suitable starting point for training robust classifiers
and emotional models.

Naturalness: As mentioned by Douglas-Cowie et al., the price of
naturalness is lack of control [28]. The use of the motion capture system
imposed even greater constraints on the recording of natural human
interaction. In this corpus, this tradeoff was attempted to be balanced
by selecting appropriate material to elicit the emotions during dyadic
interactions. On the one hand, the linguistic and emotional content
was controlled with the use of scripts (for the plays). On the other
hand, it is expected that with this social setting, genuine realizations
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of emotions that are not observed either in monologues or in read
speech corpus can be observed. According to [28], this database would
be labeled as semi-natural since actors were used for the recording,
who may exaggerate the expression of the emotions. However, based
on the setting used to elicit the emotions and the achieved results, we
consider that the emotional quality of this database is closer to natural
than those from prior elicitation settings. As suggested by Cowie et al.,
we are planning to evaluate the naturalness of the corpus by conducting
subjective assessments [23].

Context : One of the problems in many of the existing emotional
databases is that they contain only isolated sentences or short dialogs
[28]. These settings remove the discourse context, which is known to be
an important component [19]. In this corpus, the average duration of
the dialogues is approximately 5 minutes in order to contextualize the
signs and flow of emotions. Since the material was suitably designed
from a dialog perspective, the emotions were elicited with adequate
context. The emotional evaluations were also performed after watch-
ing the sentences in context so that the evaluators could judge the
emotional content based on the sequential development of the dialogs.

Descriptors: The emotional categories considered in the corpus pro-
vide a reasonable approximation of the emotions content observed in
the database. These emotions are the most common categories found
in previous databases. Also, adding the primitive based annotation
(valence, activation, and dominance) improves the emotional descrip-
tion of the collected corpus by capturing supplementary aspects of the
emotional manifestation (i.e., intensity and variability). Lastly, with
the detailed linguistic transcriptions of the audio part of the database,
the emotional content can be analyzed in terms of various linguistic
levels, in conjunction with the nonverbal cues.

In sum, the IEMOCAP was carefully designed to satisfy the key
requirements presented in Section 2. As a result, this database addresses
some of the core limitations of the existing emotional databases.

6.2. Open questions suitable for inquiry using IEMOCAP

database

The IEMOCAP corpus can play an important role in the study of
expressive human communication. In this section, some of the open
questions that could be addressed with this corpus are discussed.

Using the IEMOCAP database, gestures and speech from differ-
ent subjects can be analyzed toward modeling personal styles. For
example, by learning inter-personal similarities, speaker-independent
emotion recognition systems can be designed (e.g., building models for
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the features that are emotionally salient across speakers [10]). By using
models based on inter-personal differences, human-like facial animation
with specific personality can be generated [4].

This corpus is suitable to study the dynamic progression of emotions
(especially for the spontaneous scenarios). Since each sentence was
emotionally evaluated, it will be interesting to study when the subjects
move from one emotion to another and the nature of such audio-visual
indicators. From an application point of view, this is an interesting
problem, since detecting when a user is changing his/her affective state
can be used to improve human-machine interfaces.

This corpus can enable studying the relation between high-level lin-
guistic functions and gestures. For example, one could model gestures
that are generated as discourse functions (e.g., head nod for “yes”)
to improve facial animation [18]. These discourse-based models can be
combined with our natural head motion framework to synthesize head
motion sequences that respond to the underlying semantic content of
what is spoken [8, 7]. Since the data contains spontaneous dialogs and
detailed marker information, this corpus is suitable to address these
kinds of questions.

This database can also be used to study which areas in the face are
used to modulate the affective state of the speakers in a dynamic fashion
[9, 11]. Although facial information is obtained from a motion capture
system, we hope that the results from the analysis of this data can guide
the design of automatic multimodal emotion recognition systems.

The IEMOCAP database was designed for two-person dialogs.
Therefore, it is suitable to extend the analysis for dyadic interaction.
Active listeners respond with non-verbal gestures that form an impor-
tant part of the interaction. These gestures appear in specific structures
of the speaker’s words [30]. This implies that the speech of the active
speaker is linked to the listener’s gestures, which can be exploited to
improve human machine interfaces (e.g., Virtual Rapport [35]). We
are also interested in analyzing the influence of the gestures of one
subject on the behavior of the other subject. For example, this cor-
pus is particularly useful to analyze multimodal cues observed during
competitive and cooperative interruptions [45]. With the advances in
human-machine interfaces, these studies will play an important role in
dialog understanding and user modeling.

These are some of the questions that we plan to explore in our
own future research with the IEMOCAP database as the cornerstone
resource.
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7. Conclusions

This paper presented the interactive emotional dyadic motion capture

database (IEMOCAP) as a potential resource to expand research in
the area of expressive human communication. This corpus provides
detailed motion capture information for head, face, and to some extent,
the hands in dyadic interactions. In total, ten actors recorded three
selected scripts, and dialogs in fictitious scenarios designed to elicit
specific emotions (happiness, sadness, anger and frustration). Since the
emotions were elicited within the context of discourse, the database
provides realizations of more natural expressive interactions, compared
to previous elicitation techniques for acted corpora. This database
can play an important role in understanding and modeling the rela-
tion between different communicative channels used during expressive
human communication, and contribute to the development of better
human-machine interfaces.
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