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Abstract

High-pressure shock tube ignition delay data are essential for fuel character-

ization and for the validation and optimization of chemical–kinetic models.

Therefore, it is crucial that realistic measurement conditions are considered in

modeling. Furthermore, an accurate uncertainty quantification for experimental

data is the basis for evaluation of the predictive reliability of chemical–kinetic

models. Several measurement aspects are investigated to improve the interpre-

tation of measurement results: (1) A new approach for integrating the nonideal

pressure rise into chemical–kinetic modeling based on a correlation to measure-

ment data is introduced, which enables the determination at each condition and

fuel–air mixture individually with minimal effort. (2) A semiempirical model

for available test times of reactive mixtures is introduced, which is based on

measurement data of nonreactive mixtures. It allows for a priori prediction of

test times and provides experimental limits to support the measurement. (3)

A literature review shows that different uncertainty sources are considered in

ignition delay time uncertainty analysis. A comparative analysis is conducted to

investigate the significance of different uncertainty sources for test temperature

and ignition delay time. The analysis of ignition delay time uncertainty indicates

that for fuels with negative temperature coefficient behavior a comprehensive

uncertainty analysis has to be conducted to accurately estimate measurement

uncertainty in the intermediate temperature range. Additionally, ignition

delay times of dimethyl ether–air mixtures are measured at pressures of 8,

12, and 35 bar and at equivalence ratios of 0.5, 1.0, and 2.0. Furthermore, the

data on first-stage ignition delay are rather scarce and have therefore been

recorded additionally. The new approach of integrating the nonideal pressure

rise into modeling and the comprehensive uncertainty analysis supports the

interpretation of measurement data, such that the prediction capabilities of

chemical–kinetic models can be evaluated thoroughly.

List of abbreviations: DME, dimethyl ether; IDT, ignition delay time; ISW, incident shock wave; NTC, negative temperature coefficient; RSS, root

sum of squares
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1 INTRODUCTION

Alternative synthetic fuels have the potential to partially

replace conventional fossil fuels in the future. They can

be designed to be environmentally compatible and reduce

CO2 emissions. Most synthetic fuels are thus far not con-

ventionally used in combustion systems, and their com-

bustion properties are not yet fully investigated. Hence,

there is a large demand to characterize synthetic fuels with

respect to their fundamental combustion properties, such

as their ignition delay time (IDT).

Chemical–kinetic models describing hydrocarbon com-

bustion are important to design and optimize combustion

processes.1 IDT represents one of the most important indi-

rect experimental parameters used in combustion chem-

istry to validate and optimize detailed chemical–kinetic

models due to its high sensitivity to major chain branch-

ing and termination reactions. Therefore, the fidelity and

accuracy of such experimental data are essential.2 Further-

more, to validate chemical–kinetic models at conditions

relevant for practical applications, a database of IDTs of

undiluted fuel–airmixtures at these conditions is essential.

In order to obtain IDTs for highly argon-diluted fuel–

oxygen mixtures as well as undiluted fuel–air mixtures

at practically relevant conditions, a new high-pressure

shock tube facility is built. In a shock tube, a shock wave is

generated, commonly by causing one or two diaphragms

to burst due to the pressure difference imposed by a

pressurized driver gas. The generated incident shock wave

(ISW) travels through the test gas and reflects at the end

of the test section, thereby compressing the test mixture

nearly instantaneously to the desired measurement con-

ditions achieved behind the reflected shock wave. The

advantage of using a shock wave for compression of the

test gas is that near instantaneous heating is achieved.3, 4

However, there are certain challenges related to shock

tube measurement of IDTs, such as nonideal effects,

limited available test times, and a missing consensus on

determining measurement uncertainties. The nonideal

pressure rise is more severe for mixtures that are not

highly diluted in argon, as it is larger in polyatomic

bath gases.5 Furthermore, the increased concentration of

reactive species as well as the different bath gas species

of fuel–air mixtures compared to highly argon-diluted

mixtures may impact the uncertainty analysis with respect

to which uncertainty components are significant. Hence,

this publication examines theses aspects with focus

on undiluted fuel–air mixtures. However, the methods

developed in the scope of this publication can be applied

to argon-diluted fuel–oxygen mixtures as well.

In an ideal experiment for IDT measurement, the gas

state prior to ignition is constant throughout the test vol-

ume, such that chemical reactions are not affected by any

changes in the thermodynamic state. However, in shock

tube experiments, a nonideal rise in test pressure and tem-

perature is observed in the test volume behind the reflected

shock. It is caused by ISW attenuation originating from

the boundary layer forming behind the ISW and nonideal

shock formation due to opening of the diaphragms.6 The

attenuating ISW causes the state behind the ISW to be

axially varying over the length of the shock tube. When

the reflected shock compresses this postincident-shock

gas with inhomogeneous state, pressure waves emerge

and propagate into the test gas volume inducing a rise

in test pressure and temperature.6, 7 The nonideal tem-

perature rise due to the boundary layer behind the ISW

increases with increasing test temperature and decreasing

test pressure.6

It was shown that not considering the nonideal tem-

perature rise present in shock tube experiments can lead

to significant errors in the activation energies of IDTs

under certain conditions.7 Neglecting the nonideal state

change, which is present in the experiment, by applying

the assumption of constant volume with constant inter-

nal energy in modeling can lead to misinterpretation of

shock tube IDT data.8 The nonideal change in the ther-

modynamic state of the test gas volume especially needs

to be considered when measuring relatively long IDTs, as

test temperature and pressure significantly increase with

time.6 Avery recent publication dealswith nonideal effects

and their influence on chemical modeling, which under-

lines the relevance and topicality.9

Recently the nonideal state change is accounted for

in chemical modeling. Commonly the experimentally

recorded pressure trace is employed with the assump-

tion of isentropic compression to determine the time-

dependent compressed test gas state, for example, in

CHEMSHOCK10 or CHEMKINS SENKIN VTIM.11 Chaos

and Dryer8 show that CHEMSHOCK and SENKIN VTIM

deliver very similar results. As the nonideal pressure and

temperature rise is facility dependent, it is necessary to

investigate and report the nonideal rise in test pressure

and temperature for each shock tube facility for success-

ful modeling.8 Postprocessing of the measured pressure



ZANDER et al. 3

trace with the aim of integrating it into modeling can be

cumbersome, as noise and artificial components have to be

removed for each individual measurement point. Usually,

a single value is assumed for the nonideal pressure rise and

used in modeling for a broad range of conditions, in order

to compare chemical–kinetic model prediction to mea-

surement data. However, it is difficult to choose a single

nonideal pressure rise, which is valid for the whole investi-

gated temperature range, as it increases with temperature,

while its influence on IDT decreases with decreasing IDT

and therefore increasing temperature. Furthermore, pres-

sure andmixture composition influence the nonideal pres-

sure rise. Thus, an improvement of how to integrate the

nonideal state change into modeling is necessary.

The available test time in a shock tube facility is an

important parameter, as it determines the lowest possible

temperature for IDT measurements at a specific pressure

for a specific test gas mixture. Test times in shock tubes are

limited because either the initial expansion wave, which is

generated through bursting of the diaphragm, or pressure

waves reflecting from the contact surface after its interac-

tion with the reflected shock wave propagate into the test

volume and alter the test state.

There are cases where, depending on the measurement

setup, it is not possible to distinguish whether a pres-

sure increase before ignition above the nonideal pressure

increase is caused by a reflected disturbance or chemical

reactions. This is especially relevant for undiluted fuel–air

mixtures with multistage ignition at low to intermediate

temperatures, as first-stage ignition will result in a slight

pressure increase of the test gas. It is possible to measure

available test times of a test gas mixture by making it non-

reactive by removing the fuel from the mixture. However,

the larger fuel mole fraction in undiluted fuel–air mixtures

significantly influences speed of sound and wave propa-

gation. Therefore, test times will differ from the mixture

without fuel used to determine the test times experimen-

tally. Hence, a possibility to predict the available test time

of a reactive gas mixture supports IDT measurements in

shock tubes by helping to identify whether a reflected dis-

turbance is the cause of a pressure change appearing before

ignition.

Besides nonideal effects and limited test times, which

can make the interpretation of shock tube IDT data

difficult, IDT measurements are subject to uncertainty.

As IDT is dependent on temperature, pressure, and

mixture composition �(�, �, ��), the uncertainties in

these quantities will propagate into IDT uncertainty, as

well as uncertainties arising from the extraction of IDT

from the measurement data itself. The indirect measure-

ment procedure of test pressure and temperature (from

ISW speed and the initial state), as well as the mixture

preparation procedure, gives rise to uncertainties, which

propagate into IDT uncertainty. Researchers determine

uncertainties of measured IDTs differently, which compli-

cates the assessment and comparison of IDT data between

various data sources (compare Section 5). As precise

knowledge of the accuracy of IDT data is essential for

chemical mechanism development, the determination of

uncertainty needs to yield comparable and valid results.

The possibility of the neglection of certain uncertainty

components needs to be investigated carefully.

To conclude, the accuracy of measurement data, such as

IDTsmeasured behind reflected shock waves, is important

for chemical–kinetic mechanism development and vali-

dation, especially data that replicate technically relevant

conditions of undiluted fuel–air mixtures. However, non-

ideal effects, limited test times, and a missing consensus

on determining measurement uncertainties pose a chal-

lenge for the evaluation of IDTs measured in shock tubes.

Based on these challenges, when measuring IDTs of undi-

luted fuel–air mixtures at practically relevant conditions,

the following goals are pursued in this work:

∙ Characterization of the nonideal facility dependent pres-

sure rise of the new shock tube facility and development

of an approach to determine the facility-specific pres-

sure rise for each measurement condition automatically

to be accounted for straightforward in modeling.
∙ Development of a simple semiempiricalmodel to predict

available test times for reactive test gases, in order to ana-

lyze influences on available test time and to support the

experimenter in deciding when to dismiss a measure-

ment.
∙ As there is no consensus for measurement uncertainty

determination of IDTs, as detailed in Section 5 (com-

pare Table 3), a comparative analysis of uncertainty com-

ponents is provided. Various contributions to measure-

ment uncertainty of test temperature and IDT depend-

ing on themeasurement condition are investigated, with

focus on undiluted fuel–air mixtures.
∙ New measurement data on IDTs of undiluted dimethyl

ether (DME)–air mixtures of both first and overall igni-

tion to extend the experimental data base on IDTs

measured in shock tubes, which is less extensive for

undilutedDME–airmixtures compared to argon-diluted

DME–oxygenmixtures (compare Table 1), under consid-

eration of nonideal effects and with in-depth measure-

ment uncertainty.
∙ Additionally, a comprehensive comparison to predic-

tion by kinetic models is performed for both first and

overall measured IDTs, under consideration of non-

ideal effects and obtained uncertainties. DME is chosen

because it is regarded as an alternative fuel and diesel

substitute in compression-ignition engines.33 Further-

more, the blending ratio of DME can be used for tailor-
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TABLE 1 Reported IDTs of DME measured in shock tube (ST) and rapid compression machine (RCM)

� P (bar) T (K)

First-stage

ignition reported? Facility Reference

Highly diluted in argon

0.5, 1, 2 3.5 1200–1600 no ST 12

1, 2 1.8 1250–1540 no ST 13

0.5, 1.0, 2.0 1.6-6.6 1175–1480 no ST 14

1 1,5,10 1134–1576 no ST 15

1 1.2, 5.3 1192–1670 no ST 16

0.5, 1.0, 2.0 20 1085–1454 no ST 17

0.5 2, 10, 20 1123–1647 no ST 18

0.5, 1.0, 2.0 1.2, 10 1091–1532 no ST 19

1.0 10 1166–1536 no ST 20

0.5, 1.0, 2.0 1.2, 4.0, 10.0 1092–1643 no ST 21

0.5, 1.0, 2.0 1.2, 4, 10, 20 1000–1600 no ST 22

0.5, 1.0, 2.0 4, 10 987–1517 no ST 23

0.5, 1.0, 2.0 20 1085–1456 no ST 24

Diluted in nitrogen

0.75, 1.5 10,15,20 615–735 yes RCM 25

0.5, 1.0, 1.5; 22-23 1035–1202 no ST 26

1.0 10 1291–1485 no ST 20

1.0 35 845–1259 yes ST 27

Measured in synthetic air

1 13, 40 650–1300 yes ST 28

0.43 10,15 615–735 yes RCM 25

0.5, 1.0, 1.5; 23 697–1239 no ST 26

0.3, 0.5, 1.0, 2.0 7-10, 11, 25, 30 651–1428 no RCM, ST 29

1 30 602–645 no RCM 30

0.5, 1.0 2, 10 650–1400 no ST 31

0.3, 0.5 7,12,22 621–582 no RCM 32

1.0 35 687–1057 yes ST 27

ing IDT and its temperature sensitivity in fuel blends.34

However, the investigation of shock tube performance is

general and independent of the fuel and hence applica-

ble to other alternative fuels.

2 HIGH-PRESSURE SHOCK TUBE
TEST FACILITY

2.1 Design, hardware, and
measurement procedure

A new high-pressure shock tube is designed and imple-

mented (Figure 1). The design target is to measure IDTs

of undiluted mixtures at conditions relevant to techni-

cal applications, such as internal combustion engine or

gas turbine combustion. The maximum design pressure is

400 bar, whereas the test gas section can be heated up to

200◦C with heating sleeves facilitating investigations with

undiluted preevaporated liquid fuels as well. The shock

tube has an inner diameter of 95 mm to reduce bound-

ary layer effects, which are lower for large diameter shock

tubes, since the blockage of the cross-section area by the

boundary layer is reduced.6 The effect of this choice of

diameter on the nonideal pressure increase is investigated

in Section 4.1. Additionally, the driven section surface is

honed and electropolished to further decrease friction and

thus boundary layer effects.

The shock tube is divided into two sections by the

diaphragmhousing chamber, the driver and the driven sec-

tions, each 6 m long. The long driven and diver section

ensure that test times are sufficient for a range of tempera-

tures evenwithout applyingmethods, as for example, Refs.

35–37, for test time extension.

The shock tube can be operated in single or double

diaphragmmode. In the scope of this work, prescored alu-
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F IGURE 1 Schematic sketch of new high-pressure shock tube facility [Color figure can be viewed at wileyonlinelibrary.com]

minum diaphragms ranging from 0.3 to 1.5 mm thickness

with a prescoring depth of 20–50% of the diaphragm thick-

ness are used in a double diaphragm operation.

The ISW velocity is measured with five PCB-113B03

piezoelectric pressure sensors, which are axially dis-

tributed over the last 1.2 m of the shock tube. The distance

between two adjacent sensors is 300.13, 299.66, 299.83, and

299.84mm,with the last sensor being located at 3mm from

the end wall.

The pressure sensors are coated with high-temperature

silicone, which is later referred to as shielded measure-

ment, to reduce thermal shock behavior, where the rapid

temperature increase by the shock leads to deformation of

the pressure sensor housing and a falsely detected pres-

sure decrease.38 The coating ensures that the nonideal

pressure rise is accurately detected when investigating

nonideal effects.6

The incident of ignition can be determined with the

piezoelectric pressure sensor that is closest to the end wall,

since there is a significant pressure increase induced by

the heat release from undiluted test gas mixtures. In the

same axial plane as the pressure sensor, there are two

quartz glass windows, which enable to measure chemilu-

minescence of ignition. Two Hamamatsu H10723-20 pho-

tomultiplier tubes are connected to the quartz glass win-

dows by optical cables. Different optical filters can be

positioned between the window and photomultiplier to

measure chemiluminescence within a certain wavelength

range only. For this publication, OH∗ chemiluminescence

is determined by using a filter centered around 309 nm

to detect the main ignition event. Additionally, excited

formaldehyde (CH2O
∗) emissions are recorded with a fil-

ter centered around 407 nm to detect the first stage of

ignition, as already done in Ref. 39. Excited formalde-

hyde emission is observed during low-temperature oxida-

tion of hydrocarbons.40–42 Emission at 407 nm is within

the broadband emission spectrumof formaldehyde.40, 42, 43

Excited formaldehyde emission spectrum overlaps excited

CH∗ and C∗
2 , but these species are not intrinsic to low-

temperature oxidation.43 Hence, emission at 407 nm can

be associated with first-stage ignition.39

Chemiluminescence and pressure signals are recorded

by a spectrum M2i4912-exp card with a data rate of 10 M

samples/s into eight channels with a resolution of 16 bit. To

reduce the size of the acquired data to the necessary only,

the data acquisition is triggered by a piezoelectric pressure

sensor (PCB-113B03)mounted in the driven section close to

the diaphragm. An increase of the signal at this sensor over

a certain threshold indicates that the diaphragm facing

the driven section has ruptured, and pressure and chemi-

luminescence signals are recorded for a fixed duration

of time.

The preshock condition of the test gas is measured by

three MKS Baratron 121A absolute pressure transducers

(121AA-00100B: 100 to 2 × 10−2 Torr, 121AA-05000B: 5.000

to 7 × 10−1 Torr, 121AA-20000B: 20,000 to 4 Torr) and a

Pt100 resistance thermometer.

2.2 Mixture preparation

To avoid uncertainty in mixture composition resulting

from in situ mixture preparation for each measurement

point, gas mixtures are prepared in a 50 l tank and are

allowed to mix at least overnight. In this way, a whole

measurement series is performed with the same mixture.

In order to minimize the influence of mixture segrega-

tion and stratification, the tank is heated on one side prior

to the experiment to induce a convective gas flow. Thus,

the homogeneity of the mixture in the tank is increased,

and it is ensured that a mixture with the desired com-

position is extracted from the tank when performing the

experiments.
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TABLE 2 Investigated gas mixtures

Mole fraction (%) of

Mixture � DME O� N� Ar

M1 1.0 1.31 3.93 0.00 94.76

M2 0.5 3.30 19.82 76.87 0.00

M3 1.0 6.40 19.19 74.41 0.00

M4 2.0 12.02 18.04 69.94 0.00

Gas mixtures are prepared using the partial pressure

method. The amount of gas filled into the gas cylinder is

controlled through measuring the fill pressure with one of

the three Baratron 121 pressure transducers.

Mixing tank, shock tube, and the gas-handling system

are evacuated by a rotary vane pump below 2 × 10−4 bar.

The vacuum pressure is measured by an Agilent RGC-100

rough gauge controller.

Four different gas mixtures are prepared for this work.

Their composition is summarized in Table 2. Mixture M1

is a DME–oxygenmixture highly diluted in argon. It is pre-

pared to resemble onemeasurement fromRef. 21 aiming at

validation of the measurement method. Mixtures M2, M3,

and M4 are mixtures of DME with synthetic air at equiva-

lence ratios  of 0.5, 1.0, and 2.0. Synthetic air is composed

of 20.5 vol% oxygen and 79.5 vol% nitrogen with a mixture

uncertainty of ±0.5%. The purity of the utilized gases is

as follows: synthetic air, argon, and argon–oxygen greater

than 99.999 mol% and DME greater than 99.99 mol%.

2.3 Measurement data processing

The test gas state, as well as the IDT, is extracted from

the data recorded during the measurement. According to

the convention in shock-tube theory the state behind the

reflected shock wave (the test state) is denoted with sub-

script 5, whereas the initial conditions in the driven sec-

tion containing the combustion mixture to be investigated

is denoted by 1.

The test gas state behind the reflected shock (�5, �5)

is determined from the state before shock compression

(�1, �1), the test gas composition, and the ISW velocity��.

The ISW velocity is obtained from the arrival of the ISW

at different axial locations in the shock tube, tracked by

five piezoelectric pressure sensors (compare Figure 1). The

time of arrival of the ISWat the sensor positions is obtained

by finding the time of the localmaximumpressure change.

Due to nonideal effects, the ISW attenuates with increas-

ing distance to the diaphragm. Therefore, the ISW velocity

is extrapolated to determine its respective value at the end

wall. A linear fit is chosen as it yields reasonable results

even in the case of nonmonotonic ISW variations.3

F IGURE 2 Extracting first-stage and overall IDT frommeasure-

ment data [Color figure can be viewed at wileyonlinelibrary.com]

With the obtained ISW velocity and the state before

shock compression (�1, �1), the test state (�5, �5) behind

the reflected shock wave is determined by solving mass,

momentum, and energy equation over the incident and

reflected shock wave. It is assumed that the composition

of the test gas remains constant after shock compression.

The solution algorithm is implemented in Python. The

thermochemical properties of the species in the test gas

are taken from a chosen chemical–kinetic model and are

integrated into the solution algorithm through the open-

source software package cantera.44 It is assumed that the

test gas behaves like an ideal gas. Due to the object-oriented

implementation of the solution algorithm, it can be eas-

ily applied to real gases as well. However, for the present

study, the error due to the ideal gas assumption is deter-

mined as negligible (compare Section 5.1).

IDT is defined as the time between the passage of the

reflected shock through the measurement plane and the

moment of ignition. A linear function is fitted to the sec-

tion of the pressure signal between the pressure increase

caused by the reflected shock and the increase due to heat

release of ignition (Figure 2). The beginning of IDT equals

the intersection of this function with the pressure signal at

the instance of the passage of the reflected shock (Figure 2).

For DME–air mixtures (M2–M4), the moment of ignition

is determined from the pressure time history as the time

of intersection of this linear function and the extrapolated

maximum pressure gradient (Figure 2). When measuring

IDT of argon-diluted mixtures, the moment of ignition is

additionally determined by extrapolation of the maximum

slope of the OH∗ chemiluminescence emission signal at

309 nm to the zero signal level. Note that overall IDT is
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similar between OH∗ and the pressure trace. Additionally,

first-stage IDT is extracted from theCH2O
∗ chemilumines-

cence signalmeasured at 407 nm, again by extrapolation of

the maximum slope to the zero-signal level.

3 NUMERICALMETHOD

IDTs are predicted with a homogeneous constant volume

reactor using the open-source software package cantera.44

Additionally, simulations with a variable volume reactor

are performed, which take into account the nonideal pres-

sure and temperature rise occurring in the experiment. The

prescribed time-dependent volume is determined from the

nonideal pressure rise assuming isentropic compression.

The following set of differential equations is solved:

���

��
=

��

�

��∑

�=1

����� (1)

���
��

��
=

1

�

��5
��

−

��∑

�=1

��∑

�=1

������� (2)

��

��
= −

1

�

�0
�50

��5
��

(3)

with �� and �� denoting the ith species mass fraction

and molar mass, � the density, �� the specific heat capac-

ity at constant volume,
��5

��
the nonideal pressure rise, ���

the stoichiometric coefficient of species i in reaction j, ��
the rate-of-progress variable of reaction j, � the ratio of spe-

cific heats, �� the ith species molar internal energy, �� the

number of species, and �� the number of reactions, with

�0 and �50 denoting the initial specific volume and pres-

sure at the beginning of the simulation, that is behind the

reflected shock wave. The set of Equations (1)–(3) is imple-

mented in Python with the software package cantera and

solved with the RADAU solver45 for stiff differential equa-

tion systems.

In the experiment, the nonideal pressure rise depends on

the measurement condition and mixture. Multiple DME–

air mixtures are investigated at different pressures and

temperatures, as provided in Section 6. In this work, the

nonideal pressure rise is determined based on a correla-

tion to measurement data with the aim to replicate the

nonideal pressure rise at each exact measurement condi-

tionwithminimal effort for the investigated DME–airmix-

tures. Thus, rather than assuming the same pressure rise

for each condition and mixture, the nonideal pressure rise

is determined for each point individually. Details on the

measurement of the nonideal pressure rise are provided

in Section 4.1 ,and the measured nonideal pressure rise is

presented in Figure 5. With linear regression, a correlation

T5/K

F IGURE 3 Nonideal pressure rise for DME–air mixtures at

different equivalence ratios and test pressures used in the variable

volume simulations [Color figure can be viewed at wileyonlineli-

brary.com]

for the nonideal pressure rise of synthetic air mixtures is

obtained from the measurement data (Figure 5),

��5
��

1

�50
=
(
9.56�0.5

� �−0.141 − 9.96
) %

ms
. (4)

The Mach number and initial pressure scaling in

correlation (4) are chosen analogous to viscous ISW

attenuation.6, 46 For calculating the nonideal pressure

rise with correlation (4) at each investigated condition

and mixture composition, the ISW Mach number ��

and initial pressure �1 are determined through solving

the conservation equations. Thus, the correlation is also

applied for fuel–air mixtures.

The in this way determined nonideal pressure rise

increases with increasing temperature, decreasing pres-

sure, and increasing fuel content (Figure 3). The tempera-

ture dependency and fuel content dependency of the mod-

eled pressure rise is based on the Mach number, that is

for higher temperatures and higher fuel contents a higher

Mach number is necessary. Thus, the presented model

reflects the strong relation between the nonideal pressure

rise and Mach number observed by other researchers as

well.5, 9, 47 The pressure dependency is caused by the effect

of a change in density on Reynolds number and therefore

boundary layer growth.5

Different chemical–kinetic models are employed in the

simulations. Details are provided in Section 6. The IDT

of the main ignition stage is determined from the simu-

lated pressure time history the same way as with measure-

ment data. As excitedCH2O
∗ is not included in the investi-

gated chemical–kinetic models, the maximum gradient of
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first-stage temperature increase is extrapolated to the ini-

tial temperature to determine the first-stage IDT.

4 PERFORMANCE OF THE
HIGH-PRESSURE SHOCK TUBE FACILITY

4.1 Nonideal effects

To assess the performance of the new shock tube, non-

reactive measurements are performed for argon and syn-

thetic air test gases using a helium driver gas. The

facility-specific ISW attenuation and nonideal pressure

and temperature rise in the measurement plane are deter-

mined. For this purpose, nonreactive measurements are

chosen to exclude the possibility of a pressure rise appear-

ing due to heat release from chemical processes and assess

only the pressure rise due to nonideal effects, as this is the

common procedure, for example, Refs. 6 and 46.

The nonideal pressure rise is determined by performing

a linear regression on the constant slope section of the pres-

sure signal in the measurement plane after the passage of

the reflected shock (Figure 1 in the Supporting Informa-

tion). The nonideal temperature rise
��5

��
can be inferred

from the measured pressure rise
��5

��
by assuming an isen-

tropic relation between both6 as follows:

��5
��

≈
�50
�50

(�(�50) − 1)

�(�50)

��5
��

, (5)

where �50, �50 are the pressure and temperature just after

the passage of the reflected shock and �(�50) is the heat

capacity ratio of the test gas at these conditions. ISW atten-

uation
���

��
is determined from linear regression of the

axial variation of the ISW speed over the last 1.2 m of the

shock tube test section.

Please note that a big fraction of the measurements with

the argon test gas is performed with unshielded pressure

transducers, which might lead to some inaccuracy in the

detected pressure rise. Nevertheless, ISW attenuationmea-

surements are not affected by the application of thermal

silicone to the sensors, since these are only based on time-

of-flight measurements. Therefore, incident shock attenu-

ation is compared for the measurements with argon test

gas to data from Petersen et al.6 in Figure 4. ISW attenu-

ation ���∕�� is normalized to the ISW speed at the end

wall ��0. Figure 5 compares the nonideal pressure and

temperature rise measured in synthetic air to data from

Ref. 46 andmeasured in argon to data fromRef. 6. Pressure

and temperature rise are normalized to their respective val-

ues just after the passage of the reflected shock. Note that

the nonideal pressure rise in Ref. 46 is obtained with a

shielded pressure sensor. In Ref. 6, the nonideal pressure

F IGURE 4 Incident shock attenuation for argon test gas com-

pared to data fromRef. 6 [Color figure can be viewed at wileyonlineli-

brary.com]

rise is derived from IR-emission signal, as well as shielded

pressure measurement. The data in Figures 4 and 5 are

presented over �0.5
� �−0.141 , because ISW attenuation due

to viscous effects scales with the ISW Mach number and

pressure as�0.5
� �−0.141 accordingly,6, 9 while nonideal pres-

sure and temperature rise are functions of incident shock

attenuation.48

ISW attenuation values measured in the new high-

pressure shock tube are significantly lower than the ones

measured in Ref. 6. The reason for that is that the inner

diameter of the present shock tube is almost twice as big

as the one of the shock tube used in Ref. 6, which has an

internal diameter of 50 mm. Smaller shock tube diameters

lead to higher nonideal effects, due to a greater blockage of

the shock tube cross-section area by the boundary layer.6

The performance of the new shock tube is comparable to

that in Ref. 46, as can be seen from the similar nonideal

pressure and temperature rise in Figure 5, even though the

shock tube used in Ref. 46 has a significantly larger inter-

nal diameter of 140 mm. This indicates that the blockage

of the internal diameter by the boundary layer becomes

insignificant at a certain internal diameter and supports

the computational finding in Ref. 6 that the influence of

the shock tube diameter on the nonideal temperature rise

decreases with increasing diameter. Thus, a cost-intensive

further increase in the internal diameter might not lead to

significant improvements in shock-tube performance.

4.2 Available test times

For the new shock tube, test times are determined experi-

mentally for argon and synthetic air test gases. Test times
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F IGURE 5 Comparison of nonideal pressure rise to other facilities for synthetic air (left, compared to data from Ref. 46) and argon (right,

compared to data from Ref. 6) test gas [Color figure can be viewed at wileyonlinelibrary.com]

are defined starting from the instance of the passage of the

reflected shock through the measurement plane until the

instant, when the slope of the pressure signal deviates from

the slope caused by ISW attenuation (Figure 1 in the Sup-

porting Information).

As it is difficult tomeasure available test times of fuel–air

mixtures over a broad range of test temperatures, a model

with ideal shock tube behavior is implemented, which will

be referred to as ideal model in the following. It calculates

the available test time �� from the interactions of waves in

the shock tube considering the length of the driven sec-

tion ! (Figure 6). The ideal model only considers the case

that the test time is limited by reflections arising from the

interaction of contact surface and reflected shock, as the

shock tube’s relatively long driver section ensures that the

initial expansion wave arrives at the measurement plane

relatively late for test conditions relevant for IDTmeasure-

ment. Constant wave propagation velocities are assumed,

that is constant ISW velocity��, constant reflected shock

velocity��, and constant propagation velocity of the con-

tact surface �2 and reflected disturbance ��. Furthermore,

it is assumed that the reflected disturbance travels at the

speed of sound in region 5. The beginning of the test time

�0 equals

�0 =
!

��
. (6)

The instance when the reflected disturbance arrives at the

end wall �2 and terminates the test time is given by

x /m

t
/
m

s

F IGURE 6 Influence of test gas and test temperature on wave

propagation in an ideal shock tube [Color figure can be viewed at

wileyonlinelibrary.com]

�2 = !

(

�−1
�

+
�−1

� +�−1
�

�−12 +�−1
�

(�−12 − �−1
�
)

)

. (7)

The test time �� is equal to

�� = �2 − �0. (8)

Figure 7 shows the measurement results in compari-

son to ideal model prediction. It can be seen that avail-



10 ZANDER et al.

T
e

s
t 
ti
m

e
 /
 m

s

Test

F IGURE 7 Measured test times for synthetic air and argon in

comparison to the prediction by the ideal model [Color figure can be

viewed at wileyonlinelibrary.com]

able test times decrease with increasing test temperature,

as the ISW velocity, reflected shock velocity, contact sur-

face propagation velocity, and speed of sound in region 5

increase. This is aswell illustrated in Figure 6. The distance

�1 between the end wall and the location of the interac-

tion of reflected shock and contact surface increases with

increasing test temperature, as the velocities of incident,

reflected shock, and contact surface do not increase with

test temperature at the same rate (compare black curve –

600 K to red curve – 800 K). Even though �1 increases,

both the time �1 − �0 between the beginning of the test time

and the interaction of contact surface and reflected shock,

and �2 − �1, the time it takes the reflected disturbance to

travel back to the end wall, decrease with increasing test

temperature. The cause of the former is that the propaga-

tion velocity of the contact surface increases stronger with

increasing temperature than the velocity of the reflected

shock. The latter is due to the stronger increase in speed of

sound in region 5 compared to the increase in the distance

�1 the disturbance has to travel back.

Available test times in argon are longer than in synthetic

air because of its different properties, that is a highermolar

mass and heat capacity ratio (Figure 7), resulting in the

same test temperature �5 being achieved with a lower ISW

velocity. This manifests in a steeper slope of the trajectory

of the ISW in the x–t diagram in Figure 6 (compare black

curve – air to blue curve – argon). The resultingwave veloc-

ity of the reflected shock is slower aswell, which leads to an

increase in �1 − �0. Because of the lower ratio of heat capac-

ity ratio tomolarmass in argon, the speed of sound is lower

compared to air at the same temperature �5. As a result,

the disturbance travels back from the contact surface to

the measurement plane at a lower speed. Even though �1
is reduced as well, the decrease in reflected shock velocity

and speed of sound prevails leading to an increased time

�2 − �1.

Test times predicted by the ideal model are longer than

measured test times (Figure 7), because the ideal model

does not consider the effects of ISW attenuation, which

also causes the contact surface to accelerate. Due to the

deviation between idealmodel andmeasurement, the ideal

model can only be applied with modification to determine

test times a priori, for example, for undiluted fuel–air mix-

tures. This can, for example, be achieved by considering

a model accounting for viscous effects.49 However, this

requires the development of more complex models, which

are subjected to uncertainty as well. Instead, in the present

study a semiempirical easy-to-implement approach is pro-

posed. In the following, test timesmeasured in nonreactive

mixtures are used to estimate test times of fuel–air mix-

tures. The deviation between the ideal model prediction

and experimental test times, which is caused by the neglec-

tion of nonideal effects, is described by amapping function

"(�5), which is based on test time measurements of non-

reactive mixtures (in this case synthetic air),

"(�5) =
��, exp, air(�5)

��, ideal, air(�5)
, (9)

with ��, exp, air being the correlation to the measured test

times in synthetic air and ��, ideal, air being the respective

ideal model prediction. To obtain an estimate of the exper-

imental test times of fuel–air mixtures ��, exp, DME∕air(�5),

the mapping "(�5) is then applied to the prediction of test

times by the ideal model ��, ideal, DME∕air(�5) for fuel–air

mixtures,

��, exp, DME∕air(�5) ≈ "(�5) ⋅ ��, ideal, DME∕air(�5). (10)

Figure 8 depicts the ideal model predictions for synthetic

air and DME–air mixtures with equivalence ratios of  = 1

and  = 2 together with the estimate of experimental test

times. Note that the estimate of the test time of synthetic

air is equal to the correlation based onmeasured test times.

Also shown aremeasured test times forDME–airmixtures,

which are extracted from pressure traces where no ignition

occurred within the recording time or an expansion wave

arrived at the measurement plane prior to ignition. Using

only cases where an expansion wave arrives at the mea-

surement plane ensures that cases are excluded where the

first ignition stage (or premature ignition) can be misin-

terpreted as a pressure wave originating from the interac-

tion of reflected shock and contact surface. Both the ideal

model and the estimate of experimental test times reflect

that the greater the mole fraction of fuel in the mixture the
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F IGURE 8 Prediction of test times by ideal model (Equations

(6)–(8)) and estimate of test times (Equation 10) in comparison to

measured test times of synthetic air and DME–air test gases [Color

figure can be viewed at wileyonlinelibrary.com]

shorter the test time. The agreement between the estimate

of the experimental test times of DME–air mixtures and

their respective measurements is very good. Hence, test

times of reactive mixtures in shock tubes can be success-

fully predictedwith the help of a simplemapping approach

based on test time measurements of nonreactive mixtures

of similar composition. The required mapping function

can be determined without additional costs from nonreac-

tive measurements, which need to be acquired in any case

in order to determine the performance curve (i.e., driver-

to-driven pressure ratio over ISW Mach number48) for

measurement planning, as well as characterize the facility-

specific pressure increase.

5 UNCERTAINTY ANALYSIS

Based on a literature survey, it appears that there is

no consensus among researches with respect to uncer-

tainty determination of IDT yet. Different approaches for

uncertainty determination are exemplary summarized in

Table 3.Multiple uncertainty sources are considered for

measured IDT. Table 3 also lists uncertainty components

for test temperature and pressure, as they propagate into

IDT uncertainty.

While the test temperature �5 is considered as an uncer-

tainty cause for IDT in all studies (Table 3), the determi-

nation of test temperature uncertainty differs in the litera-

ture. Petersen et al.3 determine the uncertainty in test tem-

perature based on the uncertainty in ISW velocity�� aris-

ing from themeasurement procedure.While this approach

is used by other researchers with similar ISW velocity

measurement setups to also determine the uncertainty in

test temperature, for example, Refs. 21, 57, 63 occasionally

even the uncertainty in IDT is determined based solely

on ISW velocity uncertainty.21 Additionally to the uncer-

tainty in ISW velocity��, the measurement uncertainties

in incident temperature �1 and composition�� are consid-

ered as uncertainty components for test temperature.52, 56

Other researches attribute the uncertainty in test tem-

perature to nonideal effects and preignition pressure rise

and neglect the influence of uncertainties arising from

the measurement setup.42, 53, 54 In Ref. 52, test tempera-

ture uncertainty is determined from both, the uncertainty

caused by the measurement setup and the variation due to

nonideal effects.

Some researchers estimate the uncertainty in IDT from

the uncertainty in test temperature �5 solely, for example,

Refs. 21, 50, 53, 58. Additionally, the uncertainty of the pres-

sure �5 behind the reflected shock,
51, 54, 57 as well as the

uncertainty in initial test gas composition �� , are consid-

ered for IDT uncertainty.26, 52, 56, 62 Similar to the uncer-

tainty in test temperature, the uncertainty in test pressure

is determined from one or multiple components arising

from uncertainties in the initial conditions (�1, �1), ISW

speed �� and composition �� , as well as nonideal effects

and preignition. Except for Ref. 56, it is not described

how the uncertainty in mixture composition is obtained in

the literature listed in Table 3. Shao et al.62 also include

an uncertainty component arising from the choice of the

equation of state (EOS). Furthermore, the uncertainty of

extracting the IDT from the recorded pressure and chemi-

luminescence time histories,26, 59, 61, 62 as well as an uncer-

tainty component due to different IDT definitions,51, 52, 62

are also included as contribution to IDT uncertainty by

some researchers.

These different approaches for IDT uncertainty deter-

mination make it difficult to compare and interpret mea-

surement data. In the following, a comparative analysis of

different uncertainty contributions to test temperature and

IDT is performed at various conditions aiming at analyzing

the effect of their neglection on the reported uncertainty.

5.1 Determination of uncertainties for
measurement of IDT

The determination of uncertainties is performed accord-

ing to the guidelines of the Joint Committee for Guides

in Metrology.64 In this study, uncertainties are always pre-

sented based on an interval of three standard deviations,

as this will provide an interval where the actual measure-

ment value is included with great likelihood (99.7%). This
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interval is chosen wider than in the analyzed literature

(e.g., two standard deviations in Ref. 62), where it is how-

ever mostly not provided. Nonideal effects are not con-

sidered in the uncertainty analysis, as they are included

in the chemical modeling, as described in Section 3. Fur-

thermore, an uncertainty due to the definition of IDT is

not accounted for, as the utilized experimental definition

is explicitly stated and can be replicated in modeling. An

uncertainty component due to the choice of the equation of

statewhendetermining the test state is also not considered,

as it is negligible for the investigated test pressures.65, 66

The uncertainty of the measured gas state before shock

compression (�(�1), �(�1)), as well as the uncertainty in

ISW velocity �(��), propagates into the uncertainty of the

test gas state, as it is determined by solving the conserva-

tion equations over incident and reflected shock based on

the state and composition of the gas before shock compres-

sion and the shock velocity. The uncertainty in test temper-

ature �(�5) and pressure �(�5) is estimated with the law of

uncertainty propagation,64

�(�5) =

√√√√
(
8�5
8�1

)2

�2(�1) +

(
8�5
8��

)2

�2(��) +

�∑

�=1

(
8�5
8��

)2

�2(��),

(11)

�(�5)

=

√√√√
(
8�5
8�1

)2

�2(�1) +

(
8�5
8�1

)2

�2(�1) +

(
8�5
8��

)2

�2(��) +

�∑

�=1

(
8�5
8��

)2

�2(��).

(12)

The sensitivity functions
8�5

8�1
,
8�5

8��
,
8�5

8��
in Equation (11)

and
8�5

8�1
,
8�5

8�1
,
8�5

8��
,
8�5

8��
in Equation (12) are evaluated

numerically using a central difference scheme. The uncer-

tainty of the pressure and temperature measurement

before shock compression (�(�1), �(�1)) is determined

from all the components in their respective measurement

chain. The uncertainty of test gas composition �(��) is

determined from the uncertainties of the pressure mea-

surement due to mixture preparation with the partial pres-

suremethod and an uncertainty component that takes into

account nonperfect vacuum in the mixing tank and shock

tube. The estimation method for mole fraction uncertain-

ties of the test gas species and the uncertainty in equiva-

lence ratio can be found in the Supporting Information.

The uncertainty in ISW speed is determined according

to the method presented in Ref. 3 from the uncertainty of

the distance between the pressure transducers �(∆�) and

the uncertainty of the measured time interval between the

passage of the ISW over two pressure transducers �(∆�).

The uncertainty �(∆�) is given by themeasurement uncer-

tainty of the caliper used tomeasure the distances between

the axially distributed pressure sensors and amounts to

0.10392 mm. The uncertainty �(∆�) originates from the

detection of the ISW at the pressure transducer positions

along the shock tube axis. The times of the passage of the

ISW over the sensors are obtained from the recorded pres-

sure time histories of the axially distributed pressure sen-

sors by detection of local maximum gradient. The advan-

tage of this is that the determination of the times of the

passage of the ISW over the pressure sensors is unaffected

by deviations in the individual sensors’ sensitivities, which

have to be considered in other measurement setups simi-

lar to Ref. 3. The pressure sensor record exhibits a contin-

uous (yet very steep) increase in pressure when the ISW

passes it. The cause of the continuous rise of the pres-

sure in the recorded pressure signals can be attributed

to the noninfinitely small sensor surface and the sensors’

rise time behavior. The uncertainty �(∆�) is conservatively

estimated to correspond to the length of this continuous

increase in pressure of maximum 1 ;s, as the exact time

of the passage of the ISW over the sensor lies in this time

interval. A second term is added to �(∆�), which describes

that the data acquisition card only records the pressure sig-

nals at finite sampling time intervals of 0.1 ;s.

The uncertainty of IDT measurement of first and main

ignition stage �(�) is determined from the uncertainty in

test temperature �(�5), test pressure �(�5), and composi-

tion �(��) with the law of propagation of uncertainty,64

�(�)

=

√√√√
(

8�

8�5

)2

�2(�5) +

(
8�

8�5

)2

�2(�5) +

�∑

�=1

(
8�

8��

)2

�2(��).

(13)

The sensitivities (
8�

8�5
,
8�

8�5
,
8�

8��
) are obtained numerically

with a central difference scheme and employing a chosen

chemical–kinetic model, either for the first or main igni-

tion stage. Hence, the quality of the uncertainty estimate

for IDT depends on the prediction of the relation between

IDT and input quantities by the chosen chemical–kinetic

model. Because of the nonlinear dependency of the IDT on

the test temperature, second-order terms may need to be

considered in the formulation for IDTuncertainty in Equa-

tion (13). It was verified that second-order terms in the

temperature are negligible compared to the other uncer-

tainty components, as they amount to less than 3% of the

total uncertainty.

An additional uncertainty component of 12.5 ;s is added

to IDT uncertainty, which accounts for the extraction of

IDT from the measured time histories of pressure and

chemiluminescence data, with respect towhen counting of

IDT ends and starts. This value results from the oscillation

of the pressure sensor with a frequency between 20 and

40 kHzwhen the reflected shock passes it, which causes an
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uncertaintywith respect to the beginning of IDTwithin the

first quarter period of the oscillation. The worst case esti-

mate of this uncertainty of 12.5 ;s is assumed for all mea-

surements of first andmain stage IDT. Note that oscillation

and other effects causing uncertaintywith respect to begin-

ning of IDT (such as finite pressure sensor surface) are

superposed, which is why they are not considered as addi-

tional uncertainty components. The chemiluminescence

signal at 407 nm is relatively weak adding an additional

uncertainty of 10% to the extraction of the moment of first-

stage ignition. Note that extraction uncertainty becomes

only significant for very short IDTs of the order of the

extraction uncertainty. Nevertheless, measuring IDTs in

shock tubes of less than 50 ;s is not recommended.7

The uncertainty of each measurement presented in this

paper is analyzed in depth with the analysis presented

above. The maximum uncertainties of species mole frac-

tions in the prepared gas mixtures are 1.80% for DME,

1.46% for oxygen, and 1.01% for the diluent gas (average

values: 1.1% for DME, 1.3% for oxygen, and 0.8% for the

diluent gas). The maximum uncertainty in test tempera-

ture amounts to 24.8 K or 1.96%, and the maximum uncer-

tainty in test pressure amounts to 0.66 bar or 3.8%. On

average, the uncertainty when determining the test tem-

perature amounts to 8.9 K (0.82%) and 0.24 bar (1.9%) for

the test pressure. For estimating the sensitivity functions

in Equation (13) the chemical–kineticmodel AramcoMech

3.0 is chosen, as it shows good agreement with measure-

ment data.39 The resulting uncertainty in IDT is estimated

to a maximum of 56.2% and 16.7% on average. Note that

large uncertainty is present for short IDTs, which is caused

by the relatively high extraction uncertainty component.

When extraction uncertainty is not considered, a signifi-

cantly lower maximum uncertainty of 28.8% is present in

the measurement, while the average uncertainty is only

slightly lowerwith 13.5%. This proves that only a small frac-

tion of measured IDTs exhibits high uncertainty. At the

same time, this demonstrates the importance of consider-

ing extraction uncertainty for very short IDTs.

5.2 Analysis of uncertainty components

From the different uncertainty contributions to IDT uncer-

tainty, the contribution from test temperature uncertainty

is recognized by all researchers as significant (Table 3), as

IDT is strongly dependent on test temperature. The ISW

speed is mostly considered as an uncertainty cause for

test temperature, while the influence of initial temperature

and mixture composition uncertainty is often neglected

(Table 3). In the following, the relative importance of the

different uncertainty components regarding the test tem-

perature will be analyzed. Based on that analysis, it will

be discussed whether a neglection of a certain component

may lead to underprediction of uncertainty depending on

the test gas mixture. It should be emphasized that IDTs are

oftenmeasured highly diluted in argon (Table 1), while this

publication focuses on undiluted fuel–air mixtures.

Sensitivity functions (i.e.,
8�5

8�1
,
8�5

8��
,
8�5

8��
in Equation 11)

determine the weight with which an input uncertainty

contributes to the overall test temperature uncertainty.

Hence, they are the base for assessing the susceptibility of

the test temperature measurement to certain input quanti-

ties.

To analyze how the importance of uncertainty contribu-

tions for test temperature change between a DME–oxygen

mixture highly diluted in argon and a DME–air mixture,

the sensitivity functions of the stoichiometric mixtures M1

and M3 are compared. Significantly different sensitivity

magnitudes are observed for mixtures M1 and M3 (Fig-

ure 9). In contrast, the sensitivity of the test temperature to

all the input quantities exhibitsmerely a slight dependency

on the equivalence ratio of the DME–air mixture (com-

pare mixtures M2–M4 in Figure 9). The sensitivity of the

test temperature to the ISW velocity ��5∕��� of mixture

M1 is higher compared to M3, whereas the sensitivity to

the initial temperature ��5∕��1 is lower for all considered

test temperatures for mixture M1. Thus, the uncertainty in

ISW velocity contributes to the combined uncertainty in

the test temperature with a lower weight for the DME–air

mixture, while the uncertainty in the initial temperature

contributes with a higher weight compared to the DME–

oxygen mixture highly diluted in argon. It is additionally

to note that, for both mixtures M1 and M3, the test tem-

perature shows the highest absolute sensitivity to the DME

mole fraction (Figure 9, right) out of all species.

A comparison of the influence of different uncertainty

components is complicated from analyzing sensitivity

functions only, as the input quantities, as well as their

uncertainties, exhibit different magnitudes. To account for

this, the contribution of each input quantity is considered

in the following as the absolute value of the product of

sensitivity function and input uncertainty (| 8�5
8�1

⋅ �(�1)|,

| 8�5
8��

⋅ �(��)|, |
8�5

8��
⋅ �(��)|, compare Equation 11). Mean-

ing, for each uncertainty source the resulting uncertainty

in test temperature is determined. In the following, it is

investigatedwith the help of these contributionswhether it

is always valid to determine the uncertainty in test temper-

ature based on the uncertainty in ISW speed solely, as it is

sometimes done in the literature (Table 3). In other words,

it will be examined whether a neglection of the uncer-

tainty contributions from composition and initial temper-

ature will lead to an underprediction of test temperature

uncertainty. In order to do this, a case of very low uncer-

tainty in ISW speed (2.7 m/s) and high uncertainty in
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F IGURE 9 Sensitivity functions of test temperature for DME–synthetic air mixture at different equivalence ratios (M2–M4) and argon-

diluted DME–oxygen mixture (M1) [Color figure can be viewed at wileyonlinelibrary.com]

F IGURE 10 Test temperature uncertainty

contribution from ISW speed, composition, and

initial temperature uncertainty compared to

overall temperature uncertainty (statistical RSS

and brute-force estimate). Two cases of different

uncertainty in ISW speed of 2.7 and 5.4 m/s are

considered [Color figure can be viewed at

wileyonlinelibrary.com]

the other components (�(�1) = 1.2 K, �(�DME) = 1.8%,

�(�O2
) = 1.5%, �(�Ar/N2

) = 1.0%) is analyzed for the sto-

ichiometric mixtures M1 and M3. In Figure 10, all uncer-

tainty components other than ISW speed are illustrated

as a stacked area plot to compare their contribution with

the contribution of ISW speed to test temperature uncer-

tainty. Even for the presented case of very low uncertainty

in ISW speed, the ISW speed is still the largest test tem-

perature uncertainty source for both mixtures (Figure 10).

However, the from ISW speed resulting uncertainty in test

temperature is smaller by almost a factor of two for the

DME–air mixture M3 (Figure 10), which can be attributed

to the lower sensitivity 8�5∕8�� of mixture M3 compared

to M1 (Figure 9). Because of the lower uncertainty contri-

bution from ISW speed, the sum of all other uncertainty

contributions is comparably large for mixture M3 (com-

pare shaded area to black solid line in Figure 10). However,

the total uncertainty in test temperature is only marginally

larger than the contribution from ISW speed for both mix-

tures, indicating that the other uncertainty components
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are not significant. For a case with larger uncertainty in

ISW speed (dashed lines in Figure 10, factor of two), the

difference is even smaller indicating an even smaller sig-

nificance of components other than ISW speed for cases

with a less extreme distribution of uncertainties. The rea-

son for this is the calculation method of the overall uncer-

tainty as root sumof squares of the components (RSS, com-

pare Equation 11). Uncertainty components only become

important when they are relatively large compared to the

largest uncertainty component, in this case resulting from

the ISW speed.

However, at high temperatures the deviation between

the overall uncertainty in test temperature and contri-

bution from ISW speed deviates slightly, indicating that

other uncertainty contributions may be important. To fur-

ther carefully examine the influence of uncertainty contri-

butions, test temperature uncertainty is additionally esti-

mated conservatively with a brute-force method. For each

condition, the largest deviation in temperature is chosen

from all possible combinations of variations in the inputs

�1 ± �(�1), �� ± �(��),�� ± �(��). The test temperature

uncertainty is conservatively assumed to equal this largest

deviation. At high temperatures, the overall brute-force

uncertainty in test temperature shows a large deviation to

the uncertainty resulting from ISW speed solely (purple

and black lines in Figure 10), indicating that uncertainty

components apart from ISW speed have to be considered

to accurately predict brute-force temperature uncertainty.

However, the brute-force uncertainty estimate is based on

the case of the worst possible combination of input uncer-

tainties and is therefore very unlikely to occur.

To conclude, for the mixtures studied in this work the

assumption to infer test temperature from ISW velocity

uncertainty only leads to a very small underprediction of

the standard statistical (RSS) test temperature uncertainty.

However, if uncertainty is estimated very conservatively

with a brute-force method other uncertainty components

significantly contribute to overall test-temperature uncer-

tainty, especially for the undiluted DME–air mixture.

Not only for the uncertainty in test temperature but

also for the uncertainty in IDT, different calculation

approaches are pursued in the literature. Uncertainty in

IDT arises from its dependency on temperature, pres-

sure, and mixture composition, besides uncertainties aris-

ing from IDT definition and extraction frommeasurement

data. While the propagation of test temperature uncer-

tainty into IDT uncertainty is considered in all of the ana-

lyzed publications (Table 3), uncertainty in test pressure

and mixture composition is not always considered as IDT

uncertainty cause. This again raises the question whether

the neglection of uncertainty components leads to under-

prediction of IDT uncertainty. Therefore, it is investigated

how significant different IDT uncertainty components are.

Sensitivity functions of IDT (
8�

8�5
,
8�

8�5
,
8�

8��
in Equation 13)

are used to analyze the weight of different uncertainty

contributions for all investigated mixtures (Figures 11 and

12), similar to the analysis of test temperature uncertainty.

The sensitivities presented here are estimated with Aram-

coMech 3.0.67

The sensitivity of IDT to test temperature 8�∕8�5
exhibits zero crossings due to negative temperature coef-

ficient (NTC) behavior of DME (Figure 11, top left). At

values with 8�∕8�5 close to zero, the uncertainty in test

temperature contributes only little to IDT uncertainty. At

the same time, the sensitivity functions of IDT to pres-

sure 8�∕8�5 and mixture composition 8�∕8�� (Figure 11,

top right and bottom) exhibit extrema in the intermedi-

ate temperature range (Figure 11, top right and bottom).

Hence, uncertainties in test pressure and mixture compo-

sition will contribute with a higher weight to overall IDT

uncertainty in this temperature range,which indicates that

they may be important for accurate determination of over-

all IDT uncertainty. The extrema in 8�∕8�5 and 8�∕8�� are

shifted to higher temperatures at higher test pressures and

larger equivalence ratios.

All of the sensitivity functions exhibit larger absolute

values at low pressures and equivalence ratios (Figure 11

and 12). Furthermore, the magnitude of sensitivity func-

tions is significantly higher for the argon-diluted mixture

M1 (compare Figure 11 and 12).

However, it is again difficult to conclude the significance

of input uncertainty from sensitivity functions solely, as

uncertainties in the input quantities also exhibit differ-

ent magnitudes. Analogous to the analysis of test temper-

ature uncertainty, example values of input uncertainties

are used to determine their resulting contribution to IDT

uncertainty (| 8�

8�5
⋅ �(�5)|, |

8�

8�5
⋅ �(�5)|, |

8�

8��
⋅ �(��)|, com-

pare Equation 13). Here, average values from the measure-

ments conducted in the scope of this publication are cho-

sen for the input uncertainties of 0.82% in �5, 1.9% in �5,

1.1% in �DME, 1.3 % in �O2
, and 0.8% in �N2∕Ar. Again, all

uncertainty components other than temperature are pre-

sented as a stacked graph to compare their contribution

to IDT uncertainty with the contribution from tempera-

ture (Figure 13). In order to investigate the influence of

mixture composition on themagnitudes of different uncer-

tainty components, both stoichiometric mixtures M3 and

M1 are exemplary compared at 35 bar. The graphs for all

other mixtures and pressures are provided in the Support-

ing Information (Figures 2 and 3). Especially in the inter-

mediate test temperature region, the uncertainty contri-

butions of pressure and composition to IDT uncertainty

are relatively large compared to the uncertainty resulting

from test temperature, as already indicated by analysis of

sensitivity functions (Figure 13). In the intermediate tem-
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F IGURE 11 Sensitivity of IDT to test temperature, pressure, and mole fractions for DME–synthetic air mixtures at different equivalence

ratios (mixtures M2–M4) and pressures [Color figure can be viewed at wileyonlinelibrary.com]

perature range, the overall RSS uncertainty of IDT differs

significantly from IDT uncertainty caused by test temper-

ature only, demonstrating that other uncertainty contri-

butions substantially add to overall IDT uncertainty. That

means, neglecting the uncertainty in IDT, which is caused

by uncertainty of test pressure and species mole fraction,

would underestimate the uncertainty of IDT in the inter-

mediate temperature range.

The magnitude of the different uncertainty components

only shows a weak dependency on test pressure and sto-

ichiometry, while the region with significant contribution

from pressure and composition is shifted to higher temper-

atures for larger equivalence ratios and higher pressures

(compare Figures 2 and 3 in the Supporting Information).

The small resulting uncertainty from test temperature

in the intermediate temperature range can be attributed

to NTC behavior. This indicates that for fuels with NTC

behavior a neglection of uncertainty components other

than test temperature may lead to a significant underpre-

diction of IDTuncertainty in the intermediate temperature

range. Whereas for fuels that do not exhibit NTC behav-

ior approximating IDT uncertainty by solely considering

test temperature as an uncertainty source may not lead to

underprediction. However, careful analysis from case to

case is necessary.

Note that the uncertainties in test pressure and test tem-

perature which propagate into IDT uncertainty originate

from uncertainties in species mole fraction, initial temper-

ature and pressure, and ISW velocity. Hence, it is possi-

ble to distinguish speciesmole fraction, initial temperature

and pressure, and ISW velocity as uncertainty contributors

of IDTuncertainty (Figures 4 and 5 in the Supporting Infor-

mation).

6 IDTMEASUREMENT OF DME

IDTs of DME are measured highly diluted in argon (mix-

ture M1) at a mean pressure of 10.4 bar aiming at vali-

dating the measurement method. Furthermore, a series

of undiluted IDT measurements of DME–air mixtures

at lean, stoichiometric, and rich conditions is performed
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F IGURE 1 2 Sensitivity of IDT to test temperature, pressure, and mole fractions for highly in argon-diluted mixture M1 at different pres-

sures [Color figure can be viewed at wileyonlinelibrary.com]

F IGURE 13 Relative uncertainty in IDT

caused by uncertainties in test temperature,

composition, and test pressure for stoichiometric

DME–synthetic air mixture (M3) and stoichiometric

argon-diluted DME/oxygen mixture (M1) at 35 bar

[Color figure can be viewed at

wileyonlinelibrary.com]

at the mean pressures listed in Table 4.1 Note that for

eachmeasurement point, the measurement conditions are

achieved behind a reflected shock wave, that is they can-

not be set directly. Therefore, the measurement pressure

varies slightly from measurement point to point and thus

a mean pressure is provided. The exact measurement con-

ditions for each measurement point together with their

IDTs are provided in the Supporting Information (Tables 1–

1 IDT data at equivalence ratio of 1 and pressure of approximately 35 bar

is already published in Ref. 39.

4). Furthermore, DME is known to exhibit NTC behavior

and two-stage ignition. For the measurements at approxi-

mately 35 bar, first-stage IDT is also detected as described

in Section 2.

TABLE 4 Average pressures of undiluted measurements

� Mean pressure (bar)

0.5 7.6 11.6 34.9

1.0 7.8 12.9 34.9

2.0 7.6 11.3 35.4
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F IGURE 14 Measured IDT for mixture M1 in comparison to

data from Pan et al.21 Model prediction with Aramco-Mech 2.0 with

constant volume (CV) assumption and accounting for nonideal pres-

sure increase of 4%/ms (VV) [Color figure can be viewed at wileyon-

linelibrary.com]

6.1 Validation of method

In order to validate the measurement method in the newly

built facility, IDTs are measured and compared to corre-

sponding literature data for both, DME–air mixtures and

highly in argon-diluted mixtures , and to predictions by

the recent detailed chemical–kinetic model AramcoMech

3.0.67

Figure 14 comparesmeasured IDTs ofmixtureM1 to data

from Pan et al.21 Both data agree very well within their

corresponding measurement uncertainty, indicating that

the measurement method in the newly built shock tube

is applicable for highly diluted mixtures. Note that IDT

uncertainties in Ref. 21 are determined based on temper-

ature uncertainty, which is determined from the uncer-

tainty in ISW speed, solely. The present uncertainty analy-

sis includes additional uncertainty sources.

Validationmeasurements with undiluted DME–air mix-

tures are performed at a mean pressure of approximately

12 bar at equivalence ratios of 0.5, 1.0, and 2.0 (Fig-

ure 15). al.29 observed at an equivalence ratio of 1 in the

NTC temperature range can be explained by the deviation

in test pressure between the two data sets. IDTs in Ref.

29 are measured at a lower pressure than the data pre-

sented here, which is recorded at around 13 bar in theNTC-

temperature range. IDTs are in better agreement with the

ones reported in Ref. 28.

6.2 IDTs of undiluted DME–air
mixtures

In order to investigate the influence of pressure and equiv-

alence ratio on IDTs of DME–air mixtures over a range of

temperatures, measurements are conducted at mean pres-

sures of approximately 8, 12, and 35 bar and at equiva-

lence ratios of 0.5, 1.0, and 2.0 (see Table 4). Addition-

ally, constant volume and variable volume simulations are

performed at the average pressure of each measurement

curve. As described in Section 3, the nonideal pressure

rise is integrated into variable volume modeling based on

the correlation to the actual measured nonideal pressure

rise (Equation 4). That means, a specific nonideal pressure

rise is used for each condition and mixture. This approach

circumvents using the same nonideal pressure rise over a

range of conditions, as commonly done in the literature,

for example, in Refs. 18, 21, 22, 24, 26.

Figure 16 compares the prediction of IDTs for the

most recently developed chemical–kinetic model Aram-

coMech 3.0 to the measurement data using both mod-

eling assumptions, constant, and variable volume. Addi-

tionally, the comparison to measurement data has been

conducted with other detailed chemical–kinetic models

and is provided in the Supporting Information (Figures 6–

8). DME–air mixtures exhibit a NTC region (Figure 16),

which is also observed in other studies, for example, Refs.

28 and 29. As expected, a pressure increase from 8 to

35 bar decreases IDTs significantly over the whole temper-

ature range (Figure 16). The temperature region with NTC

behavior is shifted to higher temperatures when the pres-

sure is increased (Figure 16,  = 1.0, and  = 2.0), which is

also observed in other studies, for example, Refs. 28 and 29.

With increasing equivalence ratio, IDTs of DME–air mix-

tures decrease (Figure 17) and the NTC temperature region

is shifted to higher temperatures.29

The difference between constant and variable volume

modeling is especially significant at low temperatures and

pressures, as long IDTs are more affected by the nonideal

pressure increase behind the reflected shock6 (Figure 16).

However, due to the slight pressure variation betweenmea-

surement points, it is not possible to assess which model-

ing approach represents the data better solely based on Fig-

ure 16. Therefore, this will be investigated in the next sec-

tion from simulations that resemble the conditions in each

measurement point.

First-stage IDT is investigated at a pressure of approxi-

mately 35 bar for all investigated equivalence ratios. Mea-

sured IDTs of the first and main ignition stages are com-

pared to the prediction of AramcoMech 3.0 at the mean

pressure provided in Table 4 (Figure 17). First-stage igni-

tion is not very sensitive to the equivalence ratio (Fig-

ure 17). This was already observed for n-heptane42 and for
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F IGURE 15 Measured IDTs for mixtures M2, M3, and M4 in comparison to data from Burke et al.29 and Pfahl et al.28 Model prediction

with Aramco-Mech 2.0 with constant volume (CV) assumption and accounting for non-ideal pressure rise obtained with correlation (4) (VV)

[Color figure can be viewed at wileyonlinelibrary.com]

F IGURE 16 Temperature dependency of IDT of DME–air mixtures at pressures of approximately 8, 12, and 35 bar and equivalence ratios

 of 0.5, 1.0, and 2.0. Comparison to prediction by AramcoMech 3.0 using constant (CV) and variable (VV) volume modeling [Color figure can

be viewed at wileyonlinelibrary.com]

F IGURE 17 Temperature dependency of first-stage IDT of

DME–air mixtures of different equivalence ratios at 35 bar. Com-

parison to variable volume model prediction with AramcoMech 3.0

[Color figure can be viewed at wileyonlinelibrary.com]

CO2-diluted DME–air mixtures.
39 Mittal et al.25 report a

weak dependency on oxygen mole fraction, which is not

observed here, as the oxygenmole fraction varies less com-

pared to the mixtures investigated in Ref. 25. The slight

deviation between the prediction by Aramco Mech 3.0

and the experimentally recorded first-stage IDT may be

attributed to the difficult measurement yielding a weak

signal and a correspondingly a high signal-to-noise ratio.

However, the general tendency is reproduced very well by

AramcoMech 3.0.

6.3 Prediction by chemical mechanisms

With the measured IDTs, it is assessed how well avail-

able chemical–kinetic models predict IDTs of undiluted

DME–air mixtures. Based on topicality and comprehen-

siveness, seven models for DME ignition are chosen for

comparison to measurement data. The chemical–kinetic

models, together with the validation data for IDTs which

was used upon publication of the respective model, are
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T
/K

T
/K

Relative Relative

F IGURE 18 Deviation between kineticmodel prediction andmeasured IDTwith variable volume (VV, left) and constant volume assump-

tion (CV, right) at 35 bar and for stoichiometric mixture M3. Measurement uncertainties are provided as error bars [Color figure can be viewed

at wileyonlinelibrary.com]

listed in Table 5. Note that, for AramcoMech 3.0, it is

assumed that the same validation data asNUIGMech 56.54

were used, as it builds on it.67 IDTs of undiluted DME–air

mixtures are used as validation data as reported by Pfahl

et al.,28 Burke et al.,29 Li et al.,26 and from Mittal et al.25

Recently published chemical–kinetic models for DME use

more measurement data of undiluted mixtures for valida-

tion, as it was available upon model construction, whereas

LLNL DMEMech and Princeton ZhaoMech only use data

of undiluted mixtures from Pfahl et al.28

In order to compare measurement and model predic-

tion, simulations are conducted that resemble the condi-

tions in each measurement point (as provided in Support-

ing Information Tables 1–4) to determine which mecha-

nisms reproduces the measurement data best. Constant,

as well as variable volume simulations, with the nonideal

pressure rise taken from the correlation (4) are conducted.

The relative deviation between modeled IDT �mech and

measured IDT �meas is determined as

�mech(�, �, ) − �meas(�, �, )

�meas(�, �, )
. (14)

Figure 18 shows the relative deviation between measure-

ment points and model prediction of IDT exemplary for

stoichiometric composition at 35 bar. Additionally, in Fig-

ure 18 an average of the relative deviation between mea-

sured and modeled IDT over the investigated temperature

range (�� − �0) is provided,

1

�� − �0 ∫
��

�0

||||
�mech(�, �, ) − �meas(�, �, )

�meas(�, �, )

||||
��. (15)

The integral in (15) is approximated at the measurement

points using the trapezoidal rule.

For most temperatures and chemical–kinetic models,

variable volume modeling shows less deviation to mea-

surement data (Figure 18). The models from the Aram-

coMech family generally exhibit good agreement with

the measurement data. For most temperatures, the devia-

tion between mechanism prediction and measured IDT is

within measurement uncertainty. AramcoMech 3.0 shows

the best agreement to measurement data of all the con-

sidered models (Figure 18). The due to its small number

of species widely used Princeton Zhao Mech shows good

agreement to the measurement data at low temperatures .

However, Princeton ZhaoMech overpredicts IDTs at inter-

mediate temperatures significantly, owing to a shift of pre-

dicted IDTs to higher values and a too high steepness of

the IDT’s temperature dependency in theNTC-region com-
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TABLE 6 Average deviation over the range of considered temperatures (determined with Equation 15) between measured and modeled

IDTs (variable volume modeling) in percentage

Pressure 8 12 35

 0.5 1.0 2.0 0.5 1.0 2.0 0.5 1.0 2.0

Mechanism

LLNL DMEMech 20.84 21.27 16.64 10.11 14.40 19.58 35.12 29.29 30.43

Princeton Zhao Mech 19.07 32.91 36.69 19.20 28.22 23.38 63.18 27.39 29.59

NUIG Mech 56.54 25.50 34.26 32.11 17.47 19.62 22.23 36.89 10.22 13.21

San Diego DMEMech 41.32 36.74 41.25 41.41 18.41 16.71 24.43 15.87 19.82

AramcoMech 1.3 22.64 32.11 25.71 16.48 20.69 17.24 43.84 10.17 11.20

AramcoMech 2.0 25.45 34.31 32.86 20.21 20.64 24.28 32.74 13.31 14.52

AramcoMech 3.0 25.41 34.13 30.87 16.78 19.26 19.08 36.18 7.91 8.81

T
/K

T
/K

Relative Relative

F IGURE 19 Deviation between kinetic model prediction and measured first-stage IDT with variable volume (VV, left) and constant

volume assumption (CV, right) at 35 bar and for stoichiometric mixture. Measurement uncertainties are provided as error bars [Color figure

can be viewed at wileyonlinelibrary.com]

pared to measured IDTs (see Figure 8 in Supporting Infor-

mation).

For all the other investigated equivalence ratios and

pressures, the comparison ofmeasurement andmodel pre-

diction similar to Figure 18 can be found in the Supporting

Information (Figures 9 and 10). In order to briefly com-

pare with model prediction over the whole range of pres-

sures and equivalence ratios, the average deviation (com-

pare Equation 15) is provided in Table 6. The prediction of

IDTs from models of the AramcoMech family and NUIG

Mech 56.54 is generally good. AramcoMech 3.0 shows very

close agreement to measured IDTs for stoichiometric and

rich mixtures at 35 bar.

Note that at 35 bar the lean mixture’s IDT shows larger

deviation to the prediction by all models, indicating a non-

ideal effect is present in the measurement at these condi-

tions. In other studies, preignition in hotspots away from

the end wall has been observed82–84 caused by nonunifor-

mities due to the interaction of the reflected shock with

the boundary layer. These local ignition kernels induce

pressure waves that travel to the measurement plane and

decrease IDT at the end wall. Based on the available data,

it is not possible to unambiguously confirm that local igni-

tion kernels are the cause for the deviation between mod-

eling and measurement. For further investigation, a mea-

surement setup is needed with optical access, as, for exam-

ple, in Ref. 85.

Themodel prediction of first-stage IDT is also compared

to measurement data for a pressure of 35 bar exemplary

for the stoichiometric mixture (Figure 19). Note that first-
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stage IDT is determined based on different time series in

modeling and measurement data processing (Section 3).

It is assumed that this only adds a negligible uncertainty

compared to measurement uncertainty when comparing

measured and modeled first-stage IDTs. AramcoMech 3.0

shows the closest agreement to measured first-stage IDT

fromall investigatedmechanisms,while LLNLDMEMech

as well as San Diego DME Mech tend to overpredict first-

stage IDTs. It is important to emphasize that the measure-

ment uncertainty is relatively large, and therefore a large

fraction ofmodel prediction is withinmeasurement uncer-

tainty.

The deviation between model prediction and measured

first-stage IDTs similar to Figure 19 is provided in the Sup-

porting Information for lean and rich mixtures (Figure 11).

Generally, the chemical–kinetic models from the Aram-

coMech family and NUIG Mech 56.64 predict first-stage

IDTs well for all investigated mixtures.

7 CONCLUSION

A new shock tube facility for measurement of IDTs is

introduced facilitating investigations of alternative syn-

thetic fuels at practically relevant conditions. Due to

their wide practical application, undiluted fuel–air mix-

tures are investigated in this publication, in contrast to

highly argon-diluted fuel–oxygenmixtureswhich are often

considered. This puts the focus on challenges related to

shock tube measurements, as the nonideal pressure rise is

larger for mixtures that are not highly diluted in argon.5

Furthermore, undiluted fuel–air mixtures may engender

additional significant components in uncertainty analy-

sis of IDT measurement, which may have been previ-

ously neglected.

A series of nonreactive measurements in synthetic air

and argon are performed to characterize shock tube behav-

ior. First, the nonideal pressure rise is obtained from mea-

surement data. Comparison to literature data shows simi-

lar shock tube performance as in Ref. 46 even though the

internal diameter is smaller, indicating that the diameter

effect on the nonideal pressure rise becomes less important

for larger shock tube diameters. In order to integrate the

nonideal pressure rise automated into chemical–kinetic

modeling of fuel–air mixtures, a new approach is devel-

oped, which is based onmeasurement data of synthetic air.

The advantage of this approach is that for each investigated

condition and mixture a single nonideal pressure rise can

be determined with minimal effort.

Furthermore, available test times are extracted for syn-

thetic air and argon test gases from nonreactive measure-

ment data. The experimentally determined test times dif-

fer from the prediction based on ideal shock tube behav-

ior. A semiempirical model for test times is developed,

which corrects the ideal shock tube test time calculation

with nonreactive measurement data. The model shows

very good agreement to measured test times of DME–air

mixtures. With this model, test times of reactive mixtures

can be determined easily from test time measurements of

nonreactive mixtures without a complex model describing

nonideal shock tube behavior. Thus, it is possible to predict

available test times a priori and support the measurement

by providing limits for experimental IDT.

A comprehensive uncertainty analysis is performed for

the new shock tube facility to give very precise estimates of

the measurement uncertainty. A literature review showed

that uncertainty determination in shock tube IDT mea-

surements is not handled universally. Therefore, a theo-

retical analysis on the significance of certain uncertainty

contributions is performed. Test temperature uncertainty

is often determined based on uncertainty in ISW velocity,

while other possible uncertainty sources, such as mixture

composition and initial temperature, are neglected. Anal-

ysis shows that this approach does not lead to a significant

underprediction of test temperature uncertainty when the

standard statistical calculationmethod is used. However, if

test temperature uncertainty is determined conservatively

with a brute-force method, additional uncertainty com-

ponents have to be considered besides ISW speed uncer-

tainty, especially for undiluted fuel–airmixtures. Nonethe-

less, brute-force uncertainty is based on a case with a very

specific uncertainty distribution, which is very unlikely to

occur. Therefore, if uncertainty in test temperature is to

be determined with standard confidence, the ISW veloc-

ity can be assumed as the only uncertainty source with-

out large underprediction of total test temperature uncer-

tainty. Additionally, uncertainty sources of IDT are inves-

tigated for the studied reactive mixtures. In the litera-

ture, IDTuncertainty is often determined fromuncertainty

in test temperature solely. Analysis shows that test pres-

sure and mixture composition are significant uncertainty

sources in the intermediate temperature range, which can

be attributed toDME’sNTC behavior. Hence, for fuels with

NTC behavior a comprehensive uncertainty analysis tak-

ing into account multiple uncertainty sources for IDT is

recommended to accurately predict measurement uncer-

tainty.

Reactive experiments are performed to validate themea-

surement method by comparison to literature data and

to investigate the effect of pressure and equivalence ratio

on IDT of DME–air mixtures. IDTs of DME–air mixtures

decrease with increasing pressure and equivalence ratio

in the investigated temperature range and NTC behavior

is observed. Additionally, first-stage IDTs are reported for

lean, stoichiometric, and rich DME–air mixtures at a pres-

sure of 35 bar in order to extend the experimental data base
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of DME first-stage ignition, which is to this date still rela-

tively scarce. It was found that first stage IDT is not very

sensitive to the equivalence ratio of the mixture.

IDTs at the exact measurement conditions are com-

puted with various chemical–kinetic models. Simulations

that take into account nonideal shock tube behavior show

closer agreement to measurement data. Generally, the pre-

diction of measured IDTs by mechanisms from the Aram-

coMech family is very good.

Thus, the presented new approaches of integrating the

nonideal pressure rise into modeling and the comprehen-

sive uncertainty analysis support the interpretation and

comparison of measurement data to model prediction and

hence the evaluation of the reliability of chemical–kinetic

models. In thisway, they also support the development and

validation of chemical–kinetic models in general.
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