
Progress of Theoretical Physics Supplement No. 134, 1999 47

IIB Matrix Model

Hajime Aoki,1,∗) Satoshi Iso,1,∗∗) Hikaru Kawai,2,∗∗∗) Yoshihisa Kitazawa,1,†)

Asato Tsuchiya3,††) and Tsukasa Tada4,†††)

1 High Energy Accelerator Research Organization, KEK
Tsukuba 305-0801, Japan

2 Department of Physics, Kyoto University, Kyoto 606-8502, Japan
3 Department of Physics, Osaka University, Toyonaka 560-0043, Japan

4 Tohwa Institute for Science, Tohwa University, Fukuoka 815-8510, Japan

We review our proposal for a constructive definition of superstring, type IIB matrix
model. The IIB matrix model is a manifestly covariant model for space-time and matter
which possesses N = 2 supersymmetry in ten dimensions. We refine our arguments to re-
produce string perturbation theory based on the loop equations. We emphasize that the
space-time is dynamically determined from the eigenvalue distributions of the matrices. We
also explain how matter, gauge fields and gravitation appear as fluctuations around dynam-
ically determined space-time.

§1. Introduction

Several proposals have been made as constructive definitions of superstring the-
ory. 1), 5) - 13) The type-IIB matrix model, 1) - 3) a large N reduced model of maximally
supersymmetric Yang-Mills theory, is one of those proposals. It is defined by the fol-
lowing action:

S = − 1
g2

Tr
(
1
4
[Aµ, Aν ][Aµ, Aν ] +

1
2
ψ̄Γµ[Aµ, ψ]

)
, (1.1)

where Aµ and ψ are N × N Hermitian matrices, the former is a ten-dimensional
vector and the latter is a ten-dimensional Majorana-Weyl spinor field respectively.
It is formulated in a manifestly covariant way, which is suitable for studying nonper-
turbative issues of superstring theory. Since it is a simple model of matrices in zero
dimension, it does not possess degenerate vacua unlike its higher dimensional cousins.
It is possible that the model possesses a unique vacuum, namely our space-time. If
so, we can in principle predict the dimensionality of the space-time, low-energy gauge
group and matter contents by solving this model. In such an endeavor, this model
can be studied by numerical simulations effectively. In this paper, we review the IIB
matrix model and explain how the space-time appears dynamically and how the low
energy gauge symmetry and diffeomorphism invariance emerge microscopically.
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We first list several important properties of the IIB matrix model. This model
can be regarded as a large N reduced model of ten-dimensional N = 1 supersym-
metric SU(N) Yang-Mills theory. It was shown 14) that a large N gauge theory
can be equivalently described by its reduced model, namely a model defined on a
single point. In this reduction procedure, a space-time translation is represented in
the color SU(N) space, and the eigenvalues of the matrices are interpreted as the
momenta of fields. Therefore, the basic assumption in this identification is that the
eigenvalues are uniformly distributed. As a constructive definition of a superstring,
on the other hand, we will see that we need to interpret the eigenvalues of matrices
as the coordinates of space-time points. The interpretation is T-dual to the above.

Since our IIB matrix model is defined on a single point, the commutator of the
supersymmetry which we inherit from the ten-dimensional N = 1 supersymmetric
SU(N) Yang-Mills theory,{

δ(1)Aµ = iε̄1Γµψ
δ(1)ψ = i

2Γ
µν [Aµ, Aν ]ε1,

(1.2)

vanishes up to a field-dependent gauge transformation, and we can no longer interpret
this supersymmetry as space-time supersymmetry in the original sense. However,
after the reduction, we acquire an extra bosonic symmetry,

δAµ = cµ1, (1.3)

whose transformation is proportional to the unit matrix 1 and an extra supersym-
metry, {

δ(2)Aµ = 0
δ(2)ψ = ε2.

(1.4)

The linear combinations of these two supersymmetries (1.2) and (1.4),

Q̃(1) = Q(1) +Q(2), Q̃(2) = i(Q(1) −Q(2)), (1.5)

satisfy the following commutation relations,

[ε̄1Q̃(i), ε̄2Q̃(j)] = −2ε̄1γµε2pµδ(ij), (1.6)

where pµ is the generator of the translation (1.3) and i, j = 1, 2. Therefore, if we
interpret the eigenvalues of the matrices Aµ as our space-time coordinates, the above
symmetries can be regarded as ten-dimensional N = 2 space-time supersymmetry.
Since the maximal space-time supersymmetry guarantees the existence of gravitons
if the theory permits the massles spectrum, it supports our conjecture that the IIB
matrix model is a constructive definition of superstring. This is one of the major
reasons to interpret the eigenvalues of Aµ as being the coordinates of the space-time
which has emerged out of the matrices.

The second important and confusing property is that the model has the same
action as the low-energy effective action of D-instantons. 15) We should emphasize
here the differences between these two theories, since we are led to different inter-
pretations of space-time. From an effective-theory point of view, the eigenvalues
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IIB Matrix Model 49

represent the coordinates of D-instantons in ten-dimensional bulk space-time, which
we have assumed a priori from the beginning of constructing the effective action.
On the other hand, from a constructive point of view, we cannot assume such a
bulk space-time, in which matrices live. This is because not only fields, but also
the space-time, should be dynamically generated as a result of the dynamics of the
matrices. The space-time should be constructed only from the matrices. The most
natural interpretation is that space-time consists of N discretized points, and that
the eigenvalues represent their space-time coordinates. Here we need to assume that
the dynamics of the IIB matrix model is such that the resulting eigenvalue distribu-
tions are smooth enough to be interpreted as Riemannian geometry.

A final important property is that the type-IIB matrix model has no free pa-
rameters. The coupling constant g can always be absorbed by field redefinitions:{

Aµ → g1/2Aµ

ψ → g3/4ψ.
(1.7)

This is reminiscent of string theory where a shift of the string coupling constant
is always absorbed to that of the dilaton vacuum expectation value (vev). In an
analysis of the Schwinger-Dyson equation of the IIB matrix model, 2) we introduced
an infrared cut-off ε, which gives a string coupling constant, gst = 1/Nε2. How-
ever, through a more careful analysis of the dynamics of the eigenvalues, 3) we have
shown that there is no such infrared divergences associated with infinitely separated
eigenvalues, and that the infrared cutoff ε which we have introduced by hand can be
determined dynamically in terms of N and g. (The Schwinger-Dyson equation and
the double scaling limit are discussed in §2.)

We then explain several reasons we believe that the IIB matrix model is a con-
structive definition of type-IIB superstring in addition to the symmetry argument.
First, this action can be related to the Green-Schwarz action of a superstring 16) by
using the semiclassical correspondence in the large N limit:

−i[ , ] → { , },
Tr →

∫
d2σ
√

ĝ. (1.8)

In fact, Eq. (1.1) is related to the Green-Schwarz action in the Schild gauge: 17)

SSchild =
∫

d2σ

[√
ĝα

(
1
4
{Xµ, Xν}2 − i

2
ψ̄Γµ{Xµ, ψ}

)
+ β

√
ĝ

]
. (1.9)

We need to integrate over the scale factor of the metric
√
g in order to quantize the

Schild action
Z =

∫
D
√
gDXDψe−SSchild. (1.10)

The matrix analog is the following grand canonical ensemble:

Z =
∞∑
n=0

∫
dAdψe−S(β),

S(β) = α

(
−1
4
Tr[Aµ, Aν ]2 − 1

2
Tr(ψ̄Γµ[Aµ, ψ])

)
+ βTr1. (1.11)
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If the large N limit is smooth, we expect that the β → βC limit is identical to
consider the microcanonical ensemble with fixed N and take N large.

The correspondence can go farther beyond the above identification of the model
with a matrix regularization of the first quantized superstring. Namely, we can
describe an arbitrary number of interacting D-strings and anti-D-strings as blocks
of matrices, each of which corresponds to the matrix regularization of a string. Off-
diagonal blocks induce interactions between these strings. 1), 19) Thus, it must be clear
that the IIB matrix model is definitely not the first quantized theory of a D-string,
but a full second quantized theory.

It has also been shown 2) that Wilson loops satisfy the string field equations of
motion for type-IIB superstring in the light-cone gauge, which is a second evidence for
the conjecture that the IIB matrix model is a constructive definition of superstring.
We consider the following regularized Wilson loop: 2), 20)

w(C) = Tr

[
M∏
n=1

exp{iε(kµnAµ + λ̄nψ)}
]
. (1.12)

Here, kµn are the momentum densities distributed along a loop C; we have also
introduced fermionic sources, λn. The symbol ε is a short-distance cutoff of string
world sheet. In the large N limit, ε should go to 0 so as to satisfy the double scaling
limit. In Ref. 2) it was proved, once we have taken the correct scaling limit, that
the N = 2 supersymmetry is enough to reproduce the lightcone field equation of
type IIB superstring from the IIB matrix model. In order to resolve the problem of
the double scaling limit, we need to evaluate several quantities (i.e., an expectation
value of the Wilson loop with almost zero total momentum) and there is still some
subtlety as to how to take this double scaling limit in which we obtain an interacting
string theory. It is discussed extensively in §2.

Considered as a matrix regularization of the Green-Schwarz IIB superstring,
the IIB matrix model describes interacting D-strings. On the other hand, in an
analysis of the Wilson loops, the IIB matrix model describes joining and splitting
interactions of fundamental IIB superstrings created by the Wilson loops. From
these considerations, it is plausible to conclude that if we can take the correct double
scaling limit, the IIB matrix model could become a constructive definition of type-
IIB superstring. Furthermore, we believe that all string theories are connected by
duality transformations, and once we construct a nonperturbative definition of any
one of them, we can describe the vacua of any other strings, particularly the true
vacuum in which we live.

The dynamics of eigenvalues, that is, dynamical generation of space-time was
first discussed in Ref. 3). An effective action of eigenvalues can be obtained by
integrating all of the off-diagonal bosonic and fermionic components, and then the
diagonal fermionic coordinates (which we call fermion zeromodes). If we quench the
bosonic diagonal components, xiµ (i = 1 · · ·N), and neglect the fermion zeromodes
ξi, the effective action for xiµ coincides with that of supersymmetric Yang-Mills
theory with maximal supersymmetry and vanishes respecting the stability of the
supersymmetric moduli. The inclusion of fermion zeromodes as well as the non-
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IIB Matrix Model 51

planar contributions lifts the degeneracy, and we can obtain a nontrivial effective
action for the space-time dynamics. In Ref. 3) we estimated this effective action
by perturbation at one loop, which is valid when all eigenvalues are far from one
another, |xi−xj | � √

g. Of course, this one-loop effective action is not sufficient to
determine the full space-time structure, but we expect that it captures some of the
essential points concerning the formation of space-time. One of important properties
of the effective action is that, as a result of grassmannian integration of the fermion
zeromodes, space-time points make a network connected locally by bond interactions.
This feature becomes important when we extract diffeomorphism symmetry from our
matrix model, which is discussed in §4.

Once we are convinced that IIB matrix model is a constructive definition of su-
perstring, we then have to give natural interpretation of low energy dynamics. That
is, we need to show how we can obtain local field theory in a low energy approxima-
tion and the origin of local gauge symmetry in our space-time generated dynamically
from matrices. We also have to show how the background metric is encoded in a low
energy field theory in the space-time, especially the origin of diffeomorphism invari-
ance. In Ref. 4) we have shown that, if we suppose that the eigenvalue distribution
consists of small clusters of size n, the low-energy theory acquires SU(n) local space-
time gauge symmetry. This gauge invariance assures the existence of a gauge field
propagating in the space-time of distributed eigenvalues. Also, we have obtained
a low energy effective action (a gauge-invariant kinetic action) for a fermion in the
adjoint representation of SU(n), which becomes massless. The low-energy behavior
for these fields is formulated as a lattice gauge theory on a dynamically generated
random lattice, and hence supports our interpretation of space-time. We have also
shown in Ref. 4) that the diffeomorphism invariance of our model originates in in-
variance under permutations of the eigenvalues. Our model realizes the invariance in
an interesting way by summing all possible graphs connecting the space-time points.
The diffeomorphism invariance restricts the low-energy behavior of the model, and
indicates the existence of a massless graviton in the low energy effective field theory
on dynamically generated space-time. The background metric for propagating fields
is shown to be encoded in the density correlation of the eigenvalues, while the dilaton
vacuum expectation value is encoded in the eigenvalue density. A curved background
can be described as a nontrivial distribution of eigenvalues whose density correlation
behaves inhomogeneously.

Both of these fundamental symmetries, local gauge symmetry and the diffeo-
morphism symmetry, originates in the SU(N) invariance of the matrix model. It
is quite interesting that these fundamental symmetries can arise from a very simple
matrix model defined on a single point. These are discussed in §4.

The organization of this paper is as follows. In §2, we review our analysis of
the Schwinger-Dyson equation for the Wilson loops and discuss a problem on the
double scaling limit. In §3, we briefly review our analysis on the dynamics of space-
time, and show how a network picture of space-time arises. Here is an analogy with
the dynamical triangulation approach to quantum gravity. We also discuss a recent
result on numerical simulation. In §4, we discuss a possible origin of low energy gauge
symmetry on a dynamically generated space-time and that of the diffeomorphism
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invariance. We also show that we can obtain a low energy effective action for several
fields by using these low energy symmetries. Such low-energy effective theories are
formulated as a lattice gauge theory on a dynamically generated random lattice.
Section 5 is devoted to discussions.

§2. Loop equations and scaling limit

In this section, we derive the light-cone string field theory of type IIB super-
string 18) from the Schwinger-Dyson equations for the Wilson loops (loop equations).
The purpose of this analysis is to verify that the IIB matrix model indeed reproduces
the standard perturbation series of type IIB superstring and to fix how to take the
scaling limit. Here we review the analysis in Ref. 2) with refinement.

We regard the Wilson loop

w(C) = Tr(v(C)),

v(C) = P exp
(
i

∫ 2π

0
dσ(kµ(σ)Aµ + λ̄(σ)ψ)

)
, (2.1)

as the creation or annihilation operator for the momentum representation eigenstate
of string |kµ, λ(σ)〉, where kµ(σ) is a momentum density on the worldsheet and λ(σ)
is its super-partner. We explain in §2.1 the reason why this interpretation is natural.

The basic equations we consider in the following are the loop equations:

0 =
∫

dAdψ
∂

∂Aα
µ

{Tr(tαv(C1))w(C2) · · ·w(Cl)e−S}, (2.2)

0 =
∫

dAdψ
∂

∂ψα
{Tr(tαv(C1))w(C2) · · ·w(Cl)e−S}, (2.3)

where tα is a generator of U(N) Lie algebra, and an equation which represents the
local reparametrization invariance of the loop:(

kµ(σ)
(

δ

δkµ(σ)

)′
+ λ̄(σ)

(
δ

δλ̄(σ)

)′)
w(C) = 0. (2.4)

2.1. Wilson loops and light-cone setting

In this subsection, we briefly sketch our basic idea for deriving the light-cone
string field theory from the loop equations. For this purpose, let us consider only the
bosonic parts. We emphasize here that we perform this simplification for explanation.
In fact, as is explained later, we cannot obtain the light-cone string field theory from
the bosonic reduced model.

We first explain a motivation to consider the Wilson loops like Eq. (2.1) in the
following. Let us consider a gauge theory in a box with size a. We impose the
periodic boundary conditions on the fields. Then a Wilson (Polyakov) loop is given
by

w(C) = Tr
(
Pei

∫ 2π

0
dσx

′µ(σ)Aµ(xµ(σ))
)
, (2.5)
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IIB Matrix Model 53

where xµ is an arbitrary function which satisfies the condition

xµ(2π)− xµ(0) = nµa. (2.6)

Here the nµ are the winding numbers in the µ-th directions. In the zero volume limit
(a → 0), Eq. (2.5) reduces to

w(C) = Tr
(
Pei

∫ 2π

0
dσx

′µ(σ)Aµ

)
. (2.7)

The expectation values of the Wilson loops with nontrivial windings vanish if the
translation (U(1)) symmetry is not spontaneously broken. This phase transition
is known to be the deconfining transition in lattice gauge theory. This symmetry
may be broken in the large N limit for bosonic reduced models. In order to obtain
string theory in Minkowski space which is translation invariant, we have to keep
the translation invariance by supersymmetrizing the theory. We assume that the
gauge theory is in the confining phase and hence well described by string theory. We
further assume that there is no phase transition while we take a → 0 limit. Then the
Wilson loop (2.7) must represent strings. Let us consider the Wilson loops with large
winding numbers so that nµa is finite in a → 0 limit. They represent the strings
with no momentum but with many windings in the zero volume target space. In
order to obtain the strings moving in the infinite-volume target space, we adopt the
T-dual picture here. That is, we reinterpret x′µ as the momentum density, kµ, and
obtain the (bosonic part of) expression (2.1). As is expected in the ordinary T-dual
picture, the windings are converted to the total momenta, which is seen readily in
the relation

nµa =
∫ 2π

0
dσkµ(σ). (2.8)

Thus we regard the Wilson loop (2.1) as the creation and annihilation operator for
the momentum representation eigenstate of string |kµ(σ), λ(σ)〉. Since Aµ is dual
to the momentum in the expression (2.1), it can be interpreted as the space-time
coordinate naturally.

To make the connection with the light-cone string field theory, we consider the
particular configurations of the Wilson loops, which we call the light-cone setting.
The Schwinger-Dyson equations lead to the continuum loop equation as we explain
shortly:

(k(b)µ(σ)2 + x′(b)µ(σ)2)〈w(C1) · · ·w(Cb) · · ·w(Cl)〉 = 0, (2.9)

where for simplicity we consider only the free part and we denote i δ
δkµ(σ) as xµ(σ).

We have also the local reparametrization invariance (the bosonic part of (2.4)),

x′(b)µ(σ)k(b)µ (σ)〈w(C1) · · ·w(Cb) · · ·w(Cl)〉 = 0. (2.10)

We put k(b)+(σ) = 1 for all the Wison loops by using the reparametrization in-
variance so that we set the length of the strings to be equal to the + components
of their total momenta. We consider the configurations of the Wilson loops which
possess the identical light-cone time x+. Namely we perform the functional Fourier
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transformations of the Wilson loop from k(b)−(σ) to x(b)+(σ) and consider such con-
figurations that x(b)+(σ) = x+ for all the Wilson loops. We also locate a group of
the Wilson loops at x+ = −∞ which represent a particular initial state. After these
prescriptions, we denote the Wilson loop by w̃(C):

w̃(C) = w̃[x+(σ) = x+, k+(σ) = 1, ki(σ);σ = 0 ∼ p+]

=
∫

Dk−(σ)e−i
∫ p+

0
dσx+(σ)k−(σ)w(C)|k+(σ)=1,x+(σ)=x+ , (2.11)

where p+ is the + component of the total momentum. This is the light-cone setting
which is illustrated in Fig. 1.

In the light-cone setting, the loop equation (2.9) reduces to

k(b)−(σ)〈w̃(C1) · · · w̃(Cb) · · · w̃(Cl)〉
= i

δ

δx(b)+(σ)
〈w̃(C1) · · · w̃(Cb) · · · w̃(Cl)〉

=
1
2
(k(b)i(σ)2 + x′(b)i(σ)2)〈w̃(C1) · · · w̃(Cb) · · · w̃(Cl)〉. (2.12)

Equation (2.10) reduces to

x′(b)−(σ)〈w̃(C1) · · · w̃(Cb) · · · w̃(Cl)〉
= −i

(
δ

δk(b)+(σ)

)′
〈w̃(C1) · · · w̃(Cb) · · · w̃(Cl)〉

x  =const.+

x  =-infinity+

x0

x9

Fig. 1. The light-cone setting. We consider the configurations of the Wilson loops which possess

the identical light-cone time x+. We also locate a group of the Wilson loops at x+ = −∞ which

represent a particular initial state. We put k+(σ) = 1 for all the Wison loops by using the

reparametrization invariance.
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= x′(b)i(σ)k(b)i(σ)〈w̃(C1) · · · w̃(Cb) · · · w̃(Cl)〉. (2.13)

Using these equations we can deform the Wilson loop locally from the constant x+

surface and shift the value of k(b)+(σ) locally. Therefore we can recover general
configurations of the Wilson loops. This fact ensures us to consider the light-cone
setting. Integrating Eq. (2.12) over σ and summing up over b, we obtain an operator
which shift the constant value of x+, that is, the light-cone Hamiltonian:

i
∂

∂x+
〈w̃(C1) · · · w̃(Cb) · · · w̃(Cl)〉

=
∑
b

∫
dσ

1
2
(k(b)i(σ)2 + x′(b)i(σ)2)〈w̃(C1) · · · w̃(Cb) · · · w̃(Cl)〉, (2.14)

which is identical to the free light-cone Hamiltonian of bosonic string. Note that we
can obtain a closed system of equations within the light-cone setting even though we
consider the particular configurations of the Wilson loops. Our procedure is anal-
ogous to obtaining a Hamiltonian in super-many-time theory, where a Hamiltonian
density is defined on a general space-like surface. We consider a constant time surface
and integrate a Hamiltonian density on it to obtain an ordinary Hamiltonian.

2.2. Loop equations and loop space

In this subsection, we represent our loop equations by the loop space variables
and put them in the light-cone setting.

The loop equation (2.2) is evaluated as

0 =
1
g2

〈
(Tr
(
[Aν , [Aµ, Aν ]] +

1
2
{ψ̄Γµ, ψ}

)
v(C1))w(C2) · · ·w(Cl)

〉

+i

∫ 2π

0
dσk(1)µ (σ)

〈
Tr
(
Pei

∫ σ

0
dσ′(k(1)µ(σ′)Aµ+λ̄(1)(σ′)ψ)

)

×Tr
(
Pei

∫ 2π

σ
dσ′′(k(1)µ(σ′′)Aµ+λ̄(1)(σ′′)ψ)

)
w(C2) · · ·w(Cl)

〉

+i
l∑

b=2

∫ 2π

0
dσk(b)µ (σ)

〈
Tr
(
Pei

∫ 2π

σ
dσ′(k(b)µ(σ′)Aµ+λ̄(b)(σ′)ψ)v(C1)

×Pei
∫ σ

0
dσ′′(k(b)µ(σ′′)Aµ+λ̄(b)(σ′′)ψ)

)
w(C2) · · · w̌(Cb) · · ·w(Cl)

〉
, (2.15)

where w̌(Cb) implies the absence of the Wilson loop w(Cb). The first term in
Eq. (2.15) represents the infinitesimal deformation of the string coming from the
variation of the action S while the second and third terms represent the splitting
and joining interaction of strings respectively. Similarly, the loop equation (2.3) is
evaluated as

0 =
1
g2

〈(Tr(Γµ[Aµ, ψ]v(C1))w(C2) · · ·w(Cl)〉

+i

∫ 2π

0
dσλ(1)(σ)

〈
Tr
(
Pei

∫ σ

0
dσ′(k(1)µ(σ′)Aµ+λ̄(1)(σ′)ψ)

)

×Tr
(
Pei

∫ 2π

σ
dσ′′(k(1)µ(σ′′)Aµ+λ̄(1)(σ′′)ψ)

)
w(C2) · · ·w(Cl)

〉
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+i
l∑

b=2

∫ 2π

0
dσλ(b)(σ)

〈
Tr
(
Pei

∫ 2π

σ
dσ′(k(b)µ(σ′)Aµ+λ̄(b)(σ′)ψ)v(C1)

×Pei
∫ σ

0
dσ′′(k(b)µ(σ′′)Aµ+λ̄(b)(σ′′)ψ)

)
w(C2) · · · w̌(Cb) · · ·w(Cl)

〉
. (2.16)

We need to represent these equations as differential operators on the loop space.
Then we treat field insertions in the loop such as

Tr([Aµ, ψ]v(C)). (2.17)

We have the following identity,

Tr([Aµ, ψ]v(C))

= −
(

δ

δkµ( ε2)
− δ

δkµ(− ε
2)

)
δ

δλ̄(0)
w(C)

−ε

(
δ

δkµ( ε2)
− δ

δkµ(− ε
2)

)
δ

δλ̄(0)

(
kν(0)

δ

δkν(0)
+ λ̄(0)

δ

δλ̄(0)

)
w(C)

+higher order of ε. (2.18)

Though the right-hand side of Eq. (2.18) vanishes in naive ε → 0 limit, we expect
here that for finite N an ultraviolet cut-off ε appears naturally on the worldsheet.
We assume that ε converges to zero in N → ∞ limit such as ε ∼ N−b (b > 0). We
should keep ε and other quantities depending on N in the process of the calculation
and take N → ∞ (ε → 0) limit as the continuum limit in the final stage.

We expect naively that we may ignore the terms except the first one in the
right-hand sides of Eq. (2.18) since they are the higher order terms with respect to ε.
However, in general, they contribute to the renormalization of the lower-dimensional
terms because in the loop equations they generate the divergences from operator
product expansion. The ways we represent the loop equations are not unique since
the right-hand sides of Eq. (2.18) can be expressed in infinitely many ways. However
we expect that they are unique in the ε → 0 limit in the loop equation. This is the
universality of the differential operators, which is guaranteed by a power counting
and symmetry as seen in §2.4. Here we may draw an analogy with the quantum field
theory on the lattice. The lattice action may be expanded formally in terms of the
lattice spacing a. Although the operators which are suppressed by the powers of a
formally vanish in the continuum, we cannot simply neglect them because they may
renormalize the relevant operators. In fact we can write down many lattice actions
which possess the identical continuum limit.

In the following, we often show only the naive leading terms in the loop equations.
Note that we cannot, in fact, neglect infinitely many higher order terms of ε as is
discussed above.

By multiplying Eq. (2.15) by −ik
(1)
µ (0), we obtain

0 =
1
g2

〈(
− 1

ε

(
δ

δk(1)µ( ε2)
− δ

δk(1)µ(− ε
2)

)2
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−ik(1)µ (0)

(
δ

δλ̄(1)( ε2)
− δ

δλ̄(1)(− ε
2)

)
Γ 0Γµ δ

δλ̄(1)(− ε
2)

)
w(C1) · · ·w(Cl)

〉

+
∫ 2π

0
dσk(1)µ(0)k(1)µ (σ)

〈
Tr
(
Pei

∫ σ

0
dσ′(k(1)µ(σ′)Aµ+λ̄(1)(σ′)ψ)

)

×Tr
(
Pei

∫ 2π

σ
dσ′′(k(1)µ(σ′′)Aµ+λ̄(1)(σ′′)ψ)

)
w(C2) · · ·w(Cl)

〉

+
l∑

b=2

∫ 2π

0
dσk(1)µ(0)k(b)µ (σ)

〈
Tr
(
Pei

∫ σ

0
dσ′(k(b)µ(σ′)Aµ+λ̄(b)(σ′)ψ)

×v(C1)Pei
∫ 2π

σ
dσ′′(k(b)µ(σ′′)Aµ+λ̄(b)(σ′′)ψ)

)
w(C2) · · · w̌(Cb) · · ·w(Cl)

〉
.

(2.19)

Similarly, Eq. (2.16) is represented as

0 =
i

g2

〈(
δ

δk(1)µ( ε2)
− δ

δk(1)µ(− ε
2)

)
Γµ δ

δλ̄(1)(0)
w(C1) · · ·w(Cl)

〉

+
∫ 2π

0
dσλ(1)(σ)

〈
Tr
(
Pei

∫ σ

0
dσ′(k(1)µ(σ′)Aµ+λ̄(1)(σ′)ψ)

)

×Tr
(
Pei

∫ 2π

σ
dσ′′(k(1)µ(σ′′)Aµ+λ̄(1)(σ′′)ψ)

)
w(C2) · · ·w(Cl)

〉

+
l∑

b=2

∫ 2π

0
dσλ(b)(σ)

〈
Tr
(
Pei

∫ 2π

σ
dσ′(k(b)µ(σ′)Aµ+λ̄(b)(σ′)ψ)

×v(C1)Pei
∫ σ

0
dσ′′(k(b)µ(σ′′)Aµ+λ̄(b)(σ′′)ψ)

)
w(C2) · · · w̌(Cb) · · ·w(Cl)

〉
.

(2.20)

Here let us proceed to the light-cone setting. The + component of total momen-
tum carried by the w̃[x+(σ′) = x+, k+(σ′) = 1, ki(σ′), λ(σ′);σ′ = 0 ∼ σ)] is equal to
σ. Therefore we expect naively

〈w̃[x+(σ′) = x+, k+(σ′) = 1, ki(σ′), λ(σ);σ′ = 0 ∼ σ)]〉 = 0 (2.21)

because of the momentum conservation if σ �= 0. We also expect the same case for
〈w̃[x+(σ′) = x+, k+(σ′) = 1, ki(σ′), λ(σ′);σ′ = p+−σ ∼ p+]〉. However these are not
actually the cases since the eigenvalues of Aµ distribute in a finite range for finite
N , which violates the momentum conservation slightly. Therefore these two w̃ have
support for small σ generally. We define a nonvanishing quantity I by

I =
∫ p+

0
dσ〈w̃[x+(σ′) = x+, k+(σ′) = 1, ki(σ′), λ(σ);σ′ = 0 ∼ σ]

+w̃[x+(σ′) = x+, k+(σ′) = 1, ki(σ′), λ(σ);σ′ = p+ − σ ∼ p+]〉. (2.22)
We expect that I diverges as N → ∞ and assume that its large N behavior is
I ∼ Na (a > 0). Then a part of the splitting interaction term in the loop equa-
tions contribute to the first term in the loop equations representing the infinitesimal
deformation of the string.
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Thus in the light-cone setting Eq. (2.19) leads to

k(1)−(0)〈w̃(C1) · · · w̃(Cl)〉

=
1
Z

{(
k(1)i(0)2 +

ε

g2I
x

′(1)(0)2

−i
√
2

ε

g2I
θ
′(1)
a (0)θ(1)a (0)− i

ε

g2I
k(1)i(0)γiaȧ(θ

′(1)
a (0)θ(1)ȧ (0) + θ

′(1)
ȧ (0)θ(1)a (0))

)

×〈w̃(C1) · · · w̃(Cl)〉

+
1
I

∫ p(1)+

0
dσk(1)µ (0)k(1)µ(σ)

〈
T̃r
(
Pei

∫ σ

0
dσ′(k(1)µ(σ′)Aµ+λ̄(1)(σ′)ψ)

)

×T̃r
(
Pei

∫ p(1)+

σ
dσ′′(k(1)µ(σ′′)Aµ+λ̄(1)(σ′′)ψ)

)
w̃(C2) · · · w̃(Cl)

〉

+
1
I

l∑
b=2

∫ p(b)+

0
dσk(1)µ (0)k(b)µ(σ)

〈
T̃r
(
Pei

∫ p(b)+

σ
dσ′(k(b)µ(σ′)Aµ+λ̄(b)(σ′)ψ)

×v(C1)Pei
∫ σ

0
dσ′′(k(b)µ(σ′′)Aµ+λ̄(b)(σ′′)ψ)

)
w̃(C2) · · · ˇ̃w(Cb) · · · w̃(Cl)

〉}
.

(2.23)

where Z is defined by

Z = 2

(
1 +

iε√
2g2I

θ′ȧ(0)θȧ(0)

)
(2.24)

and T̃r means that the corresponding Wilson loop is arranged in the light-cone
setting. Here xµ, θa and θȧ are defined as follows:

xµ(σ) = i
δ

δkµ(σ)
,

θa(σ) =
δ

δλa(σ)
,

θȧ(σ) =
δ

δλȧ(σ)
. (2.25)

Equation (2.20) is decomposed into two equations as follows.

λ
(1)
ȧ (0)〈w̃(C1) · · · w̃(Cl)〉
=

ε

g2I
(
√
2x

′(1)−(0)θȧ(0) + x
′i(1)(0)γiȧaθ

(1)
a (0))〈w̃(C1) · · · w̃(Cl)〉

−1
I

∫ p(1)+

0
dσλ

(1)
ȧ (σ)

〈
T̃r
(
Pei

∫ σ

0
dσ′(k(1)µ(σ′)Aµ+λ̄(1)(σ′)ψ)

)

×T̃r
(
Pei

∫ p(1)+

σ
dσ′′(k(1)µ(σ′′)Aµ+λ̄(1)(σ′′)ψ)

)
w̃(C2) · · · w̃(Cl)

〉

−1
I

l∑
b=2

∫ p(b)+

0
dσλ

(b)
ȧ (σ)

〈
T̃r
(
Pei

∫ p(b)+

σ
dσ′(k(b)µ(σ′)Aµ+λ̄(b)(σ′)ψ)v(C1)
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×Pei
∫ σ

0
dσ′′(k(b)µ(σ′′)Aµ+λ̄(b)(σ′′)ψ)

)
w̃(C2) · · · ˇ̃w(Cb) · · · w̃(Cl)

〉
, (2.26)

θ
(1)
ȧ (0)〈w̃(C1) · · · w̃(Cl)〉

=
g2I

ε
(x

′(1)i(0)γiaȧ)
−1

{
λ(1)a (0)〈w̃(C1) · · · w̃(Cl)〉

+
1
I

∫ p(1)+

0
dσλ(1)a (σ)

〈
T̃r
(
Pei

∫ σ

0
dσ′(k(1)µ(σ′)Aµ+λ̄(1)(σ′)ψ)

)

×T̃r
(
Pei

∫ p(1)+

σ
dσ′′(k(1)µ(σ′′)Aµ+λ̄(1)(σ′′)ψ)

)
w̃(C2) · · · w̃(Cl)

〉

+
1
I

l∑
b=2

∫ p(b)+

0
dσλ(b)a (σ)

〈
T̃r
(
Pei

∫ p(b)+

σ
dσ′(k(b)µ(σ′)Aµ+λ̄(b)(σ′)ψ)v(C1)

×Pei
∫ σ

0
dσ′′(k(b)µ(σ′′)Aµ+λ̄(b)(σ′′)ψ)

)
w̃(C2) · · · ˇ̃w(Cb) · · · w̃(Cl)

〉}
. (2.27)

We eliminate a half of fermionic degrees of freedom by using the above two equations
just like eliminating the half of the fermionic degrees of freedom in the light-cone
field theory by using the equation of motion. We can also rewrite Eq. (2.4) as

x
′(1)−(σ)〈w̃(C1) · · · w̃(Cl)〉

= (k(1)i(σ)x
′(1)i(σ) + iλ(1)a (σ)θ(1)a (σ) + iλ

(1)
ȧ (σ)θ(1)ȧ (σ))〈w̃(C1) · · · w̃(Cl)〉.

(2.28)

Our task is summarized as follows. By using Eqs. (2.23), (2.26), (2.27) and
(2.28) iteratively and repeatedly, we eliminate λnȧ, θnȧ and x

′−, and evaluate the
light-cone Hamiltonian,

H =
∑
b

∫
dσk(b)−(σ). (2.29)

In this process, various interaction terms of order 1/Ik ∼ O(1/Nka) are generated,
which represent processes where the k+2 strings interact at one point, i.e., (k+2)-
Reggeon vertices. In this procedure, we should take the continuum limit by keeping
the higher order terms of ε vanishing in the naive ε → 0 limit. This task is in general
very hard to perform because we should treat infinite series. However we will discuss
in §2.4 that the continuum limit is completely controllable by an analysis based on a
power counting of ε and the symmetries. We should consider the supercharges first
rather than the Hamiltonian in this more rigorous treatment. In the next subsection,
we first sketch how we can derive light-cone Hamiltonian for type IIB superstring
from the loop equations.

2.3. Light-cone Hamiltonian

Here we neglect the interaction terms in Eq. (2.23) and concentrate on the free
part of light-cone Hamiltonian. We can see that if we ignore the non-quadratic terms
and set g2I

ε ∼ α
′2 ∼ const, the free part of Eq. (2.23) has the same form as the free
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light-cone Hamiltonian of type IIB superstring in the naive continuum limit except
lacking the λ′

aλa term. In the following, we verify that we indeed obtain this term
when we eliminate θȧ in the free part of Eq. (2.23) using Eq. (2.27). Let us consider
the naive leading contribution in the free part of Eq. (2.27):

θ
(1)
ȧ (σ)〈w(C1) · · ·w(Cl)〉 = x

′(1)
i (σ)γiȧa
x

′(1)
i (σ)2

g2I

ε
λ(1)a (σ)〈w(C1)w(C2) · · ·w(C l)〉. (2.30)

We assume first that the free part of Eq. (2.23) correctly describes the free part of
light-cone Hamiltonian. This assumption can be justified by showing that the non-
quadratic terms are indeed negligible in the continuum limit except for finite renor-
malization of the quadratic terms. Since we are dealing with free two-dimensional
field theories, we can use standard techniques of conformal field theory to estimate
the effects of the non-quadratic terms. We note that the x

′(1)
i (σ)2 is of order 1/ε2

since we have a cutoff length ε. So we may expand x
′(1)
i (σ)2 = 1/αε2+ : x

′(1)
i (σ)2 :,

where : y : denotes the normal ordered operator constructed out of y. The symbol
α in the denominator is a quantity proportional to

√
ε/g2I on dimensional grounds.

In this way, the left-hand side of Eq. (2.30) becomes

ε2
αg2I

ε
x

′(1)
i (σ)γiȧa(1− ε2α : x

′(1)
i (σ)2 : + · · ·)λ(1)a (σ)〈w(C1) · · ·w(Cl)〉. (2.31)

For example, a typical non-quadratic term in the free part of Eq. (2.23),

ε4k(1)i(σ)2x
′(1)j(σ)γjȧaλ

′(1)
a (σ)x

′(1)k(σ)γkȧbλ
′(1)
b (σ), (2.32)

generates the λ
′(1)
a (σ)λ(1)a (σ) term due to the order 1/ε4 divergence from the operator

product expansion of k(1)i(σ)2x
′j(1)(σ)x

′(1)k(σ).
In this way, we see that non-quadratic higher-dimensional operators do not ap-

pear in the continuum limit due to the suppression of the powers of ε and only
renormalize finitely the quadratic operators. Therefore we expect to obtain the fol-
lowing free Hamiltonian in the continuum limit:

Hfree =
∑
b

∫ p(b)+

0
dσ

1
2

(
ck(b)i(σ)2 + c′

ε

g2I
x

′(1)i(σ)2 − ic′′λ
′(b)
a (σ)λ(b)a (σ)

−ic′′′
1

g2N
θ
′(b)
a (σ)θ(b)a (σ)

)
. (2.33)

Here we assume that terms with the negative powers of ε and other finite terms
such as kix′i do not remain, which is guaranteed by an argument based on a power
counting and symmetries as is seen in the next subsection. In the bosonic model,
this is not guaranteed and the 1/ε2 divergence remains in general. This is the reason
why we cannot obtain the light-cone string field theory from the bosonic reduced
model. The Hamiltonian (2.33) is identical to that of type IIB superstring theory 18)

if λa(σ) and θa(σ) are rescaled appropriately and rotated by a complex phase factor
η = exp( iπ4 ) as follows:

λa(σ) → ηλa(σ), θa(σ) → η∗θa(σ). (2.34)
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We elaborate more on this point in connection with the supercharges in the next
subsection. Here we cannot determine the coefficients c, c′, c′′ and c′′′, which include
the effects of renormalizations, and in the next subsection we can fix them by using
N=2 supersymmetry. From Eq. (2.33) we find α′2 ∼ g2I/ε and hence we should
obtain the prescription of the scaling limit, g2Na+b ∼ α′2 ∼ const.

2.4. General proof

In this subsection, we give a general proof of our assertion that the light-cone
string field theory for type IIB superstring can be derived from the loop equations
of the IIB matrix model. We use a power counting and a symmetry analysis based
on N=2 supersymmetry, SO(8) invariance and the parity symmetry on the string
worldsheet.

2.4.1. Power counting and parity symmetry
In order to perform a power counting for ε, we first introduce a mass dimension

on the worldsheet through the relation [ε] = −1 and determine the dimension of each
field. The IIB matrix model action (1.1) is decomposed into

S = − 1
g2

Tr

(
− 1

2
[A+, A−]2 − [A+, Ai][A−, Ai] +

1
4
[Ai, Aj ]2

+
1
2
(
√
2ψa[A+, ψa]− ψaγ

i
aȧ[A

i, ψȧ]− ψȧγ
i
ȧa[A

i, ψa] +
√
2ψȧ[A−, ψȧ])

)
.

(2.35)

By demanding the IIB matrix model action (2.35) to be dimensionless, we obtain

[Ai] = 0, [A+] = −[A−], [A+] = −2[ψa] and [A−] = −2[ψȧ]. (2.36)

On the other hand, the Wilson loop (2.1) is decomposed into

w(C) = Tr
(
P exp

(
i

∫ p+

0
dσ(−k+(σ)A−

−k−(σ)A+ + ki(σ)Ai − iλa(σ)ψa − iλȧ(σ)ψȧ
))

. (2.37)

From this, we also read off the relations

[k+] + [A−] = 1,
[k−] + [A+] = 1,
[ki] + [Ai] = 1,
[λa] + [ψa] = 1,
[λȧ] + [ψȧ] = 1. (2.38)

Noting that we should set [k+] to be zero since k+(σ) = 1 in our light-cone setting,
we can determine the dimensions of all quantities as follows:

[k+] = 0, [k−] = 2, [ki] = 1, [λa] =
1
2
, [λȧ] =

3
2
,
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[x+] = −1, [x−] = 1, [xi] = 0, [θa] =
1
2
, [θȧ] = −1

2
,

[A+] = −1, [A−] = 1, [Ai] = 0, [ψa] =
1
2
, [ψȧ] = −1

2
. (2.39)

Next we define a symmetry which corresponds to the parity on the string world-
sheet. It is seen easily that the IIB matrix model action (1.1) is formally invariant
under the following transformation:

Aµ → At
µ,

ψ → −iψt. (2.40)

This transformation flips the direction of the Wilson loop in the following way:

w(C) = Tr

(
Pei

∫ p+

0
dσ(kµ(σ)Aµ+λ̄(σ)ψ)

)

→ Tr

(
P

M∏
n=1

ei
∫ p+

0
dσ(kµ(p+−σ)Aµ−iλ̄(p+−σ)ψ)

)
. (2.41)

Therefore our theory has a symmetry under the transformation

kµ(σ) → kµ(p+ − σ),
λ(σ) → iλ(p+ − σ), (2.42)

which we identify with the worldsheet parity. We also obtain the parity transforma-
tion for the dual variables xµn and θn:

xµ(σ) → xµ(p+ − σ),
θ(σ) → −iθ(p+ − σ). (2.43)

2.4.2. N=2 supersymmetry
We denote the supercharges generating the transformations{

δ(1)Aµ = iε̄Γµψ
δ(1)ψ = i

2Γ
µν [Aµ, Aν ]ε

(2.44)

and {
δ(2)Aµ = 0
δ(2)ψ = ξ,

(2.45)

by Q(1) and Q(2) respectively. We can determine the dimensions and parities of the
parameters ε and ξ in Eqs. (2.44) and (2.45) by comparing their both sides,

[εa] = [ξa] =
1
2
, [εȧ] = [ξȧ] = −1

2
,

εa → iεa, εȧ → iεȧ,

ξa → −iξa, ξȧ → −iξȧ. (2.46)
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This fixes the dimensions and parities of the superchargesQ(1) andQ(2) since εaQ
(1)
a +

εȧQ
(1)
ȧ + ξaQ

(2)
a + ξȧQ

(2)
ȧ generates the transformations (2.44) and (2.45):

[Q(1)
a ] = [Q(2)

a ] = −1
2
, [Q(1)

ȧ ] = [Q(2)
ȧ ] =

1
2
, (2.47)

Q(1)
a → −iQ(1)

a , Q
(1)
ȧ → −iQ

(1)
ȧ ,

Q(2)
a → iQ(2)

a , Q
(2)
ȧ → iQ

(2)
ȧ . (2.48)

Here we note that Eqs. (2.47) and (2.48) are consistent with the anti-commutation
relations

{Q(1), Q(1)} = 0, {Q(2), Q(2)} = 0,

{Q(1)
a , Q

(2)
b } =

√
2P+δab,

{Q(1)
a , Q

(2)
ȧ } = P iγiaȧ, {Q(1)

ȧ , Q(2)
a } = P iγiȧa,

{Q(1)
ȧ , Q

(2)

ḃ
} =

√
2Hδȧḃ. (2.49)

2.4.3. Free parts of supercharges and Hamiltonian
The supercharges Q(1) and Q(2) can be expressed as differential operators on the

loop space using the Ward identities. In principle we can eliminate the operators
k−, x′−, λȧ and θȧ by repeatedly using the loop equations and the reparametrization
invariance as is discussed for k− in the previous section. Note that we obtain inter-
action terms through this procedure. However as we will see just below, the forms
of their continuum limit are completely determined by the dimension, parity and
SO(8) invariance. First we concentrate on free parts of the supercharges Q(1) and
Q(2), i.e., ignore the interaction terms. By using the power counting, Eqs. (2.39) and
(2.47), SO(8) invariance and the parity symmetry, Eqs. (2.42), (2.43) and (2.48),
we can deduce the following forms of free supercharges in the ε → 0 limit:

Q
(1)
free a =

∫
dσa1θa(σ),

Q
(2)
free a =

∫
dσa2λa(σ),

Q
(1)
free ȧ =

∫
dσ(b1x′i(σ)γiȧaλa(σ) + c1k

i(σ)γiȧaθa(σ)),

Q
(2)
free ȧ =

∫
dσ(b2ki(σ)γiȧaλa(σ) + c2x

′i(σ)γiȧaθa(σ)). (2.50)

In Eq. (2.50) we have excluded terms such as 1
εx

iγiλ by translation invariance. It
is easy to see that all possible terms which appear with negative powers of ε are
forbidden by the symmetries. In this sense the existence of the continuum limit
is guaranteed by the symmetries. We can also fix undetermined coefficients in Eq.
(2.50) by the N=2 supersymmetry (2.49) as follows. From {Q(1)

a , Q
(2)
b } = √

2P+δab,
{Q(1)

a , Q
(2)
ȧ } = P iγiaȧ and {Q(1)

ȧ , Q
(2)
a } = P iγiȧa, we obtain

a1a2 =
√
2, a1b2 = 1 and a2c1 = 1. (2.51)
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Therefore Eq. (2.50) is reduced to

Q
(1)
free a = a1

∫
dσθa(σ),

Q
(2)
free a =

√
2

a1

∫
dσλa(σ),

Q
(1)
free ȧ =

∫
dσ

(
a1√
2
ki(σ)γiȧaθa(σ) + b1x

′i(σ)γiȧaλa(σ)
)
,

Q
(2)
free ȧ =

∫
dσ

(
1
a1

ki(σ)γiȧaλa(σ) + c2x
′i(σ)γiȧaθa(σ)

)
. (2.52)

The free part of the Hamiltonian
∫
dσk−(σ) is obtained by {Q(1)

ȧ , Q
(2)

ḃ
} =

√
2Hδȧḃ

as

Hfree =
∫

dσ

(
1
2
ki(σ)2 +

1√
2
b1c2x

′i(σ)2 − i
b1√
2a1

λ′
a(σ)λa(σ)− i

a1c2
2

c2θ
′
a(σ)θa(σ)

)
.

(2.53)
In order to compare these results with the Green-Schwarz light-cone formalism, we
redefine the fermionic variables as

λa =
√

a1
b1

ηλ̌a and θa =

√
b1
a1

η∗θ̌a, (2.54)

where η = e
πi
4 . We also introduce rescaled supercharges Q̌1 and Q̌2 by

Q(1) =
√

a1b1η
∗Q̌1 and Q(2) =

η√
a1b1

Q̌(2). (2.55)

In terms of these new quantities, Eqs. (2.52) and (2.53) become

Q̌1
free a =

∫
dσθ̌a(σ),

Q̌
(2)
free a =

√
2
∫

dσλ̌a(σ),

Q̌1
free ȧ =

∫
dσ

(
1√
2
ki(σ)γiȧaθ̌a(σ) + ix′i(σ)γiȧaλ̌a(σ)

)
,

Q̌
(2)
free ȧ =

∫
dσ(ki(σ)γiȧaλ̌a(σ)− ib1c2x

′i(σ)γiȧaθ̌a(σ)),

Hfree =
∫

dσ

(
1
2
ki(σ)2 +

1√
2
b1c2x

′i(σ)2 +
1√
2
λ̌′
a(σ)λ̌a(σ)−

1
2
b1c2θ̌

′
a(σ)θ̌a(σ)

)
,

(2.56)

which completely agree with the light-cone Green-Schwarz free Hamiltonian and su-
percharges for type IIB superstring. This fact also justifies the analytic continuation
introduced for fermionic fields in Ref. 1). We also note that we have obtained the re-
lation b1c2 ∼ 1/α′2, and b1c2 should be equal to ε/g2I multiplied by some numerical
constant as is illustrated in the previous subsection.
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2.4.4. Interaction parts of supercharges and Hamiltonian
In this subsection, we examine the structure of the interaction parts of the super-

charges and the Hamiltonian. First we consider the contributions of order 1/I, which
correspond to 3-Reggeon vertices in string field theory. Since our free Hamiltonian
is equal to that of the Green-Schwarz light-cone formalism and the interactions of
loops are local in our loop equations, we can use the same arguments as in light-cone
string field theory. In general, the operators inserted near the interaction points
in 3-Reggeon vertices generate divergences coming from the Mandelstam mapping.
Since our Wilson loops are written by the variables ki and λ, the corresponding 3-
Reggeon vertices should consist of delta functions representing the matching of three
strings in the k − λ space, which is the same as in Ref. 18). Therefore the ki, x′i

and λa diverge as 1/
√
ε near the interaction points while θa is of order ε0 there. We

also note that every derivative of σ acting on the fields introduces an extra factor of
1/

√
ε. Therefore the interaction part at order 1/I of the supercharges possesses the

following general structure:

1
I

∫
dσ

∫
dσ1ε

η(ki)α(x′i)β(λa)γ(θa)δ

×(derivative)κ(products of delta functions for ki and λa), (2.57)

where ki, x′i, λa and θa represent the operators inserted near the interaction points,
and κ is the total number of derivatives acting on these operators.

For example, let us consider the interaction part of Q
(1)
ȧ . In this case, the

dimensional analysis [Q(1)
int ȧ] = [Q(1)

free ȧ] leads to −η + α + β + 1
2γ + 1

2δ + κ − 1 = 1
2 ,

where we used the relation [I] = −1 and the fact that the dimensions of the delta
functions are canceled due to supersymmetry. Therefore the total powers of ε which
appear in the interaction part of Q(1)

ȧ is evaluated as

ζ = η − 1
2
α− 1

2
β − 1

2
γ − 1

2
κ

=
1
2
α+

1
2
β +

1
2
δ +

1
2
κ− 3

2
. (2.58)

The case in which α = β = δ = κ = 0 is excluded by SO(8) invariance. We can
consider four cases in which ζ = −1: (1)α = 1 and β = δ = κ = 0, (2)β = 1 and
α = δ = κ = 0, (3)δ = 1 and α = β = κ = 0 and (4)κ = 1 and α = β = δ = 0. Cases
(3) and (4) are not permitted by SO(8) invariance. If we take the large-N limit with
Iε kept fixed, Cases (1) and (2) survive in the ε → 0 limit. This limit corresponds to
taking gst ∼ 1/Iε. Note that in this limit all of the other cases vanish because ζ is
larger than −1 for them. Furthermore we can restrict the values of γ by the parity
symmetry and deduce the structure of Q(1)

int ȧ as follows:

Q
(1)
int ȧ =

1
Iε

∫
dσ

∫
dσ1(

√
εki((

√
ελa)3 + (

√
ελa)7) +

√
εx′i(

√
ελa + (

√
ελa)5))

×(products of delta functions for ki and λa). (2.59)

This structure agrees with that of the light-cone string field theory. 18) Applying a

D
ow

nloaded from
 https://academ

ic.oup.com
/ptps/article/doi/10.1143/PTPS.134.47/1823516 by U

.S. D
epartm

ent of Justice user on 17 August 2022



66 H. Aoki, S. Iso, H. Kawai, Y. Kitazawa, A. Tsuchiya and T. Tada

similar analysis to Q
(2)
int ȧ, we obtain

Q
(2)
int ȧ =

1
Iε

∫
dσ

∫
dσ(

√
εki(

√
ελa + (

√
ελa)5) +

√
εx′i((

√
ελa)3 + (

√
ελa)7))

×(products of delta functions for ki and λa), (2.60)

which also agrees with the light-cone string field theory. As for Q
(1)
a and Q

(2)
a , no

1/I contribution remains non-zero in this limit since the minimum value of ζ is −1
2

in these cases. Therefore we conclude that Q
(1)
int a and Q

(2)
int a are equal to zero at

order 1/I, which is again consistent with the light-cone string field theory. Note
that the right-hand sides of Eqs. (2.59) and (2.60) are uniquely determined by N=2
supersymmetry, as is shown in Ref. 18). Finally the anti-commutation relation
{Q(1)

ȧ , Q
(2)

ḃ
} = 2Hδȧḃ fixes the interaction part of H, which is certainly consistent

with the light-cone string field theory.
Next we consider the contributions of order 1/Ik (k ≥ 2), which correspond to

(k+2)-Reggeon vertices. The general structure of the interaction part is represented
as

1
Ik

∫
dσ

∫
dσ1 · · · dσkεη(ki)α(x′i)β(λa)γ(θa)δ(derivative)κ

×(products of delta functions for ki and λa). (2.61)

From the Mandelstam mapping in these cases, it is natural to consider that the ki,
x′i and λa diverge as ε−

k
k+1 near the interaction points. Therefore the total power ζ

of ε is evaluated as

ζ =
1

k + 1
(α+ β + κ) +

1− k

2(k + 1)
γ +

1
2
δ − ρ, (2.62)

where ρ is 1
2 for Q

(1)
int a and Q

(2)
int a, and

3
2 for Q

(1)
int ȧ and Q

(2)
int ȧ and the terms in which

ζ ≤ −k survive in the ε → 0 limit if Iε is fixed. It is verified easily that there are
no surviving terms for any values of k in Q

(1)
int a and Q

(2)
int a in the ε → 0 limit, which

is consistent with the light-cone string field theory. Using SO(8) invariance, we can
show that in Q

(1)
int ȧ and Q

(2)
int ȧ some terms with γ equal to five might survive for k = 2

and ones with γ equal to seven for k = 2 and k = 3. Presumably it is not possible
to satisfy N=2 supersymmetry only by these restricted terms. Therefore we may
conclude that there are no contributions of order 1/Ik (k ≥ 2) in Q

(1)
int ȧ, Q

(2)
int ȧ and

the Hamiltonian, which is also consistent with the light-cone string field theory.
In this way, we almost confirm that our IIB matrix model reproduces the light-

cone string field theory for type IIB superstring.
We have the following two relations about the scaling limit.

α
′2 ∼ g2I

ε
, (2.63)

gst ∼ 1
Iε

. (2.64)
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Since we assume that I ∼ Na and ε ∼ N−b, we obtain from Eq. (2.63) the prescrip-
tion of the scaling limit:

g2Na+b ∼ const. (2.65)

From Eq. (2.64), in order to obtain a finite string coupling, we also have a relation

a = b. (2.66)

We need to estimate large N behavior of I and ε, which should be consistent with
Eq. (2.66), in order to fix the prescription of the scaling limit completely. Assuming,
for example, that ε ∼ √

α′/R and R ∼ √
gN

1
4 , we obtain as a candidate

g2N
1
3 ∼ const. (2.67)

§3. Dynamics of eigenvalues and space-time generation

In this section we analyze the structure of space-time, and in particular, try
to explain why our space-time is four-dimensional. 3) As we mentioned in the in-
troduction, the diagonal elements of the bosonic matrices Aµ can be interpreted as
space-time itself. For example, if the diagonal elements distribute within a manifold
which extends in four dimensions but shrinks in six dimensions, then a natural in-
terpretation is that the space-time is four-dimensional. We thus derive an effective
theory for the diagonal elements, and analyze their distribution.

We decompose Aµ into diagonal part Xµ and off-diagonal part Ãµ. We also
decompose ψ into diagonal part ξ and off-diagonal part ψ̃:

Aµ = Xµ + Ãµ; Xµ =




x1µ
x2µ

. . .
xNµ


 ,

ψ = ξ + ψ̃; ξ =




ξ1

ξ2

. . .
ξN


 , (3.1)

where xiµ and ξiα satisfy the constraints
∑N

i=1 x
i
µ = 0 and

∑N
i=1 ξ

i
α = 0, respectively,

since we may fix the U(1) part by translation invariance. We then integrate out the
off-diagonal parts Ãµ and ψ̃ and obtain the effective action for supercoordinates of
space-time Seff [X, ξ]. The effective action for the space-time coordinates Seff [X] can
be obtained by further integrating out ξ:∫

dAdψe−S[A,ψ] =
∫

dXdξe−Seff [X,ξ]

=
∫

dXe−Seff [X], (3.2)

where dX and dξ stand for
∏N−1
i=1

∏9
µ=0 dx

i
µ and

∏N−1
i=1

∏16
α=1 dξ

i
α, respectively.
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We perform integrations over off-diagonal parts Ãµ and ψ̃ by the perturbative
expansion in g2, which is valid when all of the diagonal elements are widely separated
from one another: |xi − xj | � g1/2. After adding a gauge fixing and the Faddeev-
Popov ghost term

Sg.f. + SF.P. = − 1
2g2

Tr([Xµ, A
µ]2)− 1

g2
Tr([Xµ, b][Aµ, c]), (3.3)

the action can be expanded up to the second order of the off-diagonal elements Ãµ, ψ̃
as

S2 + Sg.f. =
1
2g2

∑
i�=j

(
(xiν − xjν)

2Ãij
µ
∗Ãijµ − ¯̃

ψ
ji
Γµ(xiµ − xjµ)ψ̃

ij

+(ξ̄i − ξ̄j)Γµψ̃ijÃij
µ

∗
+ ¯̃

ψ
ji
Γµ(ξi − ξj)Ãij

µ

)
. (3.4)

The first and the second terms are the kinetic terms for Ã and ψ̃ respectively, while
the last two terms are Ãψ̃ξ vertices. A bosonic off-diagonal element Ãij

µ is transmuted
to a fermionic off-diagonal element ψ̃ij emitting a fermion zeromode ξi or ξj . This
vertex conserves indices for space-time points, i, j. Note that the propagators for
Ãµ and ψ̃ behave as ηµν/(xi − xj)2 and (xiµ − xjµ)Γ

µ/(xi − xj)2 respectively, thus
they decrease in the long distances.

We obtain the effective action for the zeromodes, xiµ and ξi, at one-loop level:∫
dÃdψ̃dbdc e−(S2+Sg.f.+SF.P.) =

∏
i<j

detµν
(
ηµν + Sµν(ij)

)−1

≡ e−S
1-loop
eff

[X,ξ], (3.5)

where

Sµν(ij) = ξ̄ijΓµανξij
xijα

(xij)4
. (3.6)

Here ξij and xijµ are abbreviations for ξi − ξj and xiµ − xjµ. The effective action can
be expanded as

S1-loop
eff [X, ξ] =

∑
i<j

tr ln(ηµν + Sµν(ij))

= −
∑
i<j

tr

(
S4
(ij)

4
+

S8
(ij)

8

)
, (3.7)

which is a sum of all pairs (ij) of space-time points. Here the symbol tr in the lower
case stands for the trace over Lorentz indices, µ, ν. Other terms in the expansion
vanish due to the properties of Majorana-Weyl fermions in ten dimensions.

Note that the one-loop effective action S1-loop
eff [X, ξ] has N = 2 supersymmetry,{

δ(1)xiµ = iε̄1Γµξ
i

δ(1)ξi = 0
,

{
δ(2)xiµ = 0
δ(2)ξi = ε2

, (3.8)
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which is a remnant of the one in the original theory,{
δ(1)Aµ = iε̄1Γµψ
δ(1)ψ = i

2Γ
µν [Aµ, Aν ]ε1

,

{
δ(2)Aµ = 0
δ(2)ψ = ε2

. (3.9)

Transformations for ε1 = ε2 and ε1 = −ε2 correspond to those generated by N = 1
supersymmetry generator Q and its covariant derivative D. In this sense zeromodes
of xi and ξi may be viewed as supercoordinates of N = 1 superspace.

The effective action for the space-time coordinates xiµ is given by further inte-
grating out the fermion zeromodes ξi:∫

dXe−S
1-loop
eff

[X] =
∫

dXdξe−S
1-loop
eff

[X,ξ]

=
∫

dXdξ
∏
i<j


1 + tr(S4

(ij))

4
+


1
2

(
tr(S4

(ij))

4

)2

+
tr(S8

(ij))

8




 .

(3.10)

Here the products are taken over all possible different pairs (ij) of the space-time
points. When we expand the multi-products, we select one of the three different
factors, 1, tr(S4

(ij))/4 or (tr(S8
(ij))/8 + (tr(S4

(ij)))
2/32) for each pair of (ij). Since

the last two factors are functions of (xiµ − xjµ), they can be visualized by bonds
that connect the space-time points xiµ and xjµ. Since the factors tr(S4

(ij))/4 and
(tr(S8

(ij))/8 + (tr(S4
(ij)))

2/32) contain 8 and 16 spinor components of ξij , we call
them an 8-fold bond and a 16-fold bond, respectively. We do not assign any bond
to the factor 1. In this way we can associate each term in the expansion of multi-
products in Eq. (3.10) with a graph connecting the space-time points by 8-fold bonds
and 16-fold bonds. Therefore the multi-products in Eq. (3.10) can be replaced by a
summation over all possible graphs:∫

dXe−S
1-loop
eff

[X] =
∫

dXdξ
∑

G:graph

∏
(ij):bond of G

(tr(S4
(ij))

4

)
or


1
2

(
tr(S4

(ij))

4

)2

+
tr(S8

(ij))

8




 .

(3.11)

Here we sum over all possible graphs consisting of 8-fold and 16-fold bonds. For each
bond (ij) of G, we assign the first or the second factor depending on whether it is
an 8-fold or a 16-fold bond.

In order to saturate the grassmann integration dξ, we need 16(N − 1) fermion
zeromodes. Since an 8-fold bond and a 16-fold bond contain 8 and 16 fermion
zeromodes respectively, graphs remaining after the ξ integrations are those where
the sum of the number of 8-fold bonds and twice the number of 16-fold bonds is
equal to 2(N − 1). Thus, the number of bonds is of order N , which is much smaller
than possible number of pairs N(N − 1)/2. In this sense N space-time points are
weakly bound.
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Since 8-fold bond and 16-fold bond terms behave as (xij)−12 and (xij)−24, both
are strong attractive interactions. Hence, only the closer points can be connected
by the bonds, and these interactions become local. On the other hand, since all
possible graphs must be summed up, this system has a permutation invariance among
the points. This reminds us of summation over all triangulations in the dynamical
triangulation approach to quantum gravity. We come back to this analogy in §4.

In order to see some important features of the system (3.11), let us take an
approximation. If there were only 16-fold bonds, considerable simplifications take
place and the ξ integrations can be performed exactly. Since a 16-fold bond term
contains 16 fermion zeromodes, it is proportional to delta function of the grassmann
variables as

tr(S8
(ij)) ∼ δ(16)(ξi − ξj)

1
(xi − xj)24

. (3.12)

If there is a loop in the graph, the contribution vanishes, since the product of delta
functions of grassmann variables on the loop vanishes:

δ(16)(ξi1i2)δ(16)(ξi2i3) · · · δ(16)(ξiki1) = 0. (3.13)

Also, as we mentioned above, the remaining graphs have (N − 1) number of 16-fold
bonds. Hence, the remaining graphs are tree graphs which connect all N points.
Such type of graphs are called “maximal trees”. We also note that all maximal trees
contribute equally as we can see by performing ξ integrations from the end points
of each maximal tree. Therefore, only with 16-fold bonds, the distribution of xiµ
becomes “branched polymer” type:
∫

dXe−S
16-fold bond
eff [X] =

∫
dX

∑
G:maximal graph

∏
(ij):bond of G

1
(xi − xj)24

. (3.14)

Note that all points are connected by the bonds, and each xij integration can
be performed independently and converges for large xij on each bond. Thus this
system is infrared convergent. As we proved rigorously in Ref. 3), this feature of IR
convergence holds even with 8-fold bonds, and also, to all orders in perturbation ex-
pansion. This is consistent with the explicit calculations of the partition function. 23)

This shows that all points are gathered as a single bunch and hence space-time is in-
separable. Thus, the size and the dimensionality of the space-time can be determined
dynamically. Note also that the dynamics of branched polymer is well known and
its Hausdorff dimension is four. It is conceivable that the smooth four-dimensional
space-time emerges by taking account of the effects from 8-fold bonds as we argue
in what follows. Therefore, the model (3.11) constitutes a candidate of models for
dynamical generation of four-dimensional space-time.

Before going into the analysis of the space-time structures by using the effective
action (3.11), which is valid in the long distance, we consider the short distance
behavior of the system. Let us suppose that a pair of the bosonic coordinates are
degenerate but the rest of the coordinates are well separated from one another and
from the center of mass coordinates of the pair. We can determine the dynamics
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of the relative coordinates of the pair of the points, from the exact solution for the
SU(2) case. The distribution for the relative coordinates rµ is

∫
d10rf(r),

f(r) ∼
{

1/r24 r2 � g
r8 r2 � g

. (3.15)

We conclude that there is a pairwise repulsive potential of −8 ln r type when two
coordinates are close to each other. It is clear that these considerations are valid
for arbitrary numbers of degenerate pairs although the center of mass coordinates
should be well separated. Although it is possible to repeat these considerations to
the cases with higher degeneracy, the analysis becomes more complicated. Therefore
we choose to adopt a phenomenological approach and assume the existence of the
hardcore repulsive potential of the following form:

Score[X] =
∑
i<j

g(xi − xj), (3.16)

where

g(xi − xj) =

{
−4 ln((xi − xj)2/g) for (xi − xj)2 � g
0 for (xi − xj)2 � g

. (3.17)

Hereafter, we investigate the structure of space-time by using the one loop effective
action (3.11) plus the phenomenological hardcore potential (3.16).

If the number of 16-fold bonds is much larger than that of 8-fold bonds, the
system behaves as a branched polymer. A small number of 8-fold bonds may fold the
branched polymer into a lower-dimensional manifold. This can happen as in protein,
a chain of amino acids is folded into a lower-dimensional object like β-sheet, by
perturbative interactions. Since the Hausdorff dimension of the branched polymer is
four, the core interactions exclude the manifolds in less than four dimensions. Thus,
four-dimensional space-time can be realized by this mechanism. We are checking
this conjecture by numerical simulations, which we mention later in this section.

On the other hand, if the 8-fold bonds dominate, the number of bonds are of
order 2N , twice as much as in the above case. Thus, the entropy of graph rear-
rangement becomes more important, and the system might behave as a mean field
phase, where all the N points condensate into a finite volume. However, the core
interactions prohibit an infinite density state, and the system behaves as a droplet.
The 8-fold bond interaction can be written as

tr(S(ij))
4 ∝ Cµνλρα1...α8ξijα1

· · · ξijα8
V ij
µνλρ/(x

ij)16, (3.18)

where Cµνλρα1...α8 is an invariant tensor, and V ij
µνλρ is a fourth rank symmetric

traceless tensor constructed from xijµ . Since V ij
µνλρ is traceless, the average over

orientations of xijµ gives a suppression factor for each 8-fold bond. This suppression
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factor becomes weak if the system becomes lower-dimensional. Also, the ξ inte-
grations give contractions of V ij

µνλρ among different bonds, which consist of inner
products xijµ xkl µ between different bonds. These angle-dependent interactions may
favor lower-dimensional space-time.

We can study self-consistently which phase is realized; 16-fold bond dominant
branched polymer phase or 8-fold bond dominant droplet phase. The phase with the
lowest free energy is realized. However, in any phase, four-dimensional space-time
can be realized by one of the above mentioned mechanisms or by some combinations
of them.

In the remainder of this section, we show how we perform numerical simulations.
Our conjecture is that a small number of 8-fold bonds fold the branched polymer
into four-dimensional space-time. Thus we take the following model:

Z =
∫ N−1∏

i=1

d10xi
∑

G:maximal tree

∑
B:sets of 8-fold bonds

e−S , (3.19)

0 50 100 150 200
iterations/1000

0

0.5

1

1.5

2

2.5

si
ze

Fig. 2. Result of the numerical simulation, where N = 800 and the number of 8-fold bond is fixed

to be 140. The horizontal axis represents the number of iterations, the vertical axis the length

of the ten principal axes in ten dimensions. Two of them are relatively large, suggesting the

existence of anisotropy in space-time.
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IIB Matrix Model 73

where

S =
∑

(ij)∈G
12 ln[(xi − xj)2 + 1] +

∑
(ij)∈B

6 ln[(xi − xj)2 + 1]

+
∑
i<j

θ(1− (xij)2)(−4) ln[(xij)2(2− (xij)2))]. (3.20)

Here we fix the number of 8-fold bonds by hand. It is enough to check the above
mentioned conjecture, although the number of 8-fold bonds is actually fixed by dy-
namics.

We generate distribution of {xiµ} by the Monte Carlo method. We then measure
moment of inertia,

Mµν =
N∑
i=1

(xiµ − xcmµ )(xiν − xcmν ),

and diagonalize it. The ten eigenvalues are the length squared in the principal axes
in ten dimensions. In this way, we analyze anisotropy of ten-dimensional space-time.
For example, if four of the eigenvalues are much larger than the others, and grow as
we take N large, it means space-time is four-dimensional.

Figure 2 is our preliminary result. In N = 800, two of the ten eigenvalues
are relatively large, suggesting the existence of anisotropy. We hope to see four
eigenvalues become larger as we increase N . However, in order to see this, we need
at least 44 ·26 ∼ 16, 000 points, which is quite a large number in the current computer
power. Thus, we are trying to make some modifications to the model (3.20) to study
the system with larger N . The results will be reported soon. 24)

§4. Symmetries in the low energy theory

4.1. Local gauge invariance

Once we describe the space-time as a dynamically generated distribution of the
eigenvalues, low-energy effective theory in the space-time can be obtained by solving
the dynamics of the fluctuations around the background Xµ. Both of the space-time
Xµ and matter Ãµ are unified in the same matrices Aµ and should be determined
dynamically. Low-energy fluctuations are generally composites of Aµ and ψ, and it
is natural from the analysis of the Schwinger-Dyson equation for the Wilson loops
that a local operator in space-time is given by a microscopic limit of the Wilson loop
operators, such as

w(k;O) = Tr[O(A,ψ) exp(ikµAµ)]. (4.1)

Here, O(A,ψ) is some operator made of Aµ and ψ. In order to identify the total
momentum of this operator with k, the operator O(A,ψ) should be invariant under
a constant shift of Aµ, that is, a translation in the space-time coordinates.

In the first approximation around the diagonal background Xµ, the coordinate
representation of this operator is given by

ŵ(x;O) =
∫

d10k

(2π)10
exp(−ikµxµ) w(k;O)
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∼
N∑
i=1

Oiiδ
(10)(x − xi). (4.2)

Here, we have replaced Aµ by Xµ + Ãµ and taken the leading term. Oii is the (ii)
component of the operator O. Due to the delta function, the operator has support
only in the domain where the eigenvalues distribute. Vanishing of the operator
ŵ(x;O) outside of the domain of the distributed eigenvalues implies that space-time
simply does not exist outside the domain. This fact supports our interpretation of
the space-time in IIB matrix model.

We can apply a similar analysis to strings which propagate in the space-time. In
the 1/N expansion, the correlation between Wilson loop operators can be evaluated
by summing over all surfaces made of Feynman diagrams connecting the Wilson
loops at the boundary. This surface is interpreted as a string world sheet connecting
strings at the boundaries. Each eigenvalue (xiµ) associated to a loop in the diagrams
represents a coordinate on the world sheet, and it takes a value in the eigenvalue dis-
tribution in the leading approximation around the diagonal background Xµ. Hence,
a string world sheet evolves only in the space-time of the eigenvalue distribution,
which again supports our interpretation of space-time.

It is generally difficult to obtain how fluctuations propagate in the eigenvalue
distribution, which is reminiscent of the QCD effective theory: In QCD excitations
are expressed as composite operators of microscopic variables, and their low-energy
dynamics can be discussed only through a symmetry argument, namely an argument
based on chiral symmetry. Also, in our case, we will show that there are eigenvalue
distributions around which symmetry arguments allow us to discuss the low-energy
dynamics for some excitations. Suppose that the eigenvalue distribution forms clus-
ters consisting of n eigenvalues. At a length scale much larger than the size of each
cluster, the SU(N) symmetry is broken down to SU(n)m, where m = N/n.

We can expand Aµ and ψ around such a background Xµ similarly to the analysis
in the previous section. First, write Aµ and ψ in block forms:

Aµ =




A11
µ A12

µ ...
A21
µ A22

µ
...

. . .
Amm
µ


 ,

ψ =




ψ11 ψ12 ...
ψ21 ψ22

...
. . .

ψmm


 . (4.3)

Each block, Aij
µ or ψij , is an n × n matrix, and the diagonal blocks can be further

decomposed:

Aii
µ = xiµ1+ Ãii

µ ,

ψii = ξi1+ ψ̃ii, (4.4)
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where 1 is an n × n unit matrix and tr Ãii
µ = 0. Here, tr means the trace for a

submatrix of n × n. We interpret each cluster of the eigenvalues as being a space-
time point with an internal structure SU(n). Since each SU(n) symmetry acts on
the variables at position i independently, the unbroken SU(n)m symmetry can be
regarded as being local gauge symmetry. Indeed, under a gauge transformation of
the unbroken SU(n)m symmetry,

g =




g1
g2

. . .
gm


 ∈ SU(n)m ⊂ SU(N), (4.5)

the diagonal block fields, Ãii
µ and ψ̃ii, transform as adjoint matters, (i.e., site variables

in the lattice gauge theory), while the off-diagonal block fields, Aij
µ and ψij , transform

as gauge connections (i.e., link variables):

Ãii
µ → giÃ

ii
µg

†
i ,

ψ̃ii → giψ̃
iig†i ,

Aij
µ → giA

ij
µ g†j ,

ψij → giψ
ijg†j . (4.6)

Some of the dynamics for low-energy excitations is governed by this local gauge
invariance. Gauge fields live on the links and transform as the link variables in lattice
gauge theory. In our case, we have too many such fields (at least 10 boson fields Aij

µ

for a link (ij) ), but only one unitary link variable is assured to be massless by the
gauge symmetry, and the others acquire mass dynamically. Therefore, in deriving
low-energy effective theory, we first apply a polar decomposition to Aij

µ into unitary
and hermitian degrees of freedom, and identify all of the unitary components of Aij

µ

by setting them to be one common field U ij on each link. We have to integrate those
massive off-diagonal block fields Aij

µ while keeping the unitary components U ij and
this procedure is performed by the following replacements:

Aij
µ = 0,

Aij
µ ⊗Aji

ν = g2
δµν

(xij)2
U ij ⊗ U ji. (4.7)

In the second equation, the factor, 1/(xij)2, corresponds to the propagation of the
hermitian degrees of freedom while the appearance of the link variable U ij corre-
sponds to keeping the unitary degrees of freedom. Higher order correlations can be
obtained by using Wick theorem in general except ten-body correlation function for
Aij
µ . Due to the chiralness of the ten-dimensional fermion, we obtain an extra term

proportional to εµ1...µ10 , coming from fermion one-loop integral.
In order to derive the effective theory for fluctuations around the assumed back-

ground, we integrate massive fields first and obtain effective action for other fields
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as we have obtained the effective action for the diagonal components (i.e., space-
time coordinates) in the previous section. Generally speaking, we can expect any
terms which are not forbidden by symmetries; supersymmetry and local SU(n) gauge
symmetry.

A plaquette action for gauge fields U ij can be generated as follows. The relevant
terms in the action are

S4 =
1
g2

∑
i�=j �=k �=l

tr(Aij
µAjk

ν −Aij
ν Ajk

µ )Akl
µ Ali

ν . (4.8)

By integrating out the hermitian degrees of freedom of the off-diagonal blocks with
the procedure (4.7), this action vanishes; S̄4 = 0. However, interactions generated
by (S4)2 induce a kinetic term for the gauge field:

(S4)2 ∼
∑

i�=j �=k �=l

g4

(xij)2(xjk)2(xkl)2(xli)2
tr(U ijU jkUklU li)tr(U ilU lkUkjU ji). (4.9)

This is the plaquette action generated by aWilson loop for the adjoint representation,
and hence the gauge field U ij indeed propagates in the space-time of the eigenvalue
distribution. The gauge field can hop between any pair of space-time points, but the
hopping is suppressed by 1/x8 for distant points and we will recover locality in the
continuum limit. Similarly we can obtain a gauge invariant hopping term for adjoint
fermion ψii.

To summarize this subsection, supposing that the distribution of the eigenvalues
consists of small clusters of size n, we have shown that the low-energy effective theory
contains several massless fields, such as the gauge field associated with the local
SU(n) gauge symmetry and fermion field in the adjoint representation of SU(n)
gauge symmetry. Gauge-invariant kinetic terms were also derived. Our findings
are reminiscent of those which are obtained by considering n coincident D9-branes.
Presumably our argument here is related to the standard argument of coincident
D-branes.

Our system is a lattice gauge theory on a dynamically generated random lattice.
It is invariant under a permutation for the set of the m discrete space-time points,
since the permutation group Sm is a subgroup of the original SU(N) symmetry. The
existence of the permutation symmetry is the crucial difference from the ordinary
lattice gauge theory on a fixed lattice, which becomes important in deriving the
diffeomorphism invariance of our model. We will come back to this point in the next
subsection. Although the permutation invariance requires that all space-time points
are equivalent, locality in the space-time will be assured due to suppression of the
hopping term between distant points. In general, however, we need a sufficient power
for the damping of the hopping terms in order to assure locality in the continuum
limit. Though we do not yet know the real condition for locality, we expect that
terms with lower powers are canceled due to supersymmetry or by averaging over
gauge fields.
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4.2. Diffeomorphism invariance

As shown in §2, the one-loop effective action for the space-time points is de-
scribed as a statistical system of N points whose coordinates are xiµ. Integration
over the fermion zeromodes ξ gives the Boltzmann weight, which depends on a graph
(or network) connecting the space-time points locally by the bond interactions:

Z =
∑

G:graph

∫
dX W [X;G]. (4.10)

W [X;G] is a complicated function of a configuration X and a graph G. An im-
portant property is that the weight is suppressed at least by a damping factor of
1/(xi − xj)12, when two points, i and j, are connected. This system is, of course,
invariant under permutations SN

∗) of N space-time points, which is a subgroup of
the original symmetry SU(N), while the Boltzmann weight for each graph G is not.
The invariance is realized by summing over all possible graphs. In other words,
the system becomes permutation invariant by rearrangements of the bonds in the
network of the space-time points. This reminds us of the dynamical triangulation
approach to quantum gravity, 25) where diffeomorphism invariance is believed to arise
from summing all possible triangulations. Our system satisfies both the locality and
permutation invariance simultaneously by summing over all possible graphs whose
points are connected through the local interactions.

Now we see that the permutation invariance of our system actually leads to
diffeomorphism invariance. To see how the background metric is encoded in the
effective action for low-energy excitations, let us consider, as an example, a scalar
field φi propagating in distributed eigenvalues. The effective action will be given by

S =
∑
i,j

(φi − φj)2

2
f(xi − xj) +

∑
i

m(φi)2, (4.11)

where f(x) is a function decreasing sufficiently fast at infinity to assure locality in
the space-time. Introducing the density function of the eigenvalues,

ρ(x) =
∑
i

δ(10)(x− xi), (4.12)

and a field φ(x) which satisfies φ(xi) = φi, the action can be rewritten as

S =
∫

dxdy〈ρ(x)ρ(y)〉(φ(x)− φ(y))2

2
f(x− y) +m

∫
dx〈ρ(x)〉φ(x)2. (4.13)

Here, the expectation, 〈· · ·〉, for the density and the density correlation means that we
have taken average over configurations X and networks G of the space-time points.

∗) In this section we consider general eigenvalue distributions in which all eigenvalues have

nondegenerate space-time coordinates. If we take the cluster type distribution considered in the

previous subsection, the permutation symmetry responsible for the diffeomorphism invariance should

be SN/n.
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Normalizing the density correlation in terms of the density,

〈ρ(x)ρ(y)〉 = 〈ρ(x)〉〈ρ(y)〉r(x, y), (4.14)

and expanding φ(x)− φ(y) = (x− y)µ∂µφ(x) + · · ·, the action becomes

S =
1
2

∫
dx〈ρ(x)〉

[∫
dy〈ρ(y)〉(x− y)µ(x− y)νf(x− y)r(x, y)

]
∂µφ(x)∂νφ(x)

+m

∫
dx〈ρ(x)〉φ(x)2 · · · . (4.15)

This expansion shows that the field φ(x) propagating in the eigenvalue distribution
feels the density correlation as the background metric, while the density itself as
vacuum expectation value of the dilaton field. Namely, we can identify

gµν(x) ∼
∫

dy〈ρ(y)〉(x− y)µ(x− y)νf(x− y)r(x, y), (4.16)
√
ge−Φ(x) ∼ 〈ρ(x)〉. (4.17)

If the density correlation respects the original translational and rotational symmetry,
that is, if they are not spontaneously broken, the metric becomes flat, gµν ∼ ηµν .
(Normalization can be absorbed by the dilaton vev.) The fact that the background
metric is encoded in the density correlations indicates that our system is general co-
variant, even though the IIB matrix model action (1.1) defined in flat ten dimensions
does not have a manifest general covariance.

Then, let us see how the diffeomorphism invariance is realized in our model.
The action (1.1) is invariant under the permutation SN of the eigenvalues, which is
a subgroup of SU(N). Under a permutation,

xi → xσ(i) for σ ∈ SN , (4.18)

the field φi transforms into φσ(i). Then, from the definition of the field φ(x), we
should extend the transformation (4.18) into x,

x → ξ(x), (4.19)

such that ξ(xi) = xσ(i). Under this transformation, the eigenvalue density trans-
forms as a scalar density and the field φ(x) as a scalar field. On the other hand,
the metric transforms as a second-rank tensor, if the function f(x − y) decreases
rapidly around x = y and the y integral in Eq. (4.16) has support only near y = x.
The tensor property of the metric is also required from the invariance of the action
under transformation (4.19). In this way, the invariance under a permutation of the
eigenvalues leads to the invariance of the low-energy effective action under general
coordinate transformations.

The background metric is encoded in the density correlation of the eigenvalues.
Since we have started from the IIB matrix model action (1.1) which is Poincaré-
invariant, the density correlation is expected to be translational and rotational in-
variant, and we may obtain a low-energy effective action in a flat background. A

D
ow

nloaded from
 https://academ

ic.oup.com
/ptps/article/doi/10.1143/PTPS.134.47/1823516 by U

.S. D
epartm

ent of Justice user on 17 August 2022
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nontrivial background can be induced dynamically if the Lorentz symmetry is spon-
taneously broken and the eigenvalues are nontrivially distributed.

A nontrivial background can also be described by condensing a graviton opera-
tor. 26) Bosonic parts of graviton and dilaton operators are given by

Sµν(k) ∼ Tr(FµλF λ
νe

ik·A) + (µ ↔ ν), (4.20)

D(k) ∼ Tr(F 2eik·A). (4.21)

Their condensation induces extra terms in the IIB matrix model action,

Scond =
∫

dk
(∑

hµν(k)Sµν(k) + h(k)D(k)
)
. (4.22)

We can similarly obtain an effective action for fluctuations around a diagonal back-
ground from this modified matrix model action. Condensation of dilaton changes the
Yang-Mills coupling constant g locally in space-time. Since g is the only dimension-
ful constant in our model, and thus determines the fundamental length scale, a local
change in g leads to a local change in the eigenvalue density. This is consistent with
our earlier discussion that the dilaton expectation value is encoded in the eigenvalue
density. On the other hand, the condensation of graviton induces an asymmetry of
space-time. For a condensation of the k = 0 graviton mode, it is obvious that the
condensation can be compensated by a field redefinition of matrices Aµ,

Aµ → (δνµ + hνµ)Aν , (4.23)

and the two models, the original IIB matrix model and the modified one with the
k = 0 graviton condensation, are directly related through the above field redefini-
tion. The density of the eigenvalues is mapped accordingly, and the density cor-
relation is expected to become asymmetric in the modified matrix model. For a
more general condensation, if the graviton operator Ŝµν(x) (coordinate representa-
tion of Eq. (4.20)) changes only the local property of the dynamics of the eigenvalues,
the density correlation will become asymmetric locally in space-time around x, and
therefore induces a local change in the background metric.

Our low-energy effective action is formulated as a lattice gauge theory on a dy-
namically generated random lattice. Since the lattice itself is generated dynamically
from matrices, we must sum over all possible graphs. In this way, our system is
permutation SN invariant, which is responsible for the diffeomorphism invariance.
The background metric is encoded in the density correlation of the eigenvalues, and
the low-energy effective action becomes manifestly general covariant. The graviton
operator is represented as fluctuation around the background space-time, and is con-
structed from the off-diagonal components of the matrices. A microscopic derivation
of the propagation of the graviton is difficult to obtain, but once we have clarified
the underlying diffeomorphism symmetry, it is natural that the low-energy effective
action for the graviton is described by the Einstein Hilbert action. By employing
this diffeomorphism invariance and the supersymmetry, we will be able to derive the
low-energy behavior of the graviton multiplets, which will be reported in a separate
paper.
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§5. Discussion

We have reviewed the current status of the type IIB matrix model, which is
proposed as a constructive definition of superstring.

There are still several conceptual issues. We have obtained a nonabelian gauge
symmetry from the IIB matrix model by assuming a particular eigenvalue distribu-
tion. This indicates that this vacuum is not a perturbative vacuum of the type IIB
superstring. Instead, we may wonder if this is a perturbative vacuum of a heterotic
string or a type I string realized in a nonperturbative way within the IIB matrix
model. As we discussed in the introduction, our matrix model contains both of
the world sheets of the fundamental IIB string and those of the D-strings. By a
semiclassical correspondence (1.8), we have identified a IIB superstring in the Schild
gauge where tr is interpreted as integration over a D-string world sheet. We can also
construct an F-string world sheet in terms of surfaces made of Feynman diagrams,
whose SU(N) index represents the space-time coordinate of a world sheet point. In
both cases, if we assume an eigenvalue distribution consisting of small clusters, an
internal structure appears on the world sheet, and hence current algebra may arise
and there is a possibility to describe heterotic string within the type IIB matrix
model.

Another issue is how to describe global topology in the IIB matrix model. A
simple example is a torus compactification. A possible procedure of torus compact-
ification 28) is to identify Aµ with Aµ +Rµ by embedding a derivative operator into
our matrix configuration. Therefore, N is taken as infinity from the beginning. Since
this procedure has a subtlety in the large N limit, we require a careful examination
of the double scaling limit.

We also do not yet know how we can describe chiral fermions in lower dimensions
after compactification. If we naively consider a low energy effective theory on a
four-dimensional space-time generated by distributed eigenvalues, we will obtain
fermions with both chiralities. A possible mechanism to produce a chiral fermion is
to consider a compactified six-dimensional space-time with a nontrivial index, or a
parity violating background. We should replace the n×n block matrices considered
in §4 by (n+∞)×(n+∞) matrices. Size n part of a block represents the low energy
gauge symmetry as before. The rest of the infinite size represents an internal space
with six dimensions, which should have a non-trivial index. For simplicity, let us
consider a two-dimensional internal space. Then the following background

Aii
a = xia1,

Aii
5 =

(
0

P

)
,

Aii
6 =

(
0

Q

)

gives the (ii) block components of a desired background. Here a = 1 ∼ 4 and P,Q
are infinite dimensional matrices satisfying [P,Q] = −i. This background is invariant
under U(n)×U(1) in each block and this becomes the local gauge symmetry in four-
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dimensional space-time. The effective theory for low energy fluctuations around the
background are similarly obtained as in §4. All the off-diagonal fields become massive
and we integrate them over except a gauge field. In diagonal blocks, there are several
fields that can be massless. Writing fluctuations in a diagonal block, O = Ãii

µ or ψ̃ii

as

O =

(
OA O†

F

OF OS

)
, (5.1)

OA transforms as an adjoint representation, O†
F as a fundamental representation and

OS is a singlet for SU(n) transformation. P or Q acts like PO†
F on O†

F , and [P,OS]
on S-components. Then we can show that we obtain a massless chiral fermion
with fundamental representation for gauge symmetry SU(n), whose wavefunction
in (P,Q) space is given by the groundstate wavefunction of a harmonic oscillator.
Other possibly massless fermions are vector-like and will acquire mass unless they are
protected by supersymmetry. This is the simplest way to obtain a chiral fermion in
four-dimensional space-time. In this construction, all non-singlet fields transforming
as adjoint or fundamental representations live in four dimensions and localized at
x5 = x6 = 0. However, singlet fields including graviton propagate in the bulk (here,
six dimensions). In order to have a four-dimensional theory, we need to compactify
the internal six-dimensional space. This is discussed in a separate paper.

It is also desirable to construct AdS type backgrounds in our approach. 29) Let
us recall the metric of AdS5 × S5:

ds2 =
R2

z2
(dCx2 + dz2) +R2dΩ2

5 . (5.2)

The volume factor
√
g ∼ 1

z5 is sharply peaked at z = 0 in AdS5. Since we have
argued that

√
g is proportional to the density distribution in IIB matrix model,

such a background may be represented by the eigenvalue distribution which is also
sharply peaked at z = 0 namely at the four-dimensional boundary. The gauge
theory is obtained by assuming that the full SU(N) matrices are decomposed into the
clusters of submatrices of SU(n) as we have argued. Since the eigenvalue distribution
is essentially four-dimensional, the resulting low energy effective theory must be a
four-dimensional field theory. If we further assume N = 4 supersymmetry in four
dimensions which must be present due to the conformal symmetry of AdS5 × S5,
we may conclude that the low energy effective theory for such a background of IIB
matrix model is N = 4 super Yang-Mills theory.

This review is based on the talk by H. Kawai at this symposium and also on the
talk by S. Iso at the YITP workshop (Nov. 16–18, 1998).
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