Image-based Visual Servo Control Following earlier work [28], [17], [15], we have chosen to use

of the Translation Kinematics of a zero and first order image moments as primary visual features for
Quadrotor Aerial Vehicle. the control design. Perspective projection moments with suitable

scaling along with a classical IBVS control design lead to satisfactory

Odile Bourquardez, Robert Mahony, Nicolas Guenard, transients and asymptotic stability of the closed-loop system when
Francois Chaumette, Tarek Hamel, and Laurent Eck the image plane remains parallel to a planar target. However, the

system response may lack robustness for aggressive manoeuvres.
) ) ) ) ) In order to overcome this problem, several control schemes, based
Abstract—In this paper we investigate a range of image based visual on spherical first order image moments. are desianed and their
servo control algorithms for regulation of the position of a quadrotor P g ! g

aerial vehicle. The most promising control algorithms have been suc- Performance is analysed. The most promising control algorithms
cessfully implemented on an autonomous aerial vehicle and demonstrate have been successfully implemented on an autonomous aerial vehicle

excellent performance. showing excellent performances.

Index Terms—Visual servoing, aerial robotic vehicle. The paper is organized as follows. Section Il develops a classical
IBVS control scheme using perspective image moments. Section Ill
introduces the definition and properties of first order spherical image
moments and presents a range of control laws for the translational
Visual servo algorithms have been extensively developed in thgotion of the camera using this visual feature. Section IV provides an

robotics field over the last ten years [10], [23], [7], [19]. Visual serv@nalysis and a comparison of the control laws proposed. Experimental

control techniques have also been applied recently to a large variety@fults are presented in Section V.

reduced scale aerial vehicles, such as quadrotors [1], [25], helicopters

[2], [22], [26], [29], airships [4], [30] and airplanes [24], [5]. In this Il. PERSPECTIVE PROJECTION

paper we consider visual servo control of a quadrotor aerial vehicle
Much of the existing work in visual servo control of aerial robot

(and particularly autonomous helicopters) has used position-ba;

visual servo techniques [2], [27], [22], [26], [1], [25], [29]. The

estimated pose can be used directly in the control law [1], or as p

of a scheme fusing visual data and inertial measurements [29]. In tR

paper, we do not deal with pose estimation, but consider image-bageﬁ

visual servo (IBVS), similar to the approach considered in [4], [17], . a*

[30]. an =272 T T =anTg, Yn = anYg
The system dynamics is sometimes explicitly taken into accoun

in IBVS. This strategy has been applied for robotic manipulators [9

[12], [20] and for aerial vehicles'[30], [15]. Another popular approac ne camera and the target. The time derivatives @nd the relative

(as usually dpne for most robotlc_systems such as robot arms, m.o?hgtion between the camera and the object can be related by the

robots, etc.) is based on separating the control problem into an NSl Gical equation

loop and an outer position control loop. As for helicopters, the inner

attitude loop is run at high gain using inputs from inertial sensors,

rate gyrometers and accelerometers acquired at high data rate, whifere v and w are respectively the linear and angular velocity of

the outer loop is run at low gain using video input from the camethe camera both expressed in the camera frame, and ihe@nd

[26], [27]. The outer (visual servo) loop provides set points fok,, are respectively the parts of the interaction matrix related to the

the inner attitude loop and classical time-scale separation and htgimslational and the rotational motions. The desired image feature is

gain arguments can be used to ensure stability of the closed-latgnoted bys*, and the visual error is defined ky= s — s*.

system [1], [11], [15], [27]. In this paper, we take the inner/outer Classical IBVS control design aims to impose linear exponential

loop stability for granted (see [14] for details) and concentrate tability on the image error kinematics [10], [21], [28] to ensure an

the specific properties of the outer IBVS control design. It allowsxponential decoupled decrease &fé = —)\e, with X a positive

designing kinematic controllers, which give many advantages @gain). Usinge to control the translational degrees of freedom, the

practice. For example, using an embedded camera which sendsdlassical IBVS control input is:

images to a ground station implies time delays and then a slow image- 1

based control loop. It is thus interesting to have a lower-level loop v=—(Lv) (AetLow), A>0. 2

to ensure the stabilization of the system. Then, another advantag&enerally, the interaction terni, and L., depend non-linearly

to consider kinematic control is to enable easier re-use of the IB\6p the state of the system and cannot be reconstructed exactly from

scheme, since it is not close to the material equipment of the aetigé observed visual data. The visual feature: (€, Yn, an) IS OF

vehicle. In this paper, several control schemes are proposed, compgygfiicular interest sincd.,, = —Is in the case where the camera

and the most promising ones are shown to be stable in practice an@dge plane is parallel to the target plane [28]. In that case, since

to provide satisfactory behaviors. the link between image space and task space is linear and decoupled,

he control scheme (2) is known to lead to satisfactory closed-loop

ghaviour for holonomic robot [28]. It is in fact equivalent to a

I. INTRODUCTION

In this section, an IBVS control for regulation of the translation
i(é matics of an aerial vehicle is presented.
n order to obtain a quasi linear and decoupled link between
¢ image space and the task space, the image features used are
%rspective projection image moments [28]. The visual feature vector
(zn, Yn,an) is defined such that [28]
r

herea is the area of the object in the imagey, y, its centroid
bordinatesa™ the desired area and™ the desired depth between

§ = Lyv + Low 1)
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compared with the errake in (2). Thus, a reasonable approximation The reason for choosing the image error in this manner is that it
of (2) for the purposes of this paper is ensures the passivity property. The image error kinematics are [17]

v=>e, A>0. ?) §=0xw-Qu. ®)

Equation (3) does not require the estimation of any 3D paramettletr can be shown thajs| and 4o = R4 are a function of position

and can be implemented based only on the observed image fesa.tureor%y [6]. This property can be exploited to control the translational
This control was implemented on the experimental platform and th
results are discussed in Section V-B. The limitation of this approach, )
however, lies in its dependence on the particular geometry of tRe Proportional control.
application considered and the requirement to consider only smoothA pure proportional feedback of the un-normalized centroid [17]
slow trajectories of the vehicle. If the vehicle undertakes aggressigasures GAS (global asymptotic stability) property, but in practice
manoeuvres, or the parallel target plane assumption is invalidaiettas been shown in [6] that task space and image space behaviour
for a particular application, the approximatidn, =~ —Is will are not acceptable. This is due to the fact that the convergence rates
fail and more importantly the approximatidh,w =~ 0 may also are given byQ, and this matrix is not well-conditioned. The simple
fail. This second issue introduces a significant dynamic disturbanocentrol law
in the system response that cannot be cancelled directly without v==ksd, ks >0 (6)
the risk of introducing zero dynamic effects into the closed-loog thus not suitable in practice
response similar to those studied in recent works [11], [18]. The '
potential limitations of the classical IBVS control design based on
perspective projection features motivate us to consider a classCof Partitioned control.
spherical projection features and non-linear control design techniquesA solution for compensating the poor sensitivity in the previous
control design is to use a partitioned approach by singling out the
problematic component for a special treatment [8], [15].

The idea is to separate the visual error term into two criteria with
A. Modelling. different sensitivity. The new visual feature

gnamics independently of the rotations.

Ill. SPHERICAL PROJECTION

In this section we use an un-normalised first order spherical image da =011+ Aqpdiz (1)
moment along with an inertial goal vector to generate an image erQlyefined by using the constaht(chosen as shown in [6]), and the
[17]. Consider a point target consisting@fpointsP; corresponding following two new error terms: ’
to image pointg; (i € (1,...,n)) onthe ﬁpherical image surface. The
centroid of a target is defined to ke= " 7, p;. The centroidq is Su=qa5xq, S=q;'6, with qf=
a three-dimensional vector. Thanks to the spherical camera geometry, la*|
the third entry of the centroid is non-linearly related to depth of thg can be shown that the control law
camera from the observed target constellation. T

For a point target comprising a finite number of image points the v =kaA(qo) da, ka>0 8)
kinematics of the image cell_o;roid ﬂare easily verified to be &  with Aq}) = sk(q6)+>\q5q5T ensures that the system is GAS [6].
—w x q— Qu, whereQ = =7 % andmp = (Is — pp'). As  Note thatsk(qs) is the skew-symmetric matrix such thét(q;)w =
long as there are at least two poinisin image space the matri® g3 x w for any vectorw.
is positive definite [17]. This partitioned control scheme has been used in [15] by designing

Let b denote the vector that defines the direction of the fixesind experimenting a dynamic control of a quadrotor. It enables to
desired set point for the visual featusg expressed in a fixed inertial ensure that the entire system is GAS [15]. As shown in Section V-C1,

*

frame F4. The image based error considered is although it enables to ensure the desirable GAS property in practice,
. the partitioned control scheme can lead to poor behaviour of the
d=d-q (4) system as soon as the distance between initial and desired position

increases [6], [15]. In order to ensure a good behaviour in practice,

whereq* = R"b, and the rotation matrisR between the camera .
we propose the following control laws.

frame F¢ and the fixed inertial framé 4 (see Figure 1) is assumed
to be known, a common assumption when dealing with the control
of under-actuated systems such as helicopters [17]. D. Rescaled image feature.
To improve the relationship between task space behaviour and
image space behaviour, it is natural to try to determine an image
Fov feature that is as close to the 3D translation between the camera and
the target as possible [28]. Such a choice leads to an interaction

a matrix close to the identity, leading to a linear and decoupled
q* link between the image features and the translational degrees of
Fa freedom. Furthermore, satisfactory behaviour of the image features
4 will automatically induce an acceptable behaviour in the task space.
o e We propose to consider a new image feature
- : Rla|
f = F(la|)qo, with F(|q|) = an—:|q|27 )

whereqo = ﬁ is the normalised first order moments af{|q|)
Fig. 1. Camera framé ¢, fixed frameF 4 and visual featuresy andq®.  represents a rough approximation of the actual deptfrom the



geometric center of the target. is the number of points observed |- S”ecnon vcﬂn;rzl law st B'\‘/ES g-g(; . A\';R E
and R is the approximate radius of the target. S TIE To=%s 7 ~ bad | x |/
The errorés is defined as follows 3 I-C |v=FkaA(q) 0a| 7 | poor| x |
* *[y % 4.1 N-D  |v = ked¢ X V4 good| | v/
og=f—f"=F - F . 10
£ . (lah)ao — F(la™)ao 10 T hwE Too ke 5, | v | v | e0od x |V
It can be shown thads = —w x dr — MQu where M(q) =
oF(al) o (T 4 Fla) y, _ T 6 TABLE |
alq) 4090 + lal 3 —dodo [6]. PROPERTIES OF THE DIFFERENT CONTROL SCHEMES CONSIDERED
It can be shown thaf ~ —¢ (where & represents the camera Definitions of the acronyms used are as follows:

position with respect to the target, expressed in the camera fral S: global asymptotic stability, BLES: balanced local exponential stability,

andMQM ~ Q! [6]. Sincef ~ —¢ an intuitive idea is to choose TC: transient conditioning, ALR:. approximately linear relationship between
task space and image space, P: passivity.
v = kede, ke > 0. (12)

Since MQ ~ I3, we obtain approximately the same convergencgme degradation of the global transient behaviour for certain initial
rate for the components of the error [6]. conditions. However, this issue has limited effect on the observed

control law show excellent performances. Its advantage is also thgiction V-C3, the practical results are excellent.

it is easily implemented, since the control law is a direct function
of the visual errord¢. Furthermore (10) has the additional passivity
property, it is expected to be well-adapted for wide range of aerial
vehicles and experimental conditions.

However, similar to the perspective moments control design, t
global asymptotic stability has not been demonstrated.

IV. ANALYSIS

A range of IBVS schemes has been presented in Sections Il and lI.
fable 1 gives summary of the properties for each control scheme in
terms of stability, transient behaviour, linearity and passivity.

In practice, two of the most important properties are good transient
. . . conditioning (direct convergence of all elements of position in task
E. GAS control law with modified rescaled image feature. space without any observed divergence or peaking transients), and

In this subsection we attempt to define a new image feature apdlanced local exponential stability (equal asymptotic rate of conver-
control law that combine the properties of good transient behaviogence in all axis of the position in task space). Three control schemes
good local exponential stability and global asymptotic stability. Theresent interesting properties: the perspective image moments (con-
approach taken is to define a new scaling functifiiq|) and scaled trol schemel), the rescaled proportional feedback (control schdjne
image feature and the modified rescaled control (control schesiieAmong these

G three best control laws, each one has advantages and drawbacks, and
g =G(la))ao with g = —w x g~ HQu, (12) no one is globally better than the others. In the next section, these
where G(|q|) can be chosen so thd induces good properties three control laws are validated and compared through experimental
for asymptotic stability of the resulting control law. Similarly toresults.
Section IlII-D for the derivation ofM, we have the relationship

between matrid¥ and functionG(|q|) [6]: H(q) = 8%‘(L‘T'>qoqg + V. EXPERIMENTAL RESULTS AND COMPARISON OF SOME
G‘(C\;‘JI) I — q0q§ . CONTROL LAWS.
The errordy is defined as follows In this section we provide experimental verification of the perfor-

mance of the proposed control schemes on an aerial robotic vehicle.

) The experiments were undertaken on a quadrotor aerial vehicle. The
Recalling (12) the dynamics of this error function is givendgy=  task considered is to stabilise the vehicle with respect to a specified

—w X g — HQu, and we can note thalz ensures the passivity target.

property, as expected from the choicegnf

Choosing the scale facto€(|a]) = a(lal)” |a|F(lal), and A Experimental conditions.

de=g—g =G(ld))ao — G(la"|)ao-

control law
H 1) Prototype description:The unmanned aerial vehicle used for
v = kgig g kg >0 (13) the experimentations is a quadrotor, that is an omnidirectional VTOL
a(lal) vehicle ideally suited for stationary and quasi-stationary flight condi-

where a(]q]) is such thata(]q*|) = 1 [6], ensure GAS and good tions. It consists of four fixed pitch propellers linked to an electrical
local exponential stability of the closed-loop system [6]. The nemotor at each extremity of a cross frame (see Fig. 2). The vehicle is
image featureg = G(|q|)qo, and the previous featufe= F'(|q|)qo  equipped with an avionics stack including an Inertial Measurement
are designed in the same manner: the direction of the featureUsit (IMU) supplying the vehicle attitude and a controller board
given by qo, and the norm is given by the scaling fact6i(|q|) [15]. The embedded loop allowing the attitude stabilization runs at
and F(|q|) respectively.G(|q|) provides a less aggressive scaling66 Hz and the time to reach an attitude order is abd@ ms.
correction thar¥'(|q|) [6]. This improves the sensitivity of the imageA numerical wireless link allows the transmission of the attitude
feature to pixel noise and improves robustness of the closed-loogmmand between the quadrotor and a ground station (Pentium 4)
system. A disadvantage of the new image featgrés that it is with a time transmission of 10 ms. A camera situated below the
not as closely linked to the actual task space coordinates as thmadrotor is embedded and observes a target on the ground, consisting
featuref (or the 2D perspective moments used in Section Il). Sina# four black marks on the vertices of a planar rectangleq{40 cm)
F(|q|) is an approximation of the depth, the featdre- F'(|q|)qo  (see Fig. 2). A wireless analogue link transmits camera images to the
is directly related to the 3D positiEp. In case of the featgre ground station. All the visual servo controls tested are implemented
using the scale facto(|q|) = a(|q|) |a|F(]q|), the relationship on the ground station at the sample time66f ms. Consequently,
between image space and task space is non linear. This leadgdnsidering the high sampling rate low level and the low sampling



rate high level, we can assume that the low level and the high lewgistable. Then, these gains have been reduced in order to have an
control are entirely decoupled. A demonstration based on singu&ponential convergence in abolf s.

perturbations and similar arguments as in [13] can show the stabilityThe initial position of the vehicle isX ~ 0.7 m, Y ~ —0.65

of the entire closed-loop system. A 3D estimation of the vehiclm, Z ~ 2 m, and its desired position i¥ ~ 0m,Y ~ 0 m,
position with respect to the target is also obtained by fusing the dafa~ 1.4 m (which is above the center of the targetlat m height

of the embedded IMU and the visual data in a particle filter [3pf the ground). The asymptotic value for the matfx is Q* =

This estimate is used to provide an estimate of ground truth fdirag(2.35,2.36,0.057) and we haveb ~ (0, 0, 3.96).

the 3D behaviour of the vehicle and to provide an estimate of theln the following subsections, four kinematic image based control
linear velocity of the vehicle that is used by the inner-loop controlleschemes for the translational motion of the quadrotor are considered.
of the airframe dynamics [14] (see Fig. 3). In this paper, only 2Bor each experiment, the 3D position of the camera in the task space
visual information is used in the outer IBVS control loop for positiomeference frame is depicted, along with the velocity output of the

regulation.

Drone: =
- Embedded attitude g
control from IMU data.
- running at 166Hz.

‘\?ﬁ}a

Camera:
|- Focus: 2.1mm

Analogical

transmission:
- transmission at
2,4GHz.
- associate with an
acquisition card, a new
image is available
each 50ms

Numerical transmission:
-Transmission of the
desired attitude to the
drone
-Transmission of IMU data
to the ground station.

- 110ms are required for the
data transmission

visual servo control law. The evolution of the visual error considered
is also depicted, as well as the trajectory of the four black marks in
the image plane.

B. Perspective image moments.

The classical perspective image moments controller (control law
1) provides a linear correspondence between image space and task
space as long as the relative rotation between image and target
plane is small. The resulting closed-loop system response is expected
to be satisfactory both in transient performance and asymptotic
convergence and in both image and task space. The practical re-
sults using the quadrotor are very satisfactory (see Fig. 4) in the
considered experimental conditions. However, as consequence of the
limiting assumptions on the rotation, the system is neither GAS nor

passive. Moreover, it is expected that strong rotational motion will
significantly disturb the performance of the system.

Ground station:
-Treatment of vision
algorithms at 60ms.

3.0 ! 1 0.2

20 : 1 o1
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2) Experimental protocol:In order to compare the proposedrig. 4. Results obtained foo = 0.4e: time evolution (in seconds) of the
different kinematic visual servo controllers, the initial conditionseal position in the task space (in meters), (a) of them velocity output of the

of the experiments were chosen identically. For each eXperimeY'iﬁ“a! servo controb (in meters per seconds) (b). The evolution o_f the v_isual
E\rror is plotted on (c), and the trajectory of the four black marks in the image

Fig. 3. The low and high level control loops.

the_ quadrotor was servo controlled to a §pe(_:ific initi_al positio ane are plotted on (d).

using a standard state-space controller deriving information from the

task space position estimate. When the vehicle is stabilised at this

position, the visual control is initiated and the 3D position, obtained ] )

from the particle filter, is recorded. This protocol ensures that tife SPherical image moments.

flight conditions are the same and allows the comparison betweerl) Partitioned control: With the partitioned control law using
the different controllers. The velocity demand was also saturatddcomposition at the set point and spherical image moments (control
at 20 cm/s to ensure the vehicle remains in quasi-stationary fliglew 3), the visual error components are quite perturbed but converge
regime [16]. Considering times latency and the high sampling of tifsee Fig. 5.c). The problem is that the control law is not adequate
high level controller, only low gains have been used. The techniqtsr from the desired position. Consequently, we can see that the
used to tune these gains consists in increasing the gain to increesevergence rate is not the same on the three components of the
the bandwidth and stopping just before that the UAV begins to lpmsition, andZ component is not suitable (see Fig. 5.a). Moreover



the velocity output of the visual servo control is very disturbed, eve>Y ‘ 032
after convergencet > 25 s, see Fig. 5.b).
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Fig. 5. Results obtained fap = kAA(qg)TéA, configured as Figure 4.
2) Proportional feedback:The rescaled proportional feedback

using spherical image moments (control l4nhas the same desirable 10 X U
image feature properties as control ldwThe practical results are X{b@v —o4l [y

very satisfactory (see Fig. 6) and similar to the results obtained wi 0

control law 1. vl 04
In fact the rescaled visual featufe= F(|q|)qo is very close to 0 5 o B 20 3 5 1018200 28
the 3D position, analogously to the visual features used in contrn! (@) (b)
law 1. The control laws are a simple proportional feedback in th = ‘ ‘ ‘ ‘ 204
two cases. The advantage of the spherical image moments is t 1
they ensure the passivity property, and should be more robust 3y« 100
aggressive manoeuvres of an aerial vehicle as well as leading m 03 0
naturally to a full dynamic IBVS control design. A potential problem o~ =0 T 70
however, is the requirement to estimate the camera attitude in or -100
to reconstruct the image based error term. There is no formal pr(_o's.v/"/ Sy 204
of GAS for control law4, however, due to the natural structure of _
the image feature we expect that the domain of stability for this > 0 152025 7200 ~100 0100 200
control law will be sufficiently large that unstable behaviour will not ©) @
be encountered in practice. Fig. 7. Results obtained fap = 0.3 ;I‘f;“;z dg, configured as Figure 4

3) GAS control law:The last suitable control lawb) is based on a
modified rescaled visual feature, in order to ensure GAS. This control
law provides the guarantee of GAS that is missing in control4aits To better understand the noise sensitivity of each control scheme,
only drawback is that the visual feature is no longer linearly relatage have computed the root mean-square error (RMSE) of the velocity
to the 3D position and this may lead to slightly degraded transietémand over the period between 10 and 25 seconds, during which
response in task space. period all three closed-loop systems are stabilised in a neighbourhood
As can be seen on Fig. 7, this control scheme leads to vesfthe set point. Note that to get rid of the effect of the gains, we con-
satisfactory behaviour: equal convergence rates of the visual ershiertBavelocity output without the gains ks «. We compute
components, and equal convergence rates in the task space. Moreaygk= * o2, + o2, + o2, along witho,,. = (UK, — UK)?,
in the considered experiment the transient behaviour is acceptablior K € {X,Y, Z} and whereok is the average ofx betweenl0
and 25 seconds.
D. Noise sensitivity. As can be seen on Tabl.e ]I, the noise measured at the output of
all control laws are very similar. The three control laws have very

At first glance, the results (see Fig. 4, Fig. 6, and Fig. 7), for thﬁmilar behaviour with respect to the noise.

three suitable control schemes are very similar.

A potential problem with the control lawd and 5 is that the
rotation matrixR between the camera frame and the inertial frame
has to be estimated. However this estimation does not seem tdhis paper has investigated a suite of image based kinematic visual
introduce noise, delay or any significant perturbations in practiservo control schemes to control a quadrotor. Using the well-known
(compare Fig. 4 with Fig. 6 and Fig. 7). perspective image moments to design a classical IBVS translational

VI. CONCLUSION



Ovu Oux Ouy Ovy [11]

v=e 0.95|] 0.79 | 0.561 | 0.15

v = 8¢ 102 [ 051 | 0.74 | 0.49
v=15, [[ 101]] 0.65 | 061 | 047 [12]

TABLE Il
ROOT MEAN-SQUARE ERROR(RMSE) OF THE VELOCITIES FOR EACH [13]
CONTROL LAW

[14]

control law leads to good system behaviour in the experimem[sill:,]

studies undertaken. However this control scheme does not ensure

global asymptotic stability or passivity of the closed-loop systenil6]
both properties that we believe will be important for the development
of fully dynamic IBVS control schemes in the future. First ordef,
spherical image moments along with an inertial goal vector allow
us to design translational control laws independent from the rotation
motion. Global asymptotic stability is obtained by using these visuBhl
features and a simple proportional feedback, but the behaviour on Hgl
Z-axis is not acceptable. A range of control laws has been propose
in order to improve the behaviour of the system. The most promising

approach investigated involves rescaling the spherical image momda®3

to obtain an image feature that minimises the sensitivity in the depth

axis. The perspective image moments control design, as well as t

of the control laws using spherical image moments were implemented
on the quadrotor. In practice and as expected three control algorithi2i&
lead to acceptable behaviour of the system.
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