
Image Captioning with Sentiment Terms
via Weakly-Supervised Sentiment Dataset

Andrew Shin
andrew@mi.t.u-tokyo.ac.jp

Yoshitaka Ushiku
ushiku@mi.t.u-tokyo.ac.jp

Tatsuya Harada
harada@mi.t.u-tokyo.ac.jp

Graduate School of
Information Science and Technology,
The University of Tokyo
Tokyo, Japan

Figure 1: Overall workflow of our model

Image captioning task has become a highly
competitive research area with application of
convolutional and recurrent neural networks, es-
pecially with the advent of long short-term mem-
ory (LSTM) architecture. However, its primary
focus has been a factual description of the im-
ages, mostly objects and their actions. While
such focus has demonstrated competence, de-
scribing the images with non-factual elements,
namely sentiments of the images expressed via
adjectives, has mostly been neglected. We at-
tempt to address this issue by fine-tuning an ad-
ditional convolutional neural network solely de-
voted to sentiments, where dataset on sentiment
is built from a data-driven, multi-label approach.

Building a dataset on sentiments accompa-
nies a number of challenges. First, because sen-
timents are subjective by nature, it is difficult to
label the images in a reliable way. We handle
this problem by treating the images as having
multiple labels. We utilize Binary Relevance [1]
in which m training examples xi whose associ-
ated labels form a set Y are viewed as following:

D j = {(xi,φ(Yi,y j))|1 ≤ i ≤ m}

where φ(Yi,y j) =

{

1, if y j ∈ Yi

0, otherwise

(1)

Then, the set of labels for unseen example is de-
termined by the obtained binary classifiers gj for
q classes:

Y = {y j|g j(x) > 0,1 ≤ j ≤ q} (2)

Second issue is the financial cost of building
such dataset. We remark that the viewers’ com-

ments associated with the images frequently re-
flect the dominant sentiments of the images, and
exploit them with natural language processing
techniques and SentiWordNet [2] to automati-
cally label the images, building a large, weakly-
supervised sentiment dataset at zero cost.

Figure 2: Example of generated modifying terms
from each model.

We fine-tune a separate convolutional neu-
ral network on our sentiment dataset. Roughly
inspired by the mechanism in which two hemi-
spheres of human brain perform separate func-
tions of logical and emotional perception, we
juxtapose two separate convolutional neural net-
works, for object and sentiment classification,
respectively. We train the obtained representa-
tion using two networks with captions, and com-
pare the results with various baseline models.
Since automatic evaluation metrics are not de-
signed to handle sentiment terms, we mainly re-
sort to human evaluation as our primary metric.
Although ground truth captions contain only a
limited amount of sentiment terms, the results
demonstrate that our features were able to learn
better mapping between the images and senti-
ment terms than baseline models.
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