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ABSTRACT
Recent advancements in nanolaser design and manufacturing open up unprecedented perspectives in terms of high integration densities and
ultra-low power consumption, making these devices ideal for high-performance optical computing systems. In this work, we exploit the sym-
metry properties of the collective modes of a nanolaser array for a simple binary classification task of small digit images. The implementation
is based on a 8 × 8 nanolaser array and relies on the activation of a collective optical mode of the array—the so-called “zero-mode”—under
spatially modulated pump patterns.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0100049

I. INTRODUCTION

Photonic artificial neural networks (ANNs) are sparking a
revolution in artificial intelligence (AI) systems because they have
the potential of being much faster and energy efficient than cur-
rent silicon technology.1–3 In these big data days where datacenters
consume enormous amounts of power and the increase in comput-
ing performance based on the increasing number of transistors is
reaching fundamental miniaturization limits (Moore’s law), faster
and more energy efficient AI systems are urgently needed.

Impressive advances have been made in improving the per-
formance of photonic ANNs, designing hardware that mimics
neural synapses, developing efficient training methods, expanding
the number of nodes, and integrating them into silicon chips.4–9 As
a recent example, a specialized photonic processor has been demon-
strated with a performance that is 2–3 orders of magnitude higher
than the equivalent digital electronic processor.10 Moreover, a sur-
vey of the best-in-class integrated photonic devices has reported that
silicon photonics can compete with the best-performing electronic
ANNs, reaching sub-pJ per MAC (multiply-accumulate operations)
and foreseeing, for sub-wavelength photonics, performances of
few fJ/MAC.11

ANNs require activation functions that, in photonics, typically
rely on strongly nonlinear mechanisms, such as optical bistability
or saturable absorption.12,13 Usual implementations with coherent
nanophotonic circuits require additional nonlinear materials, such
as graphene layers, which are integrated in a second stage,12 which
increase the technological complexity. Alternatively, a laser cavity
features a natural activation function in the form of gain—instead
of absorption—saturation at the laser threshold. Moreover, in semi-
conductor quantum wells or quantum dots, cross-gain saturation
leads to strong nonlinear mode competition, providing a mode
selectivity mechanism that we attempt to exploit in this work.
In a different approach, laser-based ANNs have also been used
for simulating spin Hamiltonians,14,15 multimode vertical-cavity
surface-emitting lasers (VCSELs) have been shown to enable par-
allel ANNs,16 and a laser with intracavity spatial light modulator
(SLM) has been implemented as a rapid solver for the phase retrieval
problem.17

A most appealing candidate for laser-based integrated ANNs is
a nanolaser. Nanolasers have huge potential for becoming the key
building blocks of scalable, photonic computing systems, which are
able to provide both high-performance and ultra-low energy con-
sumption.18 Remarkably, nanolaser technology has experimented a
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huge progress in recent years, enabling dense integration of laser
nanosources on photonic microchips. Today, a myriad of cavity
designs and materials come to maturity for realizing nanolaser
arrays with advantages in terms of ultracompact footprints, low
thresholds, and room-temperature operation.19 Among these tech-
nological platforms, we can identify photonic crystal and metallo-
dielectric and coaxial-metal nanolasers together with plasmonic
lasers or spasers; in addition, quantum-dot-based micropillar lasers
feature microcavity properties that make them promising for appli-
cations in, e.g., reservoir computing.20 The common key physical
mechanism of both micro and nanolasers leading to low energy
consumption is their high quality factors (Q) combined with poten-
tially high spontaneous emission factors (β),which ultimately bring
the device operation deep into the thresholdless and few-photon
regime. Furthermore, lasers with micro/nanocavities have two addi-
tional assets: (i) Evanescent coupling between neighboring cavities
may lead to strong optical coupling, and consequently, a micro/nano
laser array can be robust against fabrication imperfections.
(ii) Intercavity coupling can be tailored by design with unprece-
dented control in photonic crystal platforms, which enable choosing
both the magnitude and sign of the coupling parameters.21–23 As far
as (i) is concerned, photonic crystal platforms are well suited since
the evanescent intercavity coupling leads to large mode splitting that
usually overcomes the resonance linewidths.24

In this work, we propose a photonic ANN based on an array
of nanolasers, which is able to process and classify two classes of
images. As a proof-of-concept demonstration, we process a database
containing images of handwritten numbers. In terms of ANN archi-
tectures, our scheme corresponds to an input layer given by the
input image (pixels in a 2D real space), an output decision layer
given by the optical spectrum (pixels in the 1D frequency space),
and hidden layers given by the nanolaser array. The input image
is encoded into a spatially modulated pump beam. Therefore, each
input pixel may excite many different nanolasers, and each nanolaser
emission is connected to many output pixels because of the Fourier
transformation that is performed all-optically. Thus, the result of
the classification task—to fix the ideas, yes if the image has a hand-
written zero, no otherwise—is read from the optical spectrum of the
light emitted by the nanolaser array. Consequently, we can select a
set of modes such that they are activated—i.e., pumped above laser
threshold—only for a given set of input images (handwritten zeros),
and they remain off—i.e., below threshold—otherwise. The key idea
is that the spatial profile of the pump is appropriately designed such
that when it encodes a specific type of image, it activates a particular
set of modes of the array.

Similarly to the optical computing framework demonstrated in
Ref. 25, based on nonlinear mode interactions in a multimode fiber,
in our implementation, the activation function is non-local as self
and cross-gain saturation result in thresholding functions with high
mode competition and selectivity. A crucial advantage of our setup
is the use of nanolasers, which have ultra-low power consumption
and very small footprint.

This work is organized as follows: Sec. II presents the model
used to describe the nanolaser array and introduces the definition of
a particular type of collective mode, known as zero-mode. Section III
describes the use of zero-mode lasing for binary classification, i.e., to
determine whether an image that is encoded in the spatial profile
of the pump corresponds (yes/no) to a particular digit. The dataset

used, the machine learning algorithm developed to optimize the
system’s performance, and its implementation are described in Secs.
III A and III B. Sections IV–VI–present the results obtained, the
discussion, and the conclusions, respectively.

II. MODEL
We consider a two-dimensional nanocavity array (shown in

blue in Fig. 1), which consists of m × n cavities in the x and y direc-
tions, respectively. For simplicity, we only consider nearest-neighbor
coupling and further assume that the resonance frequencies are the
same for all the cavities (without loss of generality, we set them to
be zero). The system is described by the following coupled-mode
equations:

i
dam,n

dt
= κx(am−1,n + am+1,n) + κy(am,n−1 + am,n+1)

+ i(gm,n − γ)am,n. (1)

Here, am,n are the field amplitudes, gm,n stand for the gain rates,
which are the elements of the matrix that represents the spatial
pump pattern (P = {gm,n}), and γ is the optical loss rate, which is
assumed the same for all the cavities; κx and κy are the coupling rates
in x and y directions, respectively, assumed real. Although a small
dissipative coupling is commonly used to describe loss-splitting in
photonic crystal cavity arrays, its effect does not qualitatively change
the results and has been neglected for simplicity.

For the numerical calculations, we normalize the time in Eq. (1)
to the timescale T = 0.2λ2/πcΔλ, where λ is the cavity-resonance fre-
quency, c is the speed of light, and Δλ is the resonance linewidth.
For typical photonic crystal nanolasers with λ = 1550 nm and qual-
ity factors of Q ∼ 4000, Δλ ≈ 0.4 nm, and hence T ≈ 1.27 ps. We
then re-scale all the rates as γ→ γT, gm,n → gm,nT, κx → κxT, and
κy → κyT. Dissipation and coupling parameters can be modified
through Q-factor and evanescent coupling engineering, respec-
tively, which provides important degrees of freedom in the coupled
cavity design. Throughout this work, we will fix γ = 0.2 and κx
= κy = 1, consistent with standard coupled photonic crystal
nanolaser geometries (see Sec. III B).

Next, we rewrite these equations in Dirac notation

i
∂∣ψ⟩
∂t
= H∣ψ⟩, (2)

where

H =∑
m,n
((κx∣am,n⟩⟨am+1,n∣ + κy∣am,n⟩⟨am,n+1∣ + h.c.)

+ i(gm,n − γ)∣am,n⟩⟨am,n∣). (3)

Here, h.c. stands for the Hermitian conjugate, and

∣ψ⟩ = (a1,1, a1,2, . . . , am,n)T (4)

is the wavefunction, which is a vector containing the m × n complex
amplitudes.
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FIG. 1. Examples of handwriting digital identification. The first column shows the original input images, the second column shows the resized images, and third column
shows the pump patterns generated by a linear transformation. The eigenvalues are shown in the right column, where the dashed lines indicate the lasing threshold. We
see that the zero-mode is above threshold for the two zero digit images (red and black arrows) while it is below threshold for the non-zero digit image (blue arrow). The
nanocavity array (blue spheres) can be decomposed in two sublattices (A in red and B in blue) that constitute the hidden layers of the photonic ANN.

A 2D cavity array as modeled by Eq. (1) may feature
important symmetries such as the chiral—also known as the
sublattice—symmetry, where H (not necessarily Hermitian) anti-
commutes with a unitary operator. In the case of non-Hermiticity
provided by a gain/loss distribution in a coupled cavity Hamiltonian
verifying (κx, κy) ∈ R, the prevailing underlying symmetry is the
non-Hermitian particle–hole (NHPH) symmetry.26,27 In this case,
the Hamiltonian in Eq. (3) satisfies the anticommutation relation
H𝒞𝒯 = −𝒞𝒯H, where 𝒞 is the unitary operator and 𝒯 is the time
reversal operator.26

Both chiral and particle–hole symmetries apply to arrays that
can be decomposed in two sublattices A and B, where coupling only
takes place between cavities from different sublattices. In the case
of the 2D square lattice displayed in Fig. 1, the sublattices A and
B are defined by the schematized checkerboard (red and blue sites
in Fig. 1). Consequently, a 2D cavity array with nearest-neighbor
coupling can be mapped to a bi-hidden-layer network, each hid-
den layer corresponding to one sublattice (see schematics next to
the checkerboard, Fig. 1). Importantly, both layers are coupled to
the input matrix I and also to the output layer that is the eigenmode
spectrum, ℛ (ε) (Fig. 1, right column).

To investigate the properties of the NHPH symmetry, we diag-
onalize the Hamiltonian, H∣ϕi⟩ = εi∣ϕi⟩, where εi and ∣ϕi⟩ are the
eigenvalues and the eigenvectors, respectively. Note that ℛ (εi) and
[−ℐ (εi)] are the frequency and net loss rate of the ith mode,
respectively. According to the anticommutation relation, we have
that

H(𝒞𝒯 ∣ϕi⟩) = −𝒞𝒯 (H∣ϕi⟩) = −𝒞𝒯 εi∣ϕi⟩ = −ε∗i (𝒞𝒯 ∣ϕi⟩). (5)

Therefore, 𝒞𝒯 ∣ϕi⟩ is also an eigenvector of H with eigen-
value −ε∗i . We can denote the new eigenvector and eigenvalue as
∣ϕj⟩ = 𝒞𝒯 ∣ϕi⟩ and εj = −ε∗i , respectively. Consequently, the NHPH
symmetry possess two phases, the symmetry broken phase with
εj = −ε∗i , i ≠ j and the symmetric phase with εi = −ε∗i , which implies
that the NHPH-symmetric modes are zero-modes, defined by the
condition ℛ [εj] = 0, and they are simultaneous eigenvectors of H
and 𝒞𝒯 . Importantly, two eigenvalues that initially have different
energies may upon variation of the pump parameter collide on the
imaginary axis at an exceptional point and create a pair of NH zero-
modes: this phenomenon is called the spontaneous restoration of the
NHPH symmetry.

Zero-modes have captivated the attention of the scientific com-
munity because of the revolutionary concept of Majorana bound
states. They constitute their own anti-particles and host non-Abelian
braiding statistical properties, a most promising approach for fault
tolerant topological quantum computation. In photonics, non-
Hermitian zero-modes have been recently demonstrated in an array
composed by three nanocavities.27

III. BINARY CLASSIFICATION USING THE ZERO-MODES
The symmetric phase can be observed when the array is

pumped in a selective manner.26 Unlike the zero-modes protected by
chiral symmetry that satisfy εi = −εi and thus are restricted to εi = 0,
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the zero-modes warranted by NHPH symmetry satisfy ℛ [εi] = 0;
therefore, they are free to move on the imaginary axis. Conse-
quently, the NH zero-modes are robust, and one can manipulate
them by controlling the pump pattern. Upon pumping the array
with an appropriate spatial pattern, a zero-mode can reach the lasing
threshold, ℐ [εi] = 0, before the other modes.

On the other hand, if the spatially distributed pump cannot
spontaneously restore the symmetric phase, a non-zero mode will
lase. Thus, the pump patterns can be classified into two groups
according to their ability to excite a zero-mode: the ones that can
lead to zero-mode lasing and the ones that cannot. Therefore, for
classification purposes, if the frequency separation between zero and
non-zero modes is large enough such that they can be spectrally
resolved using optical filters before detection, zero-mode lasing can
be used for binary classification. For a proof-of-concept demon-
stration, we consider an 8 × 8 array, and we use a freely available
database of images of handwriting numbers (details are presented in
Sec. III A).

Let us consider an image of a handwritten zero, for instance,
the one shown in Fig. 1, top left corner, and resize it to a 8 × 8
matrix of pixel values, I(1). To encode the image information into the
pump profile, P(1), we define an appropriate transformation matrix
M such that P(1) = ∣MI(1)∣, where the absolute value ensures that

the elements of the pump profile are not negative. Then, P(1) is
projected onto the nanolaser array by using a SLM. The transfor-
mation M has to be chosen such that the resulting pump pattern
P(1) efficiently excites a zero-mode (ℛ [ε(1)i ] = 0) in such a way
that it can reach the lasing threshold, ℐ [ε(1)i ] = 0 (Fig. 1, right col-
umn, top). Note that there can be many zero-modes in the spectrum
because a multiplicity of NH zero-modes can be generated, each
one having a different imaginary part. However, in the general case,
only one will eventually reach the laser threshold as the pumping is
increased.26

For image classification, we need not only that one particu-
lar input image containing a handwritten zero, I(1), leads to lasing
zero-mode (i.e., to a yes answer) but also that any image containing
a handwritten zero, I(k), leads to lasing zero-mode (Fig. 1, mid-
dle row). Conversely, when the input is not a zero digit, we want
that a non-zero mode turns on (Fig. 1, bottom row). Therefore, the
key idea is to optimize the coefficients of the transformation matrix
M such that a zero-mode turns on if and only if the input image
corresponds to a handwritten zero digit.

In the following, we describe the machine learning procedure
employed, which allows us to obtain the linear transformation, M,
that optimizes the performance of the binary image classifier.

A. Machine learning optimization of the linear
transformation matrix

Clearly, the choice of the transformation matrix, M, is cru-
cial for obtaining a good classification performance. As previously
stated, we are interested in using the zero-modes as detectors of a
class of input images, and thus, we want a zero-mode to turn on if
and only if the pump pattern encodes an image that represents the
digit of choice. In this section and Sec. III B, we will describe how to
optimize the array elements of M in order to obtain the best possible
classification skills.

We have employed the digit dataset freely available at the
University of California–Irvine (UCI) ML repository,28 which is
a standard dataset for assessing the performance of image recog-
nition systems. We used images that have a resolution that fits
the size of the nanolaser array (8 × 8). In order to keep the
calculation time reasonably low, we analyzed a subset of 360
images. We aim at training the nanolaser array to recognize
a particular digit. Specifically, we can either distinguish between
0s and 1s (one-vs-one classifier) or between 0s and any other digit
(one-vs-all classifier). Both classifiers can be used as building blocks
of a multiclass classifier (see Sec. V).

Typically, the simplest implementation of a machine learning
(ML) algorithm for a binary classifier would iteratively adjust its
parameters to obtain a good separation between the two populations
of the data it is trained with (training set). Then, its performance
is assessed by looking at new, previously unseen data (testing set).
Here, we follow this same paradigm. We randomly split the data
into two parts: the training set, containing 75% of the samples (270
images), and the testing set, with the remaining 25% (90 images).
The two sets are sampled so that each contains, on average, the same
proportion of the two classes of images. In the case of the one-vs-all
classifier, we downsampled the number of images containing dig-
its 1–9, so the two classes (zero and non-zero digits) are balanced
(i.e., zero digits are 50% of the total).

To train the classifier, we have to build a link between its para-
meters and the classification performance. The idea is to define
a smooth cost function correlated with the system errors. In this
way, minimizing the cost function improves the performance.
The smoothness of the cost function is crucial for designing a
numerically stable procedure.

As explained previously, we want a zero-mode to turn on
when the input image corresponds to the right class (e.g., a hand-
written zero). In addition, we want the gap between the lasing
zero-mode and the other modes to be as large as possible as this
will increase the classifier’s robustness to noise. Therefore, we define
the “spectral gap” of a given image labeled k that is encoded in
a pump pattern P(k) and an associated Hamiltonian, H(k), with
eigenvalues ε(k)i as

Δε(k) = max
i:∣ℛ [ε(k)

i ]∣≤δ
ℐ [ε(k)i ] − max

i:∣ℛ [ε(k)
i ]∣>δ

ℐ [ε(k)i ], (6)

where δ is a parameter that represents the spectral resolution of
the experimental detection system, i.e., the bandwidth of the optical
filter that will select a given mode. Ideally, δ is a very small number as
the detector should allow to resolve modes with small detuning (see
Sec. III B). We will call the selected modes, the subset of modes for
which ∣ℛ [ε(k)i ]∣ ≤ δ. These modes are either zero-modes or non-

zero modes with very small real part. Physically, Δε(k) corresponds
to the gain difference between the lasing mode (e.g., a selected one)
and the first nonlasing mode belonging to the other subset (e.g.,
unselected one).

We note that since at least one mode will lase, either the first or
the second term in the rhs of Eq. (6) is null. In particular, if a selected
mode lases, the first term is 0 and Δε(k) is positive, while it is negative
otherwise. The value of the spectral gap depends on the input image
and on the linear transformation matrix, M. Our goal is to correlate
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Δε(k) with the image class. For this reason, we use the following cost
function:

C = − ∑
k∈{+}

tanh(ηΔε(k)) + ∑
k∈{−}

tanh(ηΔε(k)), (7)

where we denote with {+} and {−} the two sets of images for which
we expect the Δε(k) to be positive or negative. Here, the hyperbolic
tangent represents a differentiable version of the sign function, and η
is a scale parameter that has been fixed to η = 4 after few experiments
(the system’s performance is rather unaffected by η).

B. Algorithm implementation
The cost function depends on the elements of M through the

values ofΔε(k), and it is likely to display several local minima. For this
reason, we employ a dual annealing minimization of C with respect
to M.29 Once the cost function was minimized using the images
of the training set, the matrix M obtained was used to operate the
classifier and compute its performance on both training and testing
sets.

The pipeline steps to classify an input image are given in the
Appendix. The optimization was run until a maximum number of
evaluations of the cost function (∼3 × 105)was reached. On a 40 core
cluster, the optimization typically takes about 24 h.

The calculations were performed with the following re-scaled
parameters: γ = 0.2 and κx = κy = 1. The former leads to a cavity
dissipation rate of τ−1 = πcΔλ/λ2 = 157 GHz (cavity damping time
τ = 6.4 ps), while the latter leads to a coupling rate of 5τ−1. Both
parameters are consistent with standard evanescently coupled L3
photonic crystal nanolasers separated by three rows of holes in the
ΓM direction of the underlying 2D triangular hole-lattice, featuring
a mode splitting of five times the cavity linewidth; such a splitting
is a typical value, which can be modified if needed by means of
the barrier engineering technique.21,22 Importantly, we have cho-
sen the coupling strength large enough in order to overcome the
intercavity detunings that may arise as a consequence of spatial
inhomogeneities due to fabrication imperfections (RMS of about a
resonance linewidth). Concerning the spectral cutoff (δ-parameter),
it is related to the bandwidth of the optical passband filter that will
select laser modes at the output layer. Passband widths in commer-
cial tunable bandpass filters in the telecommunications band can
be as small as Δν = 10 GHz, which, in normalized units, leads to
δ = 2πTΔν ≈ 0.08. Hence, only δ values above 0.08 can be considered
as realistic bandwidths in experiments. We will then analyze two
cases: δ = 0.1, compatible with realistic applications, and δ = 10−3

(ultra-narrow filter) for a deeper understanding of the protocol and
comparison.

IV. RESULTS
Table I summarizes the metric scores obtained by the two image

classifiers, one-vs-one and one-vs-all. As usual, we define the accu-
racy as the fraction of correct classifications over the total number of
images in the train/test dataset, the recall as the fraction of 0s in the
dataset that were correctly identified, and the precision as the fraction
of correctly predicted 0s over the number of predicted 0s.

TABLE I. Summary of the scores obtained for one-vs-one and for one-vs-all
classifiers.

One-vs-one One-vs-all

Resolution δ 10−3 10−1 10−1

Accuracy (%) Train 100 98.9 97.8
Test 98.9 97.8 96.7

Precision (%) Train 100 100 97.7
Test 100 100 97.9

Recall (%) Train 100 97.6 97.7
Test 98 96.1 95.8

FIG. 2. Two examples of correct image classification for the one-vs-one classifier.
(a) and (b) Input images. (c) and (d) The corresponding pump patterns, computed
as P = ∣M I∣ using the M matrix that minimizes the cost function defined in Eq. (7).
(e) and (f) Real and imaginary part of the spectrum of the Hamiltonian matrix
pumped with the patterns depicted in (c) and (d), respectively. In red are given
the lasing eigenvalues that are selected modes, that is, the eigenvalues for which
−δ ≤ℛ [ε] ≤ δ with δ = 10−3. In blue are given the lasing eigenvalues that are
not selected modes. Diamonds represent zero-modes, while circles represent non-
zero modes. The two insets range from −0.05 to 0.05 on the horizontal axis and
from −0.01 to 0.003 on the vertical axis.
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A. One-vs-one classifier
The one-vs-one classifier is, on average, the most precise. In the

case of the ultra-narrow filter, if we simply look at the performance
metrics, we have the best classifier; the algorithm only fails on one
example of the test set.

In Fig. 2, we report two examples of classification for a 0 and
of a 1. As we can see, the images are correctly classified, but the
difference in frequency between the zero-mode and the non-zero-
mode is very small. To understand this small difference, we plot
in Fig. 3(a) the distribution of the frequencies of the lasing modes
for the whole image dataset. We can identify two main regions: one
at extremely low real parts—limited to the floating point numerical
resolution—that contains the zero-modes and another one between
10−4 and 10−1. The latter has a bimodal distribution with a main
peak above the selection threshold and a minor secondary peak right
below. Therefore, the first observation is that some selected modes
have small frequencies, but they are not strictly zero-modes. To

quantify their fraction with respect to the zero-modes, we report in
Fig. 3(b) the cumulative distribution functions (CDFs) of the lasing
frequencies for the selected and for the non-selected modes. We can
see that when the input image is a zero digit, ∼5% of the selected
modes are not strictly zero-modes but they are very close to the
detection cutoff. Moreover, also a small fraction of the non-selected
modes close to the selection boundary also come from zero input
digits: only one for δ = 10−3 [Fig. 3(a)] and 5 for δ = 0.1 [Fig. 3(c)],
slightly lowering the recall value (see Table I). As a result, the train-
ing precision is 100% for the one-vs-one classifier regardless the
δ-value, meaning that all identified zeroes originally come from
handwritten zero inputs.

Clearly, classification in our optical machine reduces to a lin-
ear boundary separation problem given by a frequency cutoff δ. The
smaller the cutoff, the better the separation between classes. Specif-
ically, 100% accuracy is obtained with δ = 10−3 for the training set,
while it slightly drops for the test set (Table I). However, increasing
the cutoff to δ = 0.1, the accuracy keeps high, but it is slightly smaller

FIG. 3. (a) Histograms of the real parts of the lasing modes εi∗ , where i∗ is the particular eigenvalue at lasing threshold for all the images of the dataset. The bin size
increases with ℛ [εi∗ ] in order to have equal bin size in the log scale. Counts are also reported in the log scale. In red are given eigenvalues corresponding to the
target digit, “0,” while in blue, we report the eigenvalues corresponding to any other digit. (b) Cumulative distribution functions (CDFs) of ℛ [εi∗ ] for all the images for the
one-vs-one classifier. In red, the CDF of the selected modes is given, that is, the lasing eigenvalues for which −δ ≤ℛ [εi∗ ] ≤ δ with δ = 10−3. In blue, the distribution of
the remaining lasing modes is given. Both in (a) and (b), the value of the cutoff δ is depicted as a black vertical dashed line. (c) and (d) Same as (a) and (b) but for δ = 0.1.
(e) and (f) Same as (c) and (d) but for the one-vs-all classifier.
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(98.9%) in the training test, meaning that a larger fraction of “zero”
input images are incorrectly classified as “ones.”

It is important to point out that although the metrics are slightly
worse in the case of the wide filter (δ = 0.1), they prove to be more
robust. In Fig. 4, we can see two examples of correct classifica-
tions. The non-selected lasing mode is significantly far from the filter
cutoff (Fig. 3), while ∼4% of the selected modes within the range
ℛ (ε) ∼ [10−3, 10−2] are not strictly zero-modes, still reasonably far
from the δ = 0.1 cutoff.

B. One-vs-all classifier
The one-vs-all classifier is, on average, less accurate than the

one-vs-one classifier, a fact that should not be surprising because the
variance of the “negative” examples is higher. Similarly to the wide-
filter one-vs-one classifier, there is a good separation between the
two classes: zero digits exciting zero and near-zero modes and non-
zero digits leading to non-zero lasing modes (see Fig. 5). Unlike the
one-vs-one classifier, here, the precision is below 100% with a small
although nonzero fraction of other digits that trigger—both zero and
non-zero—selected modes, and consequently, they are incorrectly

FIG. 4. As in Fig. 2 but for δ = 10−1.

classified as “zeros,” as it can be seen in Fig. 3(e). On the other hand,
the higher diversity of the negative examples affects the fraction of
selected modes that are not zero-modes, which, in this case, is ∼20%,
as it can be seen in Fig. 3(f).

C. Robustness to noise
To assess the robustness of our classifier to noise, we perturbed

the input images with a spatially uncorrelated uniformly distributed
random intensity. We normalized the noise level by the maximum
pixel value in the original image, meaning that a noise level of 1 is a
nearly-random image. We then used the trained algorithm to classify
the perturbed images and computed the accuracy degradation as the
noise level grows.

The results are depicted in Fig. 6. Note that the one-vs-one
classifier is more robust when setting δ = 10−1 compared to δ
= 10−3. This is consistent with our previous observation that the fre-
quency gap between selected and non-selected modes is wider in
the former case. This confirms our previous statement that larger
cutoff detection filters are more robust despite being slightly less
precise.

The one-vs-all classifier is less robust to noise compared with
the one-vs-one classifier having the same δ-value. In all the cases,
there is an abrupt drop in accuracy as the noise intensity is increased,
and the accuracy asymptotically tends to random (50%) for large
noise intensities. For the one-vs-one classifier with a wide filter,
the accuracy is tolerant to about 20% of relative noise intensity.
Overall, we can state that if the noise intensity is below 5% of the
maximum image intensity, the classifier’s performance is almost
unaffected.

V. DISCUSSION
We have demonstrated that the modes emitted by a nanolaser

array can be used for binary image classification, being able of
both, one-vs-one and one-vs-all classification. The selected modes
detecting the positive class are mainly zero-modes. A fraction of
the selected modes, however, does not correspond to zero-modes
and this fraction is significant in the case of the one-vs-all classi-
fication. We checked whether their eigenstates are similar to those
corresponding to zero-modes (ϕ/2-phase difference between neigh-
bor cavities26,27), and we found that there is a certain similarity only
if the non-zero modes are coalescing into a zero-mode. In the case
of the one-vs-one classification, these small clusters have small real
parts because they are either coalescing into zero-modes or they have
a zero real part just below the lasing threshold. For this reason, the
pump pattern is remarkably similar to zero-mode pumps, and they
can correctly classify zero digits. Using a very narrow filter would
force the classification to rely on zero-modes solely. Thus, we tested
even smaller values of δ (δ < 10−3) but obtained a decrease in the
accuracy. Therefore, in order to obtain a good performance, small
clusters of non-zero modes must be included in the classification.
It might be possible to eliminate these small clusters (and use only
the zero-modes for yes/no classification) by changing the coupling
strength between the cavities. Therefore, it will be interesting in the
future to study the relationship between the system’s parameters and
the spectral mode distribution.

Let us stress that the principle of zero-mode-based computing
is robust to perturbations in the coupling coefficients. This is, in fact,
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FIG. 5. As in Fig. 4 but for the one-vs-all classifier.

a main strength of our approach: because of symmetry protection,
zero-modes are immune to coupling imperfections. We tested this
resilience optimizing a M matrix for a system where the κ values,
instead of being exactly one, were normal variables of unitary mean

FIG. 6. Accuracy of the classifiers as a function of the noise level in the input
images. The noise intensity is normalized by the maximum pixel value in the orig-
inal. The shaded area represents the standard deviation of the accuracy values
over 20 independent realizations.

and 0.1 standard deviation, which correspond to the current man-
ufacturing precision. Even in this case, the existence of zero-modes
is guaranteed, and their existence could be exploited to reach 99%
accuracy on the training set and 98% on the testing set with δ = 10−3.
A most important point that deserves further investigation is how
the special symmetry of the zero-mode helps the classification task.
First of all, the particular symmetry we exploit here (non-Hermitian
particle–hole) locks the emission frequency of the target mode,
which is undoubtedly helpful for an experimental implementation.
Moreover, the different lasing modes (symmetry broken/unbroken
eigenmodes) become naturally separated in the spectrum: zero-
modes accumulate around the central—or zero—frequency (sym-
metric eigenmodes), whereas other modes (symmetry broken ones)
can be excited with frequencies other than the central one. Such
a frequency separation, related to the organization of eigenvalues
in the complex plane, is, we believe, an important asset for the
performance of the classifier.

Nevertheless, we performed several numerical experiments to
test the effect of breaking the particle–hole symmetry of the array. In
particular, we introduced the following: (i) a cavity-to-cavity detun-
ing perturbing the diagonal of the Hamiltonian with random real
coefficients with zero mean and at different levels of variance up
to five times the coupling and (ii) coupling coefficients set to zero
(κ = 0). We found that if the perturbations are small enough
[(i) only], the classification performance is still acceptable (>95%)
even if not as good as in the zero-detuning case. We also tested
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both (i) and (ii) and found a drastic drop in performance that
renders the system unusable for classification. Taken together,
our preliminary simulations show that the coupling between the
cavities plays an important role in the system’s performance
although further research is needed to understand the underlying
mechanisms.

We have proposed an ANN for image classification that oper-
ates mainly at the hardware, optical level, with the only in silico
operation being a matrix multiplication, which is extremely fast and
highly parallelizable. We are now searching alternatives to this step,
such as 2D passive metasurfaces, to realize all-optically the in silico
MAC functions. These metasurfaces, similar to the ones reported in
Ref. 4 but in the optical domain, would take the form of external
phase masks that can be fabricated with standard silicon or dielectric
nanotechnology.

Beyond binary classification, a multiclass classifier can be built
by using binary classifiers and an aggregation rule.30 With one-vs-
one classifiers, having N classes, we will need N(N − 1)/2 classifiers,
while with one-vs-all classifiers, we only need N classifiers. The
predictions are aggregated and a final prediction is made, and confi-
dence scores can be assigned to each class. Moreover, it is possible
to design a 2D nanocavity array that supports a set of topologi-
cally protected quasi-zero modes. Specifically, we have conceived
a 2D extension of a Su–Schrieffer–Heeger (SSH) model,31,32 where
the quasi-zero-modes formed by topological defects can exhibit dif-
ferent frequencies. Consequently, all the defect modes are highly
localized in terms of their spatial distribution and lasing frequen-
cies, and as a result, these topologically protected modes may prove
to be mutually independent. Such a system, which goes beyond the
scope of this work and will be investigated elsewhere, might enable
N-class optical classifiers based on topologically protected laser
modes.

We stress that our aim is not to overcome the performance of
state-of-the-art in silico classifiers as a perceptron or a random forest
can perform very well on this dataset, achieving nearly 100% accu-
racy both in the train and the test sets of the binary classification
we considered here. Instead, our goal is to show that a nanolaser
array can serve to implement an all-optical multilayer ANN device,
a longstanding goal in optical computing, which is expected to out-
perform single layer NNs in problems where classification cannot
be linearly approximated, such as non-convex problems, including
the XOR logic-gate. As a matter of fact, as explained in Sec. II, by
virtue of the sublattice decomposition, the 2D nanocavity array with
nearest-neighbor couplings can actually be mapped to a bi-hidden-
layer system—the checkerboard—without any intralayer coupling.
Moreover, because of in situ gain saturation nonlinearity, the acti-
vation function is applied on each layer. Depending on the array
geometry and couplings, the number of hidden layers could increase
from two to four. Because of the non-local character of the Fourier
transform, there is potential for global connectivity between the
input layer (the pump pattern that encodes the input image) and the
hidden layers (the nanocavities) and also between the hidden lay-
ers and the output layer (the modes of the array). Therefore, even
though the layer-to-layer connectivity is local, the input and out-
put layer connections are global. This architecture, used here for a
proof-of-concept demonstration, has given high accuracy for image
classification of handwritten digits.

The resolution of the images that can be processed is limited
by the size of the nanolaser array; however, in many applications,
there is no need of high image resolution. Note that, in an all-
optical pipeline, the pre-processing convolution step in the form of
image pixelization can be implemented by spatial filtering. Finally,
we would like to point out that the eigenvalue problem is an idealized
representation of a laser array device, which is expected to be valid
for small enough pumping rates and as long as a single mode reaches
the threshold. The complexity of a real nanolaser device—saturation
effects, spontaneous emission noise, phase-amplitude coupling, and
so on—could be taken into account in more elaborated dynami-
cal models, such as carrier-dependent semiconductor coupled-mode
equations.27 In an experimental implementation as the one reported
in Ref. 27, we would actually tune the matrix coefficients with
the real system response rather than with the theoretical model
that, in turn, would provide both a useful initial parameter guess
and a valuable insight into the interpretation of the experimental
outcome.

VI. CONCLUSIONS
We have introduced an optical computing system based on a

bidimensional array of semiconductor nanolasers. An optical pump
beam is spatially modulated through a computer-based linear trans-
formation applied to a SLM in such a way that only a given class
of input images efficiently excites a zero-mode of the array. With
this protocol, overall accuracies of 98% for one-vs-all classifiers
have been obtained. In further device conceptions, the in silico
pre-formatting MAC operations could be replaced by all-optical
transformations using 2D metasurfaces.

Because of sublattice symmetries and in situ gain saturation
nonlinearities of the nanolaser array, our system is a promising can-
didate for an all-optical multilayer neural network device, potentially
benefiting from the low energy consumption and fast light–matter
interactions in semiconductor nanocavities.

The originality of our device relies on (i) complex free-space
operations such as diffraction, convolutions, and mode decompo-
sition (matrix diagonalization) that, in optics, are carried out “for
free”; (ii) a low-energy-consumption device as a nanolaser, which
can saturate with few photons (high β-factor thresholdless laser
regime); (iii) III–V semiconductor coupled cavity network geome-
tries, which provide both multilayer architectures with optical cou-
pling engineering and in situ saturation nonlinearities in a natural
way; (iv) non-local activation functions because of mode coupling,
which, as is has been investigated in Ref. 25, improves the classifica-
tion (form nonlinear to linear regression); and (v) the symmetry—or
even topological—protection of laser modes. The latter is partic-
ularly interesting since it seems to provide a natural separation
boundary for classification in close analogy with invariant manifolds
in a nonlinear dynamical phase space. Therefore, we believe that our
nanolaser array classifier will open new and promising avenues of
research in optical machine learning.
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APPENDIX: CLASSIFICATION PIPELINE

The pipeline to classify an input image is composed of the
following steps:

(1) The image I(k) is encoded in a pump pattern as P(k) = ∣MI(k)∣.
(2) The pump values are adjusted as P(k) → αP(k), where α is a

constant that is selected such that only one mode, say mode
j, reaches laser threshold, i.e., ℐ [ε(k)j (α)] = 0. This requires

to find α for which maxi{ℐ [ε(k)i (α)]} = 0, which is a root-
finding problem. To improve performance, we replace the
max with a differentiable softmax function σ(k)(α),

σ(k)(α) = log(
64

∑
i=1

exp(ℐ [ε(k)i (α)])). (A1)

(3) Calculate the spectrum of the Hamiltonian, pumped by the
adjusted pump.

(4) Calculate the “spectral gap” [Eq. (6)] and obtain the result of
the classification task from the sign of the gap: ifΔε(k) > 0, the
lasing mode is a selected mode (i.e., it is either a zero-mode

or a non-zero mode with very small real part) and the answer
is yes; else, the lasing mode is a non-selected mode and the
answer is no.

From the numerical point of view, the most demanding part of
the pipeline is to calculate α to adjust the pump. The reason is that
every evaluation of the softmax function at a different α implies the
resolution of an eigenvalue problem. The cheapest operation of the
pipeline is the calculation of the pump previous to the adjustment.
We stress that this is the only operation that in an experimental setup
would have to be performed numerically. All the other steps would
come “for free” from the dynamics of the nanolaser array, performed
optically at the hardware level. In addition, as discussed in Sec. V, the
matrix multiplication could also be implemented all-optically using
a passive 2D metasurface.
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