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Abstract: Gibbs ringing is an artefact that is inevitable in any imaging modality where the measure-
ment is Fourier band-limited. It impacts the quality of the image by creating a ringing appearance
around discontinuities. Many novel ways of suppressing the artefact have been proposed, including
machine learning methods, but the quantitative comparisons of the results have frequently been lack-
ing in rigour. In this paper, we examine image quality assessment metrics on three test images with
different complexity. We determine six metrics which show promise for simultaneously assessing
severity of Gibbs ringing and of other error such as blurring. We examined applying metrics to a
region of interest around discontinuities in the image and use the metrics on the resulting region
of interest. We demonstrate that the region of interest approach does not improve the performance
of the metrics. Finally, we examine the effect of the error threshold parameter in two metrics. Our
results will aid development of best practice in comparison of algorithms for the suppression of
Gibbs ringing.

Keywords: image quality assessment; Gibbs ringing; loss functions

1. Introduction

Gibbs ringing is an artefact that arises when a discontinuous signal is reconstructed
from its Fourier series; the Fourier reconstruction does not converge correctly around
discontinuities. It is an artefact that affects all discontinuous images reconstructed from
discrete Fourier data. For example, ringing is a common problem in numerical wave
optics. Gibbs ringing reduction has been studied for reconstructing digital holograms [1,2],
optical diffraction tomography [3] and quadratic phase imaging techniques [4]. Shimobaba
et al. note that Fourier-transform-based diffraction calculations can be corrupted by the
introduction of strong ringing artefacts due to zero-padding to avoid circular convolution
or to control the sampling period [5]. Another common field in which ringing arises is
magnetic resonance imaging (MRI) where it can lead to misdiagnosis [6].

Classical Gibbs ringing reduction methods were carefully designed for Gibbs ringing
reduction based on prior knowledge of the problem. Both filtered Fourier reconstruc-
tion and Gegenbauer polynomial smoothing [6–9] used the knowledge that the ringing
components have a higher frequency and therefore could be filtered out. The difference
is that filtered Fourier reconstruction applies linear low-pass filters to the Fourier recon-
struction and Gegenbauer polynomial smoothing filters out ringing by limiting the order
of the polynomial. Another classical Gibbs ringing reduction method is the sub-voxel
shifting method [10,11]. The sub-voxel shifting method utilizes the knowledge that the
reconstruction oscillates with peak error near the discontinuity of approximately 9% of
the jump.

Deep learning methods that use convolutional neural networks (CNNs) have also been
proposed for Gibbs ringing reduction. Unlike the classical methods, learning approaches
do not benefit from prior knowledge of Gibbs ringing but take advantage of large labelled
datasets to learn. In the work that proposed CNNs for Gibbs ringing reduction, Zhang et al.
used 17k+ MR images [12], Muckley et al. trained on synthetic non-MRI images [13] and
Wang et al. trained with 50× 50 patches, extracted from a mixture of 60+ Shepp–Logan
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phantom images with introduced ringing and 200 MRI images [14]. Zhao et al. proposed a
novel method based on deep CNNs and transfer learning. They trained their model first
on natural images with introduced ringing and then retrained this network on medical
images [15]. The classical approaches and learning approaches can be combined, such as
in [16], which combined a deep learning model with the sub-voxel shifting method.

Reconstruction results—regardless of whether a classical approach, a learning ap-
proach or a combination of both was used—are often evaluated subjectively, which is
time-consuming and requires professional knowledge. With objective image quality as-
sessment metrics, it is possible to automate the process of determining the quality of
reconstruction results, giving us essential tools to determine which approach is the most
suitable. Many metrics have been used for indicating the success or failure of the reconstruc-
tion. However, it is not clear what metrics would be able to give the most useful feedback.
Machine learning algorithms are as good as their cost functions and the metrics can be
used as cost functions for machine learning approaches. Hence, with the rise of machine
learning techniques, the refinement of automatic assessment of image quality becomes ever
more important. Metrics can be full reference, reduced reference or no reference. In this
paper, we mostly focus on full reference metrics specifically for evaluating Gibbs ringing.

In [17], we evaluated twelve metrics—such as mean squared error and entropy—that
were used in previous Gibbs ringing related studies and rejected them all as unfit for
purpose. We plotted these metrics for a signal with ringing that was processed with
a Gaussian filter. All of the metrics were monotonic with the σ parameter of the filter,
meaning that they could measure blur, but not identify an inflection point where blur was
balanced against ringing reduction. We proposed a new full reference metric for evaluating
Gibbs ringing suppression results called `0

ε. That paper did not compare the inflection point
of the `0

ε curve with human perception of the image quality. The Structural Similarity Index
(SSIM) is known to be correlated with human perception. We now make the comparison
between `0

ε, SSIM, a corrected definition of entropy and other loss functions commonly
used in regression problems. The Multi-scale SSIM index (MS-SSIM) is usually performed
at multiple scales through a multi-step downsampling process. It is a more advanced form
of SSIM and also investigated in this paper. The entropy analysed in [17] was based on its
used in [18,19]. The definition of entropy in those papers is incorrect, being applied to the
pixel values rather than the image histogram. We therefore test the corrected definition of
entropy in this paper. Huber loss, also known as the smooth `1 loss, behaves similar to `0

ε

(and somewhat similar to mean squared error). It deliberately exaggerates the impact of
large errors. MAE, also known as the `1 loss, measures the average of the sum of absolute
differences between the reconstructions and the ground truth. Neither of these two metrics
have been used previously in relation to Gibbs ringing and are primarily known as machine
learning loss functions used in robust regression. In this paper, we discuss the advantages
and drawbacks of using different metrics to evaluate the reconstruction methods using
three different test images. This discussion is essential to place the choice of loss function
for Gibbs ringing suppression networks on a robust evidence base.

Gibbs ringing is largest close to discontinuities (edges) in an image. We therefore
speculate that applying metrics to a limited region near edges could enhance their sensitivity
to ringing, which could overcome the problems we identified previously. Not only region
of interest could be a sensible approach for classical approaches, learning-based approaches
could also be potentially useful. Although an attention-guided CNN model has not been
proposed for Gibbs ringing reduction, it has been proposed for image denoising [20]. In
this paper, we introduce a three-step method for identifying the region of interest for Gibbs
ringing removal. We apply metrics on that region of interest in order to determine if SSIM,
MS-SSIM `0

ε, Huber loss, MAE, entropy or any of the metrics we tested in [17] are improved
by this approach.

For both Huber loss and `0
ε, there is a threshold which divides large errors from small.

We have previously used the mean error of the unfiltered Fourier reconstruction to identify
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this threshold. However, that choice was for convenience. In this paper, we aim to place
the determination of the threshold on firmer ground.

The structure of this paper is as follows. In Section 2, we introduce three test images
with increasing complexity. In Section 3, we investigate and compare candidate metrics of
image ringing and blur. In Section 4, we apply the metrics to a region of interest around
edges instead of to the whole image. In Section 5, we investigate the effect of varying the
error threshold in Huber loss and `0

ε. Finally, we present our conclusions.

2. Test Images

In this Section, we introduce the three test images, depicted in Figure 1. These range
from the minimalist rectangle function, which provides a discontinuity and little else to
confound analysis, to an example slice of an MRI for a more realistic test. This variety of
test images makes our analysis more robust.

Figure 1. The three test images before and after introducing ringing. (a1) Original 400 × 400 numeri-
cally simulated square. (b1) Original 400 × 400 Shepp–Logan phantom. (c1) Original 512 × 512 MR
image. (a2–c2) Spectra of (a1–c1). Fourier coefficients highlighted in red are set to zero, simulating
zero padding of a reduced number of measured Fourier coefficients. (a3–c3) Fourier reconstruction
using (a2–c2) showing visible ringing.

The first test image is a 400× 400 image of a 2D rectangle function shown in Figure 1(a1).
The central 200 × 200 pixels have value 1 and the remaining pixels are zeros. One of
the advantages of this test image is that its Fourier transform can easily be calculated
mathematically: it is a 2D sinc function. This means that we know the space and Fourier
domain samples exactly, as opposed to other examples where we know only one domain
exactly and must determine the other numerically at the cost of aliasing.
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G(u, v) = 16 ∗ sinc(4πu)sinc(4πv) (2)

G(u, v) was sampled with 400 × 400 sampling points up to a cutoff frequency of
10,000 lines/mm in both x and y. The spectrum is truncated (in Figure 1(a2), truncation
of 80% of Fourier coefficients is shown) and inverse Fourier transformed. The resulting
image (Figure 1(a3)) exhibits Gibbs ringing and can be compared with g(x, y) sampled at
20,000 lines/mm.

The second test image is shown in Figure 1(b1) is a 400× 400 Shepp–Logan phantom. It
was developed as a test image for MRI reconstruction algorithms, resembling an MRI head
section, and is a widely used test image in Gibbs ringing reduction studies in MRI [6,9,14].
The Fourier coefficients can be approximated by discrete Fourier transform of the phantom.
We know the ground truth in the space domain, but do not know the Fourier domain
samples exactly.

Finally, the third test image is a 512 × 512 pixel MRI slice obtained from the Brain
Tumor Progression dataset [21] of The Cancer Imaging Archive [22]. We will refer to this as
MR image. It is shown in Figure 1(c1). As before, we can use a discrete Fourier transform of
the image to estimate the Fourier coefficients but, as with the Shepp–Logan phantom, we
have a reduced reference. There is a small difference: the phantom is defined in the space
domain, whereas the MR image was reconstructed from Fourier samples in the first place.

These three test images have increasing complexity: the rectangle function is a highly
simplified test image; the phantom has edges that are not aligned with the x or y axis, which
are not straight and which overlap; and the MRI is a real image with intricate details which
lacks such clearly defined edges. We also have different knowledge about the ground truth
of each image.

For all three images, we introduce ringing the same way. In the plots up to Figure 7,
the central 20% of Fourier data remained on both the x and y axis. The magnitude of the
Fourier data is shown in Figure 1(a2–c2). Fourier coefficients that are highlighted in red
are set to zero. Adjusting the fraction of coefficients which are set to zero allows us to
control the amount of ringing but maintain the number of samples to simplify comparisons.
Figure 1(a3–c3) show the Fourier reconstruction based on the Fourier coefficients after
truncation in the Fourier domain. There is visible ringing showing around the edges in all
three images.

3. Metrics

Many previous studies that propose a novel reconstruction algorithm or post-processing
method evaluate the outcomes qualitatively. Objective image quality metrics are desir-
able to facilitate automation of this assessment in order to facilitate the development of
machine learning techniques and to eliminate inter- and intra-observer variation. In [17],
we surveyed the literature on Gibbs ringing for MRI and found 12 metrics (e.g., PSNR,
RMSE, entropy) that had been used in the past for assessing the quality of ringing reduction
methods. We tested these twelve metrics to assess if they could pass a simple test: given a
test image with ringing and a Gaussian filter of adjustable variance σ, could they identify
which value of σ resulted in the best outcome. Large values of σ will blur the image less,
but also will reduce ringing less. Small values of σ will suppress the ringing more, but will
introduce more blurring. ‘Best’, in this case, means that the ringing is suppressed and the
blurring from the filter is not excessive. A suitable metric must exhibit a global minimum
or maximum in this situation. We were forced to conclude that none of the 12 metrics were
suitable for this problem.

We proposed a new full reference metric for evaluating Gibbs ringing suppression
results called `0

ε. We did not compare the inflection point of the `0
ε curve with human

perception of the image quality. We investigate the effect of varying ε in Section 5.
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SSIM is known to be correlated with human perception. In this paper, we make the
comparison between `0

ε and SSIM. We also test SSIM as a potential full reference metric for
ringing reduction. The definition of structural similarity index of two images, x and y, can
be found in Equation (12) in [23].

The structural similarity ranges from 0 to 1. When the two images are identical, the
value of SSIM is equal to one. The SSIM evaluates luminance, contrast and structure at the
same time. SSIM is a commonly used metric for various fields. In our problem, we define y
as the reconstructed image and x as the targeted ground truth. SSIM was used as a metric
for Gibbs ringing measurement mostly in machine learning papers [12,14,15].

We evaluate SSIM for quantifying Gibbs ringing suppression in Section 3.1. Because
SSIM is known to be correlated with human perception, we then use it as a benchmark
when we investigate the effect of varying ε in Section 5.

It has been suggested that “For image quality assessment, it is useful to apply the
SSIM index locally rather than globally” [23], which is one reason we investigate regions
of interest in Section 4. However, the papers that utilized SSIM for evaluating Gibbs
suppression all used it globally on the entire reconstructed image rather than on the region
of interest with ringing artefacts. Therefore, we investigate MS-SSIM as a potential metric
for evaluating Gibbs ringing suppression.

MS-SSIM was first proposed in [24]. The definition of MS-SSIM between image x and
y can be found in Equation (7) in [24]. MS-SSIM is more flexible than SSIM because it has
the ability to incorporate the variations of image resolution and viewing conditions. In
this paper, the number of scales for MS-SSIM is five. The weights for each scale are 0.0545,
0.2442, 0.4026, 0.2442 and 0.0545. The weights follow a Gaussian distribution because
human visual sensitivity peaks at middle frequencies and decreases in both directions.

MAE, also known as the `1 loss, is a loss function used in linear regression models and
is a useful measure widely used in model evaluations. MAE can be defined as

MAE =
1
N

N

∑
n=1
|y− x| (3)

As we noted, `0
ε works by counting the pixels with error above a certain threshold.

Huber loss [25] is a loss function used in robust regression commonly used in statistics and
machine learning. The Huber loss combines the strengths of MAE and MSE by balancing
the MSE and MAE together. There is a parameter for Huber loss called the transition point.
Huber loss can be defined as:

Huber lossε =

{
1
2 ∗ (y− x)2, |y− x| ≤ ε

ε ∗ (|y− x| − 1
2 ∗ ε), otherwise

(4)

where ε is the transition point where the loss changes from a quadratic function to a linear
function. ε represents the division between small errors we can tolerate and larger errors
we wish to suppress. The transfer function of Huber loss is shown in Figure 2. When ε = 1,
Huber loss is also known as smooth `1 loss. The definition used above is identically 0 when
ε = 0, so we replace that definition in the limiting case with MAE.

We evaluate Huber loss for quantifying Gibbs ringing suppression in Section 3.1 and
investigate the effect of varying ε in Section 5.

Entropy of the reconstructed image was tested in [17], based on its use in [18,19],
and proved unsatisfactory. However, in preparing this work, we have discovered that the
definition of entropy in those papers is incorrect, using the pixel values of the reconstruction
image in place of the normalized histogram of the reconstruction. We therefore test the
correct definition of entropy in this paper.

entropy =
1
N

N

∑
n=1

p[n] log2 p[n] (5)

where p contains the normalized histogram counts.
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Figure 2. The transfer function of Huber loss. ε is the transition point.

There are other metrics that were used in Gibbs ringing removal studies before, namely
peak signal-to-noise ratio (PSNR) [12,14,15,18,19], mean squared error (MSE) [12,18], vari-
ance [19], variance of error [18], maximum error [26], signal-to-noise ratio (SNR) [27],
energy [19], correlation [11,19], high frequency error norm (HFEN) [14], power spectral
ratio (PSR) [13] and edge preservation index (EPI). It has been demonstrated that these
metrics do not consistently find the balance between blurring and Gibbs ringing reduc-
tion in [17]. However, we also test those metrics in Section 4 to see if they show more
promise when applied to a region of interest. PSR shows some interesting behaviour, so we
additionally define it here.

PSR =
1
N

N

∑
m=1

(√
y2

x2

)
(6)

3.1. Metrics Comparison Results

In this Section, we evaluate `0
ε, SSIM, MS-SSIM, MAE, Huber loss and entropy for our

problem. We compare the metrics using a series of filtered Fourier reconstruction results
generated by Gaussian filters. Gaussian filters change the degree of filtering based on the
single parameter σ that affects the cut-off frequency.

Figure 3 shows the evaluation of different Gaussian filters using `0
ε, SSIM, MS-SSIM,

MAE, Huber loss and entropy, all normalized to the range 0 to 1. The value of ε used for
`0

ε and Huber loss was 10−4, which is the order of magnitude of the median error of the
Fourier reconstruction. It can be seen from the figure that all six metrics show peaks or
nadirs for all three test images. We can see that for the phantoms the six metrics suggest
comparable settings while, for the MRI, `0

ε and MAE are the two that most closely agree
with SSIM. `0

ε and Huber loss could be further tuned to better fit human perception of
ringing by adjusting ε. We note that MS-SSIM suggests more lenient filtering in comparison
with the results of SSIM. We will discuss that further in Section 5.

We conclude that all six of these metrics are candidates for assessing Gibbs ringing
quantitatively.

In Figure 4, we present the optimal reconstructions of the Shepp–Logan phantom from
the different metrics. For reference, we also show the ground truth without ringing and the
Fourier reconstruction with added ringing. It can be seen from the figure that `0

ε, Huber
loss and MAE agree with the result of SSIM. The suggestion of entropy is blurry, which
suggests too much filtering, whereas the results of MS-SSIM does not reduce ringing as
much as possible.
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Figure 3. Evaluation of different Gaussian filters using `0
ε, SSIM, MS-SSIM, MAE, Huber loss and

entropy. In all sections of the figure, we plot the results for the ideal square test image (blue), the
Shepp–Logan phantom (red) and an MR head section (yellow). The dotted vertical lines of the same
colour indicate a peak/nadir of the three metrics.

Figure 4. The optimal reconstructions of the Shepp–Logan phantom from the different metrics.
For reference, we also show the ground truth without ringing and the Fourier reconstruction with
added ringing.

4. Region of Interest

As we noted earlier, it has been suggested that “For image quality assessment, it is
useful to apply the SSIM index locally rather than globally” [23]. Gibbs ringing is the most
severe around discontinuities. We therefore speculate that applying metrics to a limited
region near edges could enhance their sensitivity to ringing, which could overcome the
problems we identified previously. This approach of identifying the region of interest (RoI)
means that the spatial information of each pixel is taken into account. Will the performances
of the metrics increase with the use of an RoI? In this section, we propose a method to
identify the RoI based on high pass filtering, binarization, and erosion and dilation. We
then evaluate 16 metrics on this region of the test image.

The steps we used to calculate the RoI are shown in Figure 5. For space reasons, we
limit the example to the phantom, though we have also tested it on the other two test
images. It is assumed that the ground truth is known. In practical situations, the RoI
might have to be estimated from a Fourier reconstruction. Figure 5a shows the original
Shepp–Logan phantom (i.e., without ringing).
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1. The image is normalized to have maximum value 1.
2. A Laplacian of Gaussian (LoG) filter with rotational symmetry, kernel size of 4 × 4

and standard deviation σ = 0.2.
3. The image is then binarized with threshold 0.5.
4. Image erosion is applied with a flat morphological structuring element object of size

3 × 3.
5. Image dilation is applied with a flat morphological structuring element object of size

20 × 20.

Steps 1–3 highlight the regions where intensity changes rapidly. Figure 5b shows the
result after passing the original image through the LoG filter and binarization. It can be
seen that the locations of edges were extracted from the original image. Step 4 is shown in
Figure 5c. Image erosion removes small objects. Step 5 then dilates the resulting edges to
go from a representation of the edges to one of the region around edges. The final results
are shown in Figure 5d. The parameters of the image erosion and dilation were chosen
empirically.

Figure 5. The process of determining the RoI. (a) Original Shepp–Logan phantom. (b) After LoG
filter and binarization. (c) Image erosion of (b). (d) Image dilation of (c).

Figure 6 shows the 200th row of the Shepp–Logan phantom (with ringing) and the
corresponding RoI. The red line shows the RoI and the blue line shows the remainder of
the signal. It is evident that the RoI includes the parts of the image where the ringing is
strongest.

Figure 6. 1D slice of the Shepp–Logan phantom with ringing. The RoI is in red. The excluded regions
are in blue.
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Next, we apply `0
ε, SSIM, MS-SSIM, Huber loss, MAE, entropy and all 12 metrics

discussed in [17] to the RoI. Unfortunately, almost all of the metrics show no significant
changes. `0

ε, SSIM, Huber loss, MAE and entropy show peaks or nadirs for similar values
of σ when applied to the RoI or to the whole image. All other metrics but one show no
peak with or without RoI. The exception is PSR.

Figure 7 shows the behaviour of PSR with and without the RoI. It can be seen that,
applied to the whole image, PSR shows a monotonic upward trend. Applied to the RoI, PSR
shows a peak and a local minimum. The peak is for very small σ, which would introduce an
unreasonable amount of blurring. Taken in isolation, the local minimum is more potentially
useful. However, given there are several other metrics which show useful global maxima
and minima, this metric remains of limited utility.

Figure 7. The behaviours of PSR applied to the whole image (blue) and to the RoI (red). Applied to
the RoI, the metric shows a local maximum and a local minimum.

We have demonstrated that most Gibbs metrics do not benefit from being applied to
an RoI rather than the whole image.

5. The Effect of Varying the Threshold, ε, on `0
ε and Huber Loss

In this section, we focus on the significance of the parameter ε. For two of the metrics
discussed in Section 3, namely `0

ε and Huber loss, ε is the boundary between small errors—
which can be either completely ignored (`0

ε) or diminished by squaring (Huber loss)—and
larger errors which contribute to the measurement of error. As ringing is an oscillating
artefact with zero mean, we have speculated that any error metric that weights larger
errors more highly than lower ones may also be able to distinguish ringing from other
errors such as blur. Our investigation in Section 3.1 demonstrates that this is indeed the
case for those two metrics. In our previous work, when we proposed `0

ε as a metric in
Gibbs suppression, we chose to use the median error of the Fourier reconstruction as a
somewhat arbitrary but easily obtained value for ε, which seemed to work satisfactorily.
We now wish to set that parameter based on something more evidence-based. Ideally, that
evidence base would have some relationship to human perception. We note the concept
of “just noticeable difference” (JND) [28]. The JND is “the minimum amount by which a
stimulus intensity must be changed relative to a background intensity in order to produce
a noticeable variation in sensory experience” [29]. Such perceptual thresholds depend
on ambient light, the display screen and the idiosyncrasies of the vision of the observer,
frustrating the desire for a single definitive answer. With that caveat, we now wish to
address the question: how can we choose ε?

Our standard problem to evaluate a metric, as depicted in, e.g., Figure 3, is truncate a
test signal or image in the Fourier domain, use Gaussian filters of different variance, σ, to
suppress the ringing in the Fourier reconstructed image and plot the metric as a function of
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σ. The σ for which the peak (or minimum) value of the metric is observed is then taken to
characterize a ‘best’ filter according to that metric. We have observed that both ε-dependent
metrics exhibit a peak for many possible values of ε. However, the location of this peak
varies with ε.

We can obtain a continuum of test images by treating the fraction of the Fourier
coefficients that are set to zero as a variable. This ‘truncation percentage’ was fixed for
Figure 3 at 80% (i.e., only the central 20% of coefficients are retained). In Figure 8, we plot
the ‘best’ σ according to our two ε-dependent metrics as a function of truncation percentage
for a variety of values of ε. We also plot the ‘best’ σ according to SSIM as a benchmark
against which to compare the other metrics. This, it must be acknowledged, is a somewhat
arbitrary benchmark, but (a) it has been shown to be a useful metric for this problem and
(b) it has been shown to correlate with human perception. In the absence of a large user
evaluation study, we are forced to rely on a proxy metric of this kind. We do not claim
that the results are therefore a definitive determination of the best ε but rather they are
indicative of the general trends associated with varying that parameter. We also note that
our test images are normalized to have maximum values of 1. The results in Figure 8 are
for the Shepp–Logan phantom only in order to simplify the presentation of results, but we
have also performed these simulations for the other two test images described in Section 2
with similar results.

Figure 8. (top) SSIM (thick blue) and `0
ε for various values of ε. (bottom) SSIM (thick blue) and Huber

loss for various values of ε.

First let us consider `0
ε, in the upper plot of Figure 8. We observe near-linear plots

for small ε, small here meaning ≤ 10−2. ε = 0.03 and ε = 0.06 approximately bracket the
SSIM curve, meaning that the maximal agreement between `0

ε and SSIM is in this region
of ε. Larger values of ε result in an erratic plot, which does not inspire confidence in the
recommendation of the ‘best’ σ.

Next, we consider Huber loss, in the lower plot of Figure 8. For the ε = 0 case, we
use the `1 norm. We observe that small values of ε (≤ 10−2) cause Huber loss to track the
SSIM curve rather well. The SSIM curve almost acts as a limiting case of Huber loss: no
value of ε causes Huber loss to recommend significantly lower σ than SSIM. This means
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that Huber loss is biased towards less aggressive filtering, favouring less blur over better
ringing suppression.

Next, we consider the upper plot in Figure 9. This shows the mean squared error
between the curves in Figure 8 and the SSIM curve as a function of ε (which is log-scaled
for clarity because of the distribution of values tested). The blue curve depicts the MSE
between the recommendations of `0

ε and of SSIM. It suggests that, when ε = 0.03, the MSE
between `0

ε and SSIM is minimized. The red curve shows the MSE between Huber loss
and SSIM. It shows that, when ε = 0, the MSE between Huber loss and SSIM is minimized.
With the caveats noted earlier, values close to 0.03 and 0 are therefore the optimal values
of ε for `0

ε and Huber loss, respectively, given test images normalized to a peak value of 1.
Both metrics correlate well with SSIM for these choices of ε and therefore presumably with
human perception. This is depicted in the lower plot of Figure 9.

Figure 9. (top) Mean squared error as a function of log10 ε between SSIM and `0
ε (blue), and between

SSIM and Huber loss (red). Best values of ε are identified by the minima. (bottom) Best σ for the
Gaussian filter as a function of truncation percentage, as recommended by the three metrics (using ε

as identified above).

We have shown the significance of ε, the threshold used in `0
ε and in Huber loss. We

have determined optimal values of these thresholds.

6. Conclusions

Gibbs ringing is an imaging problem that could be suppressed through both traditional
and learning approaches. These methods, including the combined methods, all intend
to provide images with less ringing. In the literature, the merits of Gibbs suppression
algorithms have been assessed with a mixture of qualitative and a variety of quantitative
metrics. In a recent paper, the authors surveyed the quantitative metrics used in previous
reports of novel Gibbs suppression algorithms and found them wanting [17]. However, it
is only with good, consistent and convenient quantitative metrics can we provide critical
comparisons between traditional and learning methods.

We proposed the metric `0
ε for this purpose in our previous paper [17]. In this paper,

we have extended our analysis to consider SSIM, MS-SSIM, Huber loss, MAE and a
corrected definition of entropy. We have shown that those metrics join `0

ε in passing our test:
given a variety of Gaussian filters, they can identify a ‘best’ one which trades off ringing
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suppression against blur. This is a necessary requirement of a good quantitative metric,
though we do not claim it is a sufficient one.

We had good reasons to investigate a region of interest limited to parts of the image
close to edges as a means of enhancing or rehabilitating the 17 metrics we have investigated.
We proposed an algorithm for finding such a region, but have found the approach had
limited effect on the metrics.

Finally, two of the metrics depended on an error threshold. We have investigated
the effects of varying that threshold. Our results show that Huber loss is optimized by
minimizing the threshold; in the limit, it becomes the `1 norm. For this minimal threshold,
it provides good agreement with the SSIM. We have also seen that `0

ε has good agreement
with SSIM for a suitable choice of ε. For smaller values of ε, it tolerates less error and
so recommends more aggressive filters. It does so quite consistently: a small increase in
Fourier domain truncation results in a small increase in the recommended filtering. For
larger values of ε, this consistency is lost and the metric may not be as reliable as we might
like. Thus, larger values of the threshold are recommended against.

The work in this paper will help provide a foundation of evidence-led best practice in
the comparison of Gibbs suppression algorithms, both traditional and learning approaches
included.
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The following abbreviations are used in this manuscript:

MRI Magnetic resonance imaging
CNN Convolutional neural network
SSIM Structural similarity index
MS-SSIM Multi-scale SSIM index
MAE Mean absolute error
PSNR Peak signal-to-noise ratio
SNR Signal-to-noise ratio
RMSE Root mean square error
EPI Edge preservation index
MSE Mean square error
HFEN High frequency error norm
PSR Power spectral ratio
RoI Region of interest
LoG Laplacian of Gaussian
JND Just noticeable difference
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