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Abstract--ln this paper, we propose a neural network approach to 
huge qualily assessment. i n  particuIar, the neural network 
memures the quality of an image by predicting the mean opinion 
score (MUS) of human observers, using a set of kty feafures 
extracted from the original and test images. Eiperimental results, 
using 352 JPEG/JPEG2000 compressed images> show that the 
neural network outpufF correlate highly with the MOS sco~es,  and 
therefre, the neural network can easib serve as a cowelate to 
subjective image quality ussessmenf. Using 10,fdd cross- 
va fiba fion, the predicted MUS values have a linear correlation 
coeflcient of 0.9744, a Spearman ranked correlation of 0.9690, a 
mean absolute error of 3.75% and an m error of 4.77% ?%se 
results compare veryfmorably with the results obtained with other 
methods, such us the smctural similarify index of Wang et al. [I  71. 

fkpvor&-Image Quality Assessment, Neural Networh, Menn 
Opinion Score. Multilayer Percephm. 

I. INTRODUCTION 

Image quality assessment (IQA) plays a very crucial role in 
image and video processing. The aim is to replace human 
judgment of perceived image quality with a machine 
evaluation. As a consequence, over the past three decades a 
large effort has been devoted to developing IQA measwes 
that try to mimic human perception [1]-[lo]. While many 
methods and models still rely on simple measures, such as 
the peak-siqnal-to-noise-ratio (PSNR) and the mean-squared 
error (MSE), many others use sophisticated signal processing 
techniques, such as multi-channel filtering [4]-[5], discrete 
cosine transform [7]-[8], multi-scale Wavelet decompositions 
[9]-[lo], and Wigner-Ville distribution 1111. To date, 
however, it has been very difficult to find a reliable objective 
measure that correlates very highly with human perception 
WI. 

Since invariably the end user of visua1 information is the 
human observer, it is generally recognized that subjective 
IQA methods are the ultimate solution. However, subjective 
measures are dificult to design and time consuming to 
compute; furthermore, they cannot be readily incorporated 
info the design and optimization of image and video 
processing algorithms, such as compression and image 

enhancement. For this reason, there has been an increasing 
interest in objective IQA techniques that can automatically 
predict or approximate the perceived image quality. Watson 
and Malo proposed a class of distortion metrics for video 
quality measurement, based on the standard observer vision 
model [13]. Gastaldo et al. used continuous back- 
propagation (CBP) nsurd networks to assess the quality of 
MPEG2 video streams [15]; the neural networks were trained 
to predict human ratings of video streams. The same type of 
neural networks was used to assess the quality of images that 
are processed by an enhancement algorithm [14]; here, the 
networks were trained to predict whether the quality of the 
processed image is better or worse than that of the original 
one. Wang et al. used second order statistics of the original 
and distorted images to compute a measure of image quality, 
which they named the structural similarity (SSIM) index 
[17]. They tested this measure on 344 (JPEG and JPEGZOOO) 
compressed images and compared the results with the meun 
opinion scores (MOS) of human observers; they found that 
the mean SSIM (MSSIM) scores correlate very well with the 
MOS, after applying logistic regression. Furthermore, the 
MSSLM was compared with other IQA measures and found 
to perform better than them. 

In theory, artificial neural networks can approximate a 
continuous mapping to any arbitrary accuracy; therefore, they 
may be well suited to learning the salient characteristics of 
human perception. In this paper, we propose a method for 
image quality assessment based on neural networks. More 
specifically, a feedforward neural network, namely the 
mlti luyerperceptron WF), is trained to predict directly the 
MOS of JPEG and JPEG2000 compressed images. The 
proposed method is tested on 352 images and its performance 
is compared to that of the MSSIM of Wang et al. [17]. 

The paper is organized as follows. In the next section, 
image quality assessment methods are described briefly; in 
particular the MSSIM is introduced and discussed. Section III 
introduces the MLP neural network and the new TQA based 
on neural networks. Section TV presents the experimental 
results and comparisons between the MSSIM and the new 
Index. Finally, Section V concludes the paper. 

' A. Bouzerdoum was a visiting professor at LZTI, Institut Galilee, Universitd Paris 13, for the period May 22 to June 30,2004. 
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11. IMAGE QUALITY ASSESSMENT 

Image quality assessment methods can be categorized into 
three approaches: fill-reference IQA, “blind” or no-reference 
IQA, reduced-reference IQA. In the full-reference IQA, a 
copy of the original image is available, with which the 
distorted image is compared. In this class of methods, the 

, image quality metric measures image fidelity. By contrast, in 
the no-reference approach image quality is assessed based 
solely on the information content of the test image; that is, 
there is no reference image with which the test image can be 
compared. In the reduce-reference approach, only partial 
information about the original image is available. The neural 
network approach we propose here is a full-reference 
approach, where the fidelity of a test image is computed 
based on features extracted from the reference and test 
images. 

II. I Subjective Versus Objective Measures 

There are two main classes of IQA metrics: objective and 
subjective methods. While objective methods attempt to 
quantify the amount of degradation present in the image 
using a well-defined mathematical model, subjective 
measures are based on evaluation by human observers. 

The mean opinion score (MOS) is the most common 
approach for subjective image quality assessment. Here a 
group of people is asked to visually compare an original 
image with a degraded image and estimate the image quality 
of the degraded image, and the mean score is taken as the 
image quality index. While ttus process reflects more 
faithfully human perception, it is time consuming and 
impractical to use in conjunction with other image processing 
algorithms. For this reason, there is strong interest in 
developing objective methods that correlate very well with 
the subjective assessment. 

There are six classes of objective quality or distortion 
assessment methods: 

Pixel difference-based measurement: peak signal-to- 
noise ratio (PSNR) and the mean-squared error. 
Correlation-based measures: correlation of pixels, or of 
the vector angular directions. 
Edge-based measures: displacement of edge positions or 
their consistency across resolution Ievels. 
Spectral distance-based measures: measuring the 
magnitude and/or phase spectral discrepancies. 
Context-based measures: penalties based on various 
functions of the multidimensional context probability. 
Human Visual System (€PIS)  based measures: measure 
image quality by incorporating aspects of the human 
visual system characteristics. The quality of an image, as 
perceived by a human, depends on many factors, such as 
contrast, color, spatial frequency and masking effects. 

By far the most common objective IQA methods are the 
pixel difference-based metrics because they have low 
computational complexity, and can easily be incorporated 
into other image processing algorithms. They are also 
independent of the viewing conditions and the individual 
observers. However, such simple measures, which do not 
take into account the H V S  characteristics, are not adequate 
for describing perceptuaI image quality. Other more 
sophisticated measures do exist, such as the Universal Image 
Quality index (VIQI) [16] and the Structural Similarity 
(SSIM) Index [17], which are better correlated with 
subjective image quality. 

11.2 Structural Similapitv Index 

In 2000, Wang and Bovik proposed a measure the universaZ 
image quality index (UIQI) [16], where the comparison 
between the reference and test images is broken down into 
three different comparisons: luminance, contrast, and 
stnrctural comparisons. The luminance comparison Z(x, y) 
between a reference image X and a test image Y is describe 
bY 

wx, Yl  = - 

where ,U= and py denote the mean values ofthe images X 
and Y, respectively, The contrast comparison is defined as 

2 4  y 
Pi +P; ’ 

where crx and ay are the standard deviations of X and Y, 
respectively. The structural comparison is given by 

where crv is the covariance ofXand Y. 

Based on these three comparison measures, the UIQI was 
defined as 

The UIQI is a simple measure, which depends solely on first 
and second order statistics of the reference and test images. 
However, it is somewhat unstable, especially at uniform 
areas, where the denominator term is very small. 
Furthermore, rigorous tests showed that the UIQI doesn’t 
correlate well with subjective assessment. 

In order to alleviate the problem of stability and improve 
the correlation between the objective and subjective 
measures, Wang et al. [ 171 proposed the structural similarity 
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index (SSIM) as an improvement to the UIQI. The SSIM has 
been defined as follows [ 171: 

c, = ( K , L ) 2 ,  c, = ( K 2 q Z  

where L is the dynamic range of the pixel values (255 for X- 
bit images), and Cl and Cz are small positive constants. 

At every pixel (i, I), a local SSIM index, SSIM(i ,  I],  is 
defined by evaluating the mean, standard deviation and 
covariance on a local neighborhood Nv, around that pixel. 
The overall image quality is measured by the mean SSIM 
( M S S I M )  index given by 

1 

M i  j 
MSSM = - z c S S I M ( i , j )  

where Mis the total number of local SSIM indexes. 
Wang et al. compared the MSSIM and the MOS of human 

assessors, using a database of JPEG and JPEGZOOO 
compressed images at various bit rates. They found that 
although the MSSIM does not exhibit a linear relationship 
with the MOS, it is well correlated with it when the MOS is 
estimated from the MSSIM using nonlinear regression. 
Furthermore, a comparison with other IQA methods, using 
different metrics, showed that the MSSIM predicts the MOS 
better than existing IQA methods 11 71. 

111. NEURAL NETWORKS 

Neural networks have the ability to learn compiex data 
structures and approximate any continuous mapping. They 
have the advantage of working fast (after a training phase) 
even with large amounts of data. The results presented in this 
paper are based on a multilayer feedforward network 
architectwe, known as the multiilayer perception (MLP). The 
MLP is a powerfbl tool that has been used extensively for 
classification, nonlinear regression, speech recognition, hand- 
written character recognition and many other applications. 
The elementary processing unit in a MLP is called a neuron 
or perceptrun. It consists of a set of input synapses, through 
which the input signals are received, a summing unit and a 
nonlinear uctivution transfer function. Each neuron perfoms 
a nonlinear transformation of its input vector; the input- 
output relationship is given by 

d x ) = f ( w ' x + O ) ,  

where w is the synaptic weight vector, x is the input vector, 
B is a constant called the bias, p( x) is the output signal, and 

is the transpose operator. 
An MLP architecture consists of a layer of input units, 

foIlowed by one or more layers of processing units, called 
hidden layers, and one output layer. Information propagates, 

in a feedforward manner, fiom the input to the output layer 
[18]; the output signals represent the desired information. 
The input layer serves only as a relay of information and no 
information processing occurs at th is  layer. Before a network 
can operate to perform the desired task, it must be trained. 
The training process changes the training parameters of the 
network in such a way that the error between the network 
outputs and the target values (desired outputs) is minimized 
[181- 

In this paper, we propose a method to predict the MOS of 
human observers using an MLP. Here the MLP is designed to 
predict the image fidelity using a set of key features extracted 
ftom the reference and test images. The features are extracted 
fiom small blocks (say 8x8 or 16x16), and then they are fed 
as inputs to the network, which estimates the image quality of 
the corresponding block. The overall image quality is 
estimated by averaging the estimated quality measures of the 
individual blocks. Using features extracted fiom small 
regions has the advantage that the network becomes 
independent of image size. The key features are based on the 
features of Wang and Bovik with some modifications. Six 
features, extracted from the original and test images, were 
used as inputs to the network the two means, the two 
standard derivations, the covariance, and the mean-squared 
error between the test and reference blocks. 

IV. EXPERIMENTAL RESULTS 

The experimental results are based on a database of distorted 
images and their corresponding mean-opinion scores. This 
database, which can be found at Zhou Wang's Homepage 
[ 191, consists of images that have been compressed by JPEG 
and PEG2000 at different bit rates. We used 354 pairs of 
reference and test images to train and test the neural network: 
343 pairs were taken kom the database and 9 pairs were 
added. The 9 added pairs have identical reference and test 
images, and hence their MOS values are set to 100%. These 
images are added so as to test the network on images with 
maximum MOS values. 

The results presented here are obtained from using an 
MLP architecture with 6 inputs, 6 neurons in the first bidden 
layer, 6 neurons in second hidden layer, and 1 output neuron. 
We used the logistic sigmoid activation function in the 
hidden layers and the linear activation function in the output 
layer. Ten networks, with the same architecture, were trained 
and tested using the method of 10-fold cross-validation. Each 
network was trained on 90% of the images from the available 
set, and the other 10% were used to test the performance of 
the network; the test set is shifted for each network. In this 
way, all the images in the database are used to test the 
network. The desired output of the neural network is the 
MOS value of the test image. 

To test the ability of the neural network to predict the 
MOS, its performance is assessed using different metrics, as 
recommended by VQEG (Video Quality Expert Group) in 
[20]. For a metric relating to performance accuracy we use 
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Pearson's linear correlation coefficient p . Mono-tonicity of 
the model is assessed using Spearman's rank-order 
correlation coefficient p,. We also used the root mean 
square error (RMSE), the mean absolute error, (MAE) and 
the standard error (crE). The performance of the neural 
network is compared to that of the MSSIM. First, logistic 
regression is applied to find a nonlinear mapping between the 
MSSIM scores and the MOS. The 10-fold cross-validation 
method is also applied to assess the fit of the nonlinear 
regression, in the same way as with the neural network. 

Table 1 presents the different assessment metrics for the 
neural network and MSSIM predictions. Clearly the neural 
network outperforms the MSSIM, even after nonlinear 
regression, for every metric. Figure 1 (a) and (b) show the fit 
between the objective and subjective measures. It is clear that 
the fit between the neural network output and the MOS is 
linear, whereas, as expected, the fit between the MSSIM and 
the MOS is nonlinear, Fig. 1 (c> and (d) show the error 
histograms of the two fits. 

Metric 
M S S N  

W e t  
MSSIM-fit 

P pr U S E  MAE OE 

0.9114 0.9499 27.951 26.320 9.422 

0.9744 0.9690 4.775 3.750 4.774 
.0.9517 0.9492 6.512 5.396 6.521 

Fig. 1. MOS vs objective assessment (a) MOS vs NN output, (b) MOS vs 
MSSM, (c) and (d) error histograms for (a) and @). 

V. CONCLUSION 

A new approach for image quality assessment using neural 
networks has been presented in this paper. Experimental 
results show that a neural network can be trained to 
accurately predict the MOS vatues using 6 features fiom the 
reference and test images. When compared with the MSSIM 

of Wang et al. [17], the neural network was found to correlate 
better with the subjective assessment than the MSSLM does. 
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