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This paper describes two methods which have been used to reconstruct 
the soft X-ray emission profile of the PBX-M tokamak from the projected 
images recorded by the PBX-M pinhole camera.1 Both methods must accu
rately represent the shape of the reconstructed profile while also providing a 
degree of immunity to noise in the data. 

The first method is a simple least squares fit to the data. This has the 
advantage of being fast and small, and thus easily implemented on the PDP-
11 computer used to control the video digitizer for the pinhole camera. 

The second method involves the application of a maximum entropy algo
rithm to an overdetermined system. This has the advantage of allowing the 
use of a default profile. This profile contains additional knowledge about the 
plasma shape which can be obtained from equilibrium fits to the external 
magnetic measurements. Additionally the reconstruction is guaranteed pos
itive, and the fit to the data can be relaxed by specifying both the amount 
and distribution of noise in the image. The algorithm described has the 
advantage of being considerably faster, for an overdetermined system, than 
the usual Lagrange multiplier approach2'3 to finding the maximum entropy 
solution. 

1 



I. Introduction 

The PBX-M pinhole camera provides a toroidally integrated view from 
a point on the outer midplane of the PBX-M plasma, as shown in Fig. 1 . 
The X-ray emission profile is generally a bean-shaped toroid and the goal of 
the reconstruction procedure is to obtain the emission profile over a poloidal 
section through the toroid. For this application the features of interest are 
the shapes of the contours of constant X-ray emission since they can then be 
used to infer the internal magnetic properties of the plasma.4 

A. General features of both reconstruction methods 
1. The emission profile is assumed to be toroidally symmetric. 

2. The camera supplies a 128 x 128 pixel image which is reduced to a 
32 x 32 image of 1024 pixels for the subsequent analysis. 

3. Each pixel samples the emission from a volume of plasma which is 
determined simply by the projection of the pixel through a pinhole 
aperture. 

The nature of the projection provided by this geometry is such that the 
the number of pixels sampling a toroidal ring of plasma with a small cross 
section increases greatly as the center of the ring's cross section is moved 
closer to the midplane and closer to the outer edge of the plasma. Fig. 2 
shows contours of the function specifying total contribution of each region 
in a poloidal section of the plasma to the projected image. This means that 
the reconstructed emissk a profile is very well determined near the outer 
midplane and is progressively more sensitive to noise in the data in regions 
which are further from the midplane and closer to the center of the torus. 

B. Formulation of the problem 
The emission profile is specified as a set of {Ec} values assigned to NC 

toroidal rings with a rectangular cross section. Each value Ec is the emission 
per unit volume of the source averaged over ring c. In order to provide 
good shape resolution near the center of the plasma while maintaining an 
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acceptably low sensitivity to noise in the data, the emission profile is specified 
on a dual resolution grid which has smaller cells in the outer mid plane region. 
In addition, cells which are in regions with no plasma or cells which are hidden 
from view are eliminated. This results in the bean-shaped grid shown in Fig. 
3 which shows a poloidal section through a grid of 130 rings. 

The emission values {£ e } are mapped linearly onto the NP pixels of the 
camera image {lv} by the usual imaging equations 

yc 

The elements Spc of the NP x NC matrix S are computed from the geometry 
of the system and represent the sensitivity of pixel p to the emission from 
cell c. The values {np} represent the noise in the data. 

II. Least squares method 

Since the problem has been formulated as an overdetermined system with 
1023 image pixels and only 130 emission cells, the emission profile can be re
covered by a simple least squares fits which minimizes £ *%• The emission 
vector E is computed from the image vector I by multiplication by the gen
eralized inverse of S. 

E = ( S T S ) _ 1 S T I = M L 

The inverse matrix M is computed once for a given reconstruction grid nd 
camera geometry and then saved for repeated use. Since computing the 
emission profile for each image just involves multiplying a matrix by a vector, 
the algorithm can easily be implemented and is relatively fast. 

A. Negative values 
The most obvious problem with the method is that it allows solutions with 

negative values for the emissions {Ec}. Negative values are caused by noise 
in the data or numerical errors in the matrix inversion and multiplication. 
Since they usually occur in cells near regions in the original source with small 
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or zero emission, we remove them from the final solution by assigning them 
to zero or to a small percentage of the average emission of the solution. 

B. Smoothing 
We also tested the effect of applying smoothing to the reconstructed emis

sion profile obtained from the least squares method. The smoothing proce
dure is described as follows. 

1. Obtain the emission at any point E(rtZ) from the reconstructed {Ec} 
using bilinear interpolation from the centers of the surrounding cells. 

2. Compute the average value £(r. Z) for each cell. 

3. Set the emissions {Ec} equal to the average values from step 2. 

The effect of this procedure is to apply a longer scale length smoothing 
in regions of the grid containing larger cells. Stronger smoothing is obtained 
by applying the procedure several times. 

C. Tests 
Test data were constructed by specifying a set of emissions {Ec} which 

describe a suitable test source and then computing the corresponding image 
{/,,} using Eqs. (1). The noise values {np} were simulated using a Gaus
sian random noise generator. A global estimate of the accuracy is the RMS 
deviation from the original source defined as 

A ., V* , /.--••constructed zrorigiTialN n/ 

where ~E rKm"Tua'd j s the averaee r«-< .instructed emission. 
The result is shown in Fig. ) f. .r •:-n*r u-iih a standard deviation equal to 

10% of the average signal applied •.. -M. h signal value. The original source is 
shown in Fig. 5 and the cell gn«i ;~ -:...wn in Fig. 3. Smoothing can improve 
the appearance and R.MS devt.n:.>i: v rhe expense of spatial resolution as 
shown in Fig. 6. 



Even though the system is 8[« (1024 image pixels)/(130 cells)] times 
overdetermined, it is still quite sensitive to noise. It is possible to obtain a 
better result by giving up spatial resolution in less overdetermined regions 
of the source beforehand by using a more overdetermined cell grid shown in 
Fig. 7. This grid, which contains 76 cells, is 13.5 times overdetermined. The 
result for the same noise and source is shown in Pig. 8. 

D. Effect of smoothing 
Although smoothing improves the RMS deviation and appearance of the 

result, it does so because the original source is relatively smooth. The 
smoothing procedure is rather arbitrary since it does not take into account 
the original imaging Eqs. (1) for the system. During smoothing the noise 
for each signal np can assume any value, and the emission assigned to a cell 
does not depend on the constraints imposed by the imaging equations. No 
account is taken of how overdetermined the value of a particular cell may be 
except for the fact that a shorter scale length smoothing is applied in the 
higher resolution parts of the grid. 

The maximum entropy method described next guarantees a positive def
inite solution and also allows for smoothing, which is consistent with the 
imaging equations and the statistics of the noise values {np}. 

III. Maximum entropy method 

A. Introduction 
As shown by Frieden6 the maximum entropy method is a maximum like

lihood estimator derived from the requirement that we select the solution 
which has maximum probability for given noise and object statistics. 

P°blcc,({Ec})Pn°"'{{Kp}\{Ec}) = maximum. (2) 
Pn°'"({nP}I{Ec}) is the probability of a given set of noise values {n p}, given 
a particular object {Ec}. For Gaussian noise statistics 
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.VP 
Pn°"e({nv}\{Ec}) = II -7=-«<P {-"l/to?) < 

where {<rp} are the standard deviations of each signal measurement. 
It is usually convenient to maximize the logarithm of Eq. (2). Thus we 

arrive at the maximum entropy estimator 

NC / p \ »J NP n2 NC I j? \ iJ NP „2 
maximum. (3) 

The values {ge} represent the emission values corresponding to the most 
probable object. Equation (3) is maximized subject to the constraints im
plied by the imaging Eqs. (1) and a constraint on the total emission from 
the system2 , 3 which arises in the definition of Pol'"ct. 

NC 
/o = E £ c (4) 

The constant X2/C7, which represents the relative normalization of Pob^ect 

and i"""", is used to set the RMS noise in the final solution. Smaller values 
of A 2/C 2 produce solutions with a larger RMS noise. For A 2/C a = 0 the 
constraints provided by the imaging equations are relaxed completely and 
the solution has the profile given by the default image {gc} multiplied by a 
constant such that the total emission satisfies Eq. (4). 

B. Connection to least squares 

If P*'"* = constant, Eq. (3) reduces to 

' v p n 2 

V* -f = minimum 
^^ o 
P = I p 

which, subject to the constraints of the imaging equations, is just a weighted 
least squares fit. Thus, least squares is the maximum likelihood estimator 
when all possible objects (including negative ones) are equally probable. 
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The method described earlier is an unweighted least squares procedure, 
but a weighted least squares procedure is easily constructed by dividing each 
IT by <TP and dividing each row Spc by av before calculating the inverse matrix7 

M." 

C. Computing the solution 
Lagrange multiplier2"3,8 and less efficient but more easily implemented 

recursive9 methods have been used to find the maximum of Eq. (3) subject 
to the constraints from Eqs. (1) and (4). The same techniques have been 
used for Poisson noise statistics8 , 1 0 and the conjugate gradient method has 
been applied for the case of uniform band limited noise with an orthogonal 
mapping matrix 1 1 , 1 2 S. 

1. Lagrange multiplier method 

Application of the Lagrange multiplier method produces a solution with 
one Lagrange multiplier for each constraint equation. The Lagrange multi
pliers are then computed using an iterative Newton-Raphson method which 
requires the inversion of a NL x NL matrix on each iteration where NL is 
the number of Lagrange multipliers. 

This is quite inefficient for an overdetermined system. There are NC+NP 
free parameters from {Ec}, {np}, and NP + l constraints from Eqs. (1) and 
(4) so there are only NC — 1 degrees of freedom in the maximization; but 
the Lagrange multiplier technique requires adjustment of NL > NP > NC 
Lagrange multipliers. 

For our application, where NP = 1024 and NC =s 100 -+ 200, the method 
is infeasible on a VAX 8600. 

2. Back substitution 

As an alternative to the Lagrange multiplier method, we chose to elimi
nate the constraint Eqs. (1) and (4) from the problem by back substitution. 
From Eq. (4) we see that the emission from any particular cell can be written 
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in terms of all the remaining cells. For notational convenience we pick cell 1. 
.vc 

The imaging equations can be used to express the noise values {rcp} in terms 
of the measurements {/p} and the cell values {Es}. So we now have to do 
an unconstrained maximization of 

-*- (f)-I-(f)-^!^ « 
where a p is the noise free signal 

NC 

ap = lp-np = SpiEt + £ SpcEe. 

To obtain the solution, we set the derivatives of expression (6) with respect 

to the remaining NC — 1 values E%... Esc equal to zero. 

At this point we solve Eqs. (7) iteratively using a Newton-Raphson method 3 - 1 3 

in NC — 1 dimensions. We iterate 
dF 

A E = - D - » F where £>* = ~rf (8) 
ob,k 

and AE is a vector containing the increments to be applied to Ei • - - Esc-
The elements of D are given by 

dF}_ 1 1 A ^ ( 5 W - 5 P 1 ) 2 ^ v c .9) 

and 

dFi _ 1 A ^ ( 5 P J - S P , H 5 p t - 5 p l ) i y - , ^ v C (101 
0 £ t £ i + C * £ ^ ' * . J - 2 - - V C . (10) 

Similar expressions for the case of Poisson noise statistics are given in the 
appendix. 
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3. Implementation Details 

The summations in Eqs. (9) and (10) are constants for a given system 
and standard deviation profile so the matrix D can be quickly loaded if 
these values are saved prior to beginning the iterations. D is a symmetric 
positive definite matrix which can be inverted using Cbolesky decomposition. 
For an overdetermined system the inversion time for this [NC — 1) x 
(NC - 1) matrix is much faster than the (NP + 1) x (NP + 1) matrix 
required in the Lagrange multiplier method. For our case the inversion time is 
« (1025/129)3[i.e. » 500 times] less than the Lagrange multiplier method 
when using a 130 cell grid. Typically the solution converges in 10 —*• 20 
iterations and takes 30 —* 60 seconds on a VAX 8600. The starting point for 
the iterations is set as follows: 

L The initial values for the {Ec} are obtained from the smoothed least 
squares method described earlier. Any values of Ec < 0 are removed 
by setting them to 1% of the average emission. 

2. The value for I0 is taken from the least squares solution. Since IQ is a 
global property, the least squares value is usually quite accurate. 

3. If the value of A.E from Eq. (S) causes one or more of the Ee to become 
< 0, the size of AE is reduced by a factor 2 J V " ' 0 X , where Nrelax is 
the smallest power of 2 which will make all the Bc > 0. 

4. The value A^C 2 is initialized and then adjusted periodically during the 
iterations so that the final solution has a specific total noise requested 
by the user. The procedure for this is described in the next section. 

4. Adjustment of total noise 

Since it is generally desirable to >. uurol the total amount of noise in the 
final solution, we introduce a total rmw ronstraint 

.vp I vp \ 

P=I • \ =« / 
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where C specifies the required total noise as a multiple of the value expected 
from the standard deviations. The value of A is adjusted so that Eq. (11) is 
satisfied. 

When solving for the {Ec} in the main iterative loop, A is treated as 
a constant. If the user picks a value for A from experience with previous 
solutions and the total noise in the final solution is within acceptable limits. 
no further adjustment is necessary. However, if we wish to satisfy Eq. (11) 
exactly, it is necessary to adjust A after obtaining a solution for the {Ec} 
and then resolve for the {£ c} with the new value of A. To determine the 
adjustment to A, we assume that Eqs. (7) are satisfied and that A is a 
nonlinear function of {Ec} which ha3 to be adjusted iteratively using the 
Newton-Raphson method. The required adjustment to A is given by 

AA = - F n o , , e / I ̂ ^ ^ ] , k = 2 -* NC, 

where 

/(dFnail 

7 I dEk dx ) ' 

Qp . 2 N P fNP 

at. 

and we can obtain dEiJdX from Eqs. (7) 

dFj dF^dEk , _ 
dX dEk dX + * i - ° 

where 
?\ w n2 

The terms dFjjdEk are just the elements of D defined earlier, so 

™ = - D - P ' . dA 

In practice we do not wait until the {Ec} are fully converged and Eqs. 
(7) are satisfied before making an adjustment to A. It is normally possible 
to adjust A after every 3 —• 4 iterations of the main loop without disrupting 
the convergence to a solution. 

10 



To estimate an initial value for A we take the solution from the smoothed 
least squares method {E^s}, {n%s} and find the value A0 which minimizes 
£ Fj. This is given by 

*s=cjE«i«»(tfa7)/i:«; ("> 
where 

,VP „LS 

and 
\P , /NP 
pxl / pal 

The variance of this estimate can be large but it is useful in providing an 
initial value for A if there are no other estimates available from previously 
computed solutions under similar conditions. 

5. Additional points 

The algorithm may have difficulty converging if the dynamic range in 
the values {gc} and {<rP} is too large. Care should be taken to ensure that 
max ({gc})/min ({ge}) and max {{<r,,}}/min ({ffp}) are within the numerical 
accuracy of the computations. Typically we do not use a dynamic range 
greater than 10 3. It is also sometimes necessary to compute a solution with 
a larger total noise than is desired and then continue the computation with 
a smaller requested noise value using the larger noise solution as a starting 
point. 

D. Tests of the maximum entropy method 
The algorithm was tested using the method described in section C. For 

comparison with the least squares method we used the same source and cell 
grid shown in Figs. 5 and 3 and the same input signals used to produce 
the least squares result in Fig. 4. For a default image we removed the 
asymmetrical component of the original source and took the square root of 
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the remaining profile. The default image is shown in Fig. 9. The standard 
deviations <rf were all set equal to the standard deviation of the Gaussian 
noise generator. The result for C = 0.95 is shown in Fig. 10. The result 
for a flat default image is shown in Fig. 11. 

Both maximum entropy cases are better than the unsmoothed least squares 
result. The maximum entropy result with a flat default image is slightly 
worse on average than the smoothed least squares result, but the accuracy 
in the central region is basically as good as the maximum entropy result us
ing the better default image. The effect of the maximum entropy procedure 
is to pull the result towards the default image in the least well-determined 
regions. For the case of a flat default image, the effect in these regions is 
roughly equivalent to the smoothing applied to the least squares result. 

An interesting example of the stability of the maximum entropy method is 
demonstrated by the reconstruction in Fig. 12. The default image is the same 
one used previously, see Fig. 9. The standard deviation used for each pixel 
was 3.5% of the signal with an overriding minimum standard deviation of 
0.01% of the maximum signal. The corresponding unsmoothed least squares 
result is shown in Fig. 13. The original source is shown in Fig. 14. The 
erroneous structure on the inside edge of the bean is a series of ripples. See 
the 3D plot in Fig. 15. The 228 cell reconstruction grid is shown in Fig. 16. 
The errors in the least squares reconstruction occurred even though there 
was no noise in the original image supplied to the algorithm. 

The main peculiarity of the original source is that it has a large gradient 
on the inside edge of the bean. The projection of the original source was 
computed using a slightly higher resolution grid than that used for the re
construction. This 252 cell grid is shown in Fig. 17. The ripples in the least 
squares reconstruction can be shown to be due to the fact that the original 
source contains gradients which cannot be represented on the 22S cell grid 
used for the reconstruction. If we use the least squares method to recon
struct the image using the same 252 cell grid used for the projection, we get 
a perfect result as shown in Fig. 18. The maximum entropy method avoids 
the ripple error by allowing a larger RM3 noise in the solution, 5.25% vs. 
1.13% for the least squares result. This additional noise reflects the errors 
introduced by representing the source on the 228 cell grid. 
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E. Application to real data 
The default image used for the reconstruction of real data is the set of 

magnetic flux surfaces produced by a MHD equilibrium fit to the external 
magnetic measurements of the plasma. The results of the reconstruction for 
two discharges are shown in figures IS through 24. The reconstructions were 
done using the grid shown in Fig. 16. Figure 19 shows a reconstructed X-
ray profile and Fig. 20 shows the flux surfaces used for the default image. 
Figure 21 shows a comparison between the actual camera image and the 
signal values obtained from the backprojection of the reconstruction. 

The plot shows signal vs. camera pixel number for the actual and recon
structed image. The camera pixeb are numbered 1 through 1024 and ate 
scanned in 32 vertical columns of 32 pixels starting from the bottom right of 
the camera image. 

Figure 22 shows the reconstructed X-ray profile for another discharge, 
Fig. 23 shows the default image, and Fig. 24 shows the comparison of actual 
and reconstructed data. 

The RMS noise in these fits is quite high, but the reconstructed images 
are quite smooth. Examination of the comparison between the backprojected 
reconstructed image and the actual data seems to indicate that the devia
tions are caused by some type of systematic error. This could be caused by 
systematic errors in the camera data or in the mapping function or it could be 
a consequence of the finite resolution of the reconstruction grid if the source 
profile contains steep gradients. Further investigation will be necessary to 
determine the cause and possibly improve the fits. 

IV. Conclusions 

The maximum entropy algorithm has been implemented for an overde-
termined system in a form which permits the computation of the result in a 
reasonable time on a VAX 8600. Comparison with the least squares algorithm 
shows that the maximum entropy is superior if a good default image can be 
constructed from additional information about the system. The algorithm 
permits the external magnetic information from MHD equilibrium fits to be 
combined with the X-ray pinhole camera data to produce an X-ray emission 
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profile which can be used to determine the internal magnetic structure of the 
plasma. 
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Appendix 

For the case of Poisson noise statistics, the equations in section III are 
replaced by the equations below. 

where AI is the quantum size of the signals {/,,}. Equation (7) is replaced 
by 

Equations (9) and (10) are replaced by 

dF 1 1 \ 2 v p / 

and 

dF 1 A2 v p / 

dt = i:+ C * A 7 P § i { S » ~ ^ • ̂  ~ s»>> k * > k - i - 2 - yc-
Equation (11) remains the s a w ••\i«-;n that £ ^ is replaced by a suitable 
value for the expected total noi-*- !'>:•:.mon (12) is replaced with 



Equation (13) remains the same with a, given by 
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Figures 

FIG. I. Pinhole camera's view of the plasma. 

FIG. 2. Function showing relative contribution of each point in the source 
to the camera image. 

FIG. 3. 130 cell grid used in reconstructions. 

FIG. 4. Unsmoothed least squares reconstruction of source in Fig. 5, A r m j = 
21.4%. 

FIG. 5. Original source for tests. 

FIG. 6. Least squares reconstruction with one smoothing pass. A r m j = 
16.6%. 

FIG. 7. 76 cell grid used in reconstructions. 

FIG. 8. Unsmoothed least squares reconstruction using 76 cell grid. A r T n j = 
12.9%. 

FIG. 9. Default image used for maximum entropy reconstruction tests. A r m a • 
42.7%. 

FIG. 10. Maximum entropy reconstruction using bean-shaped default image. 
A™, = 10.8%. 

FIG. 11. Maximum entropy reconstruction using flat default image. A r m , = 
13.1%. 

FIG. 12. Maximum entropy reconstruction of source in Fig. 14 using default 
image in Fig- 9 and 228 cell grid in Fig. 16. A r m j = 10%. 

FIG. 13. Unsmoothed least squares reconstruction of source in Fig. 14 using 
228 cell grid. A r m j = 20.7%. 

FIG. 14. Source used to demonstrate errors caused by large gradients. 

FIG. 13. 3D plot of result in Fig. 13. 
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FIG. 16. 228 cell grid used for reconstruction of source in Fig. 14. 

FIG. 17. 252 cell grid used to specify source in Fig. 14. 

FIG. 18. Unsmoothed least squares reconstruction of source in Fig. 14 using 
252 cell grid. A r m j = 0%. 

FIG. 19. Maximum entropy reconstruction of a real plasma source using the 
default image in Fig. 20. A r m , = 16.9%. 

FIG. 20. Equilibrium magnetic flux surfaces used as a default image for the 
reconstruction in Fig. 19. 

FIG. 21. Comparison of the signals on each pixel in the camera image pro
duced by the real data and the backprojection of the reconstructed X-ray 
profile for the reconstruction in Fig. 19. 

FIG. 22. Maximum entropy reconstruction of another discharge using the 
default image in Fig. 23. A m , = 27.7%. 

FIG. 23. Equilibrium magnetic flux surfaces used as a default image for the 
reconstruction in Fig. 22. 

FIG. 24. Comparison of the signals on each pixel in the camera image pro
duced by the real data and the backprojection of the reconstructed X-ray 
profile for the reconstruction L Fig. 22. 

•t 



PBX-M SOFT X-RAY CAMERA. 
Fluorescein X-ray 
convenor and 
reducing optics. 

image 
lntensifier 
and 

/
Framing 
Camera 

Control Electronics, 
Image Processor, 
Microcomputer, 
Display Devices and 
Storage Media. 

Fisuru 1 



Detector configuration for datafile MFOP.R 

1084 active channels O deleted channels 

Weight file name 
MFOP.R 
Matrix origin 
R = -80-28 cm 
Z = -67-97 cm 
Cell size 
R = 7.438 cm 
Z = 9.063 cm 
152 Normal ce lis 
0 Odd cell s 
152 Matrix ce lis 

i i — i — ) — i — i — i — r - ] — i — i — n — i — i — i — i — i — J - 1 — r ~ 

-50.0 -25.0 0.0- 25.0 

Weight contour levels 
Level 1 - 4.295E-05 
Increment - 2.075E-04 
Weight range 
Minimum = 7.266E-13 
Maximum = 8-760E-06 
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Detector com" Iffuratlon for dataflle MS3P newfmt-R 

1034 active channels 0 deleted channels 

75.0-

50.0-

35.0-

0.0-

-25.0-

-50.0-

-75.0-

cm 

CJ i . 

Weight file name 
MS3P_nevfmt.R 
Matrix origin 
R = -80.38 cm 
Z = -67.97 cm 
Cell size 
R = 7.438 cm 
Z = 9-063 cm 
130 Normal ce U s 
0 Odd cells 
-1 Matrix ce lis 

- 1 — i — r — 1 — [ ~ 1 — l — r — l — | — i — i — i — i — I — i — i — i — i — 1 — | — i — t 

-60.0 -35.0 0.0 35.0 
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Reconstructed'numerical phantom- File :- 3MS5P.E 
1024 active channels 

75.0-

50.0-

25.0-

0.0-

-25.0-

-50.0-

-75.0-

Icm 

RHS reconstruction error 21.4 % 
RHS resolution error 0.000E+00 % 
Average error 1.32 & 
RHS shape error SI.3 % 
Simulated rms projection error 10.0 % 
Actual rns projection error 9.93 % 
Simulated noise type - I 
Gaussian simulated noise. 
Number of random number cycles - 0 
Processing Linear 
Emission contour levels 
Level 1 - 0.OOOETOO 
Increment - 0.100 
Emission range 
Minimum - 0.OOOE<00 
Hailmum - 0.965 
Average - 0.266203 
RHS noise • 9.43 % 
Blind noise - S.1B * 
Number of cells - 130 
Reconstruction time - O.0O0E+D0 &. 
Hatrlx inversion algorithm. 
Datafile HS5P.R 
Reoonstruotion using matrix inversion. 
Kunber of emissions *- o.O vas 12 
Emissions <- 0.0 set to O.OOOEtOO * average. 
Weight rile HS3P.R 
Hatrlx origin 
R - -60 .2S1 om 
2 - - 6 7 . 9 6 9 om 
Cell size 
R - ? .43a cm 
Z - 9 .063 cm 

1 I ' ' ' ' I ' ' 
- 5 0 - 0 - 2 5 . 0 

1 ' I ' 
0 . 0 

1 I ' ' 
2 5 . 0 

I'iKiiru 'i 



Best possible phantom reconstruction- File :- 3MS5P.E 
1024 act ive channels 

75.0-

50.0-

25.0 

o.o-

-25.0-

-50.0-

-75.0-
T 1 1 I I I I I I — | — I — I — I I — I — 1 — I — I — l — | I 1 1 I ' ' * ' I T 

RMS reconstruction error O.OOOE+00 % 
RHS resolution error O.OOQE+OO % 
Average error 1.32 % 
RHS shape error 16.6 % 
Processing Linear 
Emission contour levels 
Level l - O.OOOE+00 
Inorenent - 0.100 
Emission range 
Minimum - 1.3B2E-04 
Maximum - o.9?7 
Average - 0.266203 
:iataf lie HS3P.R 
Reconstruction using natrlx Inversion. 
Number of enissions <- 0.0 was 12 
Emissions <- O.O set to 0.000E+00 % average. 
Number or bilinear smoothing passes - 1 
Weight file HS3P.R 
Matrix origin 
R - -80.281 on 
2 - -67.969 on 
Cell size 
R - 7.438 cm 
Z - 9.063 cm 

-50-0 -25.0 0.0 * 26.0 



R e c o n s t r u c t e d numer ica l phantom. F i l e ?- 5MS3P-E 

1024 active channels 

RMS reconstruction error 16.6 % 
PMS resolution error o.OOOE+00 % 
Average error 1.32 * 
RMS shape error 16.5 % 
Simulated rns projection error 10.0 % 
Actual rns projection error 9.93 % 
Simulated noise type - l 
Gaussian simulated noise. 
Number of random number cycles - 0 
Processing Linear 
Emis ion Gontour levels 
Leve 1 - O.OOOEtOO 
lnore-^nt - o.ioo 
Emission range 
Hiniun - O.OOOEtao 
Haxlcum - 0.894 
Average - 0.266203 
RMS noise - 10.4 % 
Blind noise - 4.30 % 
Number or cells - 130 
Reoorstructlon time - O.QO0E-+QO s. 
Matrix inversion algorithm. 
Dataflle HS3P.R 

Reaonstruotlon using natrix inversion. 
Number of emissions <- 0.0 was 12 
EmlCiions <- 0.0 set to O.OOOE+OO % averag 
Number of bilinear smoothing pat"ESS - 1 
Weight file MS3P.R 
Matrix origin 
R - -80.261 cm 
Z - 67.969 cm 
Cell size 
R - 7.438 om 
Z - 9.063 i,m 

-50.0 25.0 
Figure 6 



Detector configuration for datafile MS3P.R 

1024 active channels 0 deleted channels 

75.0-

50.0-

25.0-

o.o-

-25 .0-

-50.0-

-75.0-

cm 

SJ j 

Weight file name 
MS2P.R 
Matrix origin 
R = -80.28 cm 
Z = -68.38 cm 
Cell size 
R = 7.438 cm 
Z = 9.063 cm 
76 Normal ce lis 
0 Odd cells 
-1 Matrix ce lis 

i i — i — i — j - 1 — i — i — i — i — i — i — n — j - 1 — n — r - j — n — i 
-50.0 -25.0 O.b 28.0 

Figure 7 



R e c o n s t r u c t e d numer ica l phantom. F i l e : - 3MS3P-E 

1024 active channels 

75.0-

50.0-

25-0-

0.0-

-85.0-

-50.0-

-75.0- om J 
" T — i — i — | — n — i — i — | — i — i — i — i — | — i — i — i — i — | — i — i — i 

-60.0 -25.0 0.0 "25.0 

RHS reconstruction error 12.9 % 
RHS resolution error O.O00E+O0 % 
Average error 1.M % 
RHS shape error 12.8 "• 
Simulated r n projection error 10.0 % 
Actual rms projection error 9.93 % 
Simulated noise type - 1 
Gaussian simulated noise. 
Number of random number ovoles » 0 
ProoeBSlng Linear 
Emission contour levels 
Level 1 • O.000E+0O 
Increment - 0.100 
Emission range 
Hinimua . O.OOOE+OO 
Haxlmum . 1.01 
Average • 0.267413 
RMS noise • 10.7 % 
Blind noise - 4.06 % 
Number of oells - 76 
Reconstruction time - O.OOOE+oa s. 
Hatrlx inversion algorithm. 
oatarile HSSP.R 

Reconstruction using matrix inversion. 
Number of emissions •- 0.0 vas 8 
Emissions •- 0.0 set to o.ooOE+oo % average 
weight file HS2P.E 
Hatrlx origin 
R - -80.281 om 
2 - -68.375 om 
Cell size 
R - 7.438 om 
2 9.063 om 

Flliuru 8 



Distorted a priori estimate of phantom- File 3MS3P-E 
1024 active channels 

75.0-

5 0 . 0 -

3 5 . 0 -

0 0 -

-35.0-

-50.0-

- 7 5 . 0 -

cm 

cm J 
T i i i | i i I i 1 i r r i | i i i—i—I—i—i—i 

- 5 0 . 0 - 2 5 . 0 0 .0 ' 2 5 . 0 
I ' lHiiru >J 

RMS reconstruction error 42.7 
RHS resolution error O.OOOE-fOO \ 
Average error O.OOOE*OO '* 
RHS shape error 40.a ?• 
Processing Linear 
Enlsslon contour levels 
Level 1 - o.ooOEtOO 
increment - 0.100 
Emission range 
HIHIBUB - 1.08SE-03 
Hail BUB - 0.55S 
average - 0.262691 
Datafile HS3P.R 
Default lnsge Tile 3MF3P.D 
•eight file HS3P.R 
Matrix origin 
R - -80.281 on 
Z - 67.969 OB 
Cell size 
R. - 7.438 CO 
z - 9.063 OB 



Reconstructed numerical phantom. F i le : - 5MS3P.E 
1024 ac t ive channels 

7 5 . 0 

50.0-

35.0 

o.o-

-25.0-

-50-0-

-75.0-

RMS reconstruction error 10.8 
RMS resolution error 0.000E+00 
Average error 1.32 *• 
RMS shape error 10.8 % 
Simulated rms projection error 
Actual rns projection error 9 
Simulated noise type - 1 
Gaussian simulated noise. 
Number or random number cycles 
Processing Linear 
Emission contour levels 
Level 1 - O.0OOE+00 
Increment - 0.100 
Emission range 
Hinimun - 3.799E-04 
Haximum - 0.980 
Average - 0.266203 
Gaussian noise statistics. 
Noise level - 0.950 
Sharpness - 1.143E*09 
RMS Std. dev. - 9 . 9 9 % 
Std- dev. type - 0 
RMS noise - 9.49 * 
Blind noise - 5.\\ * 
Number of oells - 130 
Number of iterations - a 
Reconstruction tine - 41.2 
Fast HE algorithm. 
Dataflle HS3P.R 

Default image file 3HF3P.D 
weight file HS3P.R 
Matrix origin 
R - -80.281 cm 
Z - 67.969 on 
Ce11 G12e 
R - 7.43B Cm 
2 - 9.063 OB 

-50.0 -25.0 0.0 25.0 
FiKtiru If) 



Reconstructed numerical phantom. File :- 5MS5P.E 
1024 active channels 

75-0-

50-0-

25-0 

0.0-

-25.0-

-50.0 

-75 . 0-

RHS reconstruction error 1S1 *t 
RHS resolution error O.OOOEtOO r. 
Average error 1.32 * 
RHS shape error 18.1 
Simulated rns projection error 10.0 
Actual rns projection error 9.93 
Sinulated noise type - 1 
Gaussian simulated noise. 
Number of randon number cycles - 0 
Processing Linear 
Emission contour levels 
Level 1 - O.OOOEtOO 
Increment - o.100 
Emission range 
Hiniimn - 7.557E 0* 
Haxisun - 0.96*? 
Average - 0,366303 
Gaussian noise statistics. 
Noise level - 0.950 
Sharpness - 3.838E+09 
RHS Std. dev. - 9.99 % 
Std. dev. type - 0 
RHS noise - 9.50 % 
Blind noise - 5.10 % 
Nunber of cells - 130 
Number of iterations - 9 
Reconstruct J on time - 35.-1 s. 
fast HE algorithm. 
Dataflle HS3P.R 
Default Image is flat, 
Weight file HS3P.R 
Hatrlx origin 
R - -60 .281 CO! 
Z - - 6 7 . 9 6 9 cn 
Cel l GiZft 
R - 7.-138 om 
Z - 9 . 0 8 3 on 

~ i i — i — i — i — i — i — i — j — i — i — i — i — i — i — i — i — r ~ i — i — i — i 

-50.0 -25.0 0.0 ' 25.0 



Reconstructed numerical phantom. File :- EDBEAN5P4R.E 
1024 active channels 

75.0-

50-0-

25-0-

o.o-

-25.0-

-50.0-

-75-0- --CW-

RHS reconstruction error 10.0 % 
RMS resolution error O.OOOE+QO %, 
Average error 0.528 % 
RMS shape error 9.55 ?. 
Slnulated rns projection error 0.O00E+O0 % 
Actual rue projection error O . O D O E + Q O % 
Simulated noice type - o 
Uniform slnulated noise. 
Number of random number oyoles - 0 
Processing Linear 
Emission aontour levels 
Level 1 - 0.a00E+00 
Increment - 15.0 
Emission range 
Minimum - 3.4ME-IS 
Maxlnun - £53. 
Average - 83.4901 
Gaussian noise statistics. 
Hoiee level > 0.350 
Sharpness - 8.710E+06 
RHS Std. dev. - 1S.0 % 
Std. dev. type - 1 
Std. dev. nln - 2.000E-05 
Std. dev. nln - 4.236E-02 % of max signal. 
std. dev. - o.oooE-tOO % of signal. 
RHS noise - 9.2S % 
Blind noise - o.ooOE+00 % 
Number of cells - 228 
Number of iterations - 62 
Reconstruction tine - 62.0 e. 
Fast H E algorithm. 
Dat&flle HF4P.R 

Default image file 3HF4F.D 
Weight file HF4P.R 
Matrix origin 

T i i 1 i — i — i — i — | — i — i — i — i — I — i — i — i — i — I — i — r 

-50.0 -26.0 0.0 :25.0 

R . -as.141 on 
2 - -70.834 on 
Coll size 
Ft . 3.719 GDI 

ri:.,iirL- VI 



Reconstructed numerical phantom. File :- EDBEAN5P4R.E 
1024 active channe1s 

75.0-

50.0-

25.0-

o.o-

-25.0 

-50.0-

-75.0-

RHS reconstruction error SO.7 \ 
RHS resolution error Q.0D0E+0O % 
Average error 0.5E8 % 
RMS chape error ZO-4 * 
Slnul&ted r n projection error O.00OE+OO % 
Actual rns projection error 0.00OE+O0 % 
Simulated noise type - 0 
Uniform simulated noise. 
Number of random number cycles - 0 
Processing Linear 
Emission contour levels 
Level 1 - O.O0OE+D0 
Increment - 15.0 
Emission range 
Minimum - O.OOOE+00 
Max1 nun - 295. 
Average - 83.4901 
RHS noise - 1.13 % 
Blind noise - O.OOOE+00 % 
Number of cells - 238 
Reconstruction time - 23.9 s. 
Matrix inversion algorithm, 
Oatafile HF4P.R 

Reconstruction using matrix inversion. 
Number of emissions <- 0.0 was 62 
Emissions <- 0.0 6et to O.OOOE+00 % average 
Weight file HF4P.R 
Hatrlz origin 
R - -82.141 en 
2 - -70.234 on 
Cell size 
R - 3.719 cm 
2 - 4.531 en 

T—i—i—i—|—rr 

0.0 '26.0 



D i s t o r t e d a p r i o r i e s t i m a t e of phantom- F i l e 

1024 active channels 

75-0 

50-0-

25-0-

0.0-

-35-0 

-50.0 

-75. 

Time 5.500 msec 
Processing Linear 
Emission contour levels 
Level I - O.000E*00 
Inorement - 15.0 
Emission range 
Hinlmum - O.OOOE*OO 
Maximum m 2S4. 
Average - O.000000E+O0 

Datafile HP3P.R 

Default image file 
Weight file HF0P.R 
Hatrlz origin 

EDBEAM5P.D 

It 
8 
Cell 
R • 
2 -

82. Ml cm 
-70.2S4 cm 
size 
3.719 cm 
4.831 cm 

~|—i—i—i—r—]—n—i—I—p 
-50.0 -25.0 0.0 

T — r - j — i — r 

25.0 
t'iRiiru U 



FBX Soft X-ray Emission Cross-section. Shot * 0 
1034 active channels 

Time 0.000 msec Minimum emission- O.OOOE-tOO Haxlmun emission- 295. Average- 83.4901 
Processing Linear Datoflle HF4P.R Height file HF4P.R 

Reoonstruotlon using matrix inversion. EnlG6lons <- 0.0 set to 0.000E+00 % average. 
Humber of emissions <- 0.0 was 52 

Matrix origin R - -82.141 cm Z - -TO.234 on Cell size R - 3.719 en z - 4.531 an 
RMS noise - 1.13 % Blind noise - O.OOOEtUO % Std. dev. type - 1 

Number or cells - 228 Dumber of iterations - 81 Reoonstruotlon time - 23.9 s. Matrix inversion algorithm, 

3 

50.0 

-50.0 

r (cm) 



Detector configuration for dataflle MF4P-R 

1024 active channels 0 deleted channels 

75.0 - I 

50.0-

25.0-

o.o-

-25.0-

-50.0-

-75.0-

CI 

1 —< •m-

Welght file name 
MF4P .R 
Matr ix origl n 
R = -82.14 cm 
Z = -70.23 cm 
Cell size 
R = 3.719 cm 
Z = 4.531 cm 
228 Normal ce 11 s 
0 Odd cell s 
-1 Matrix ce 11 s 

i i i I — i — I — i — i — I — i — i — i — i — i — i — i — i — i — i — i — r 

-50.0 -25.0 0.0 25.0 
I'iKurti Id 



Detector configuration for dataflle MF5P.R 

1024 active cbannels 0 deleted cbannels 

75.0 

50-0-

25-0-

0.0-

-25-0-

-50.0-

-75.0-

Cl 

1 —<4B-

Welgbt file name 
MF5P.R 
Matrix origin 
R - -82.14 cm 
Z =• -70.23 cm 
Cel1 size 
R = 3.719 cm 
Z = 4.531 cm 
252 Normal cells 
G Odd cells 
-1 Matrix cells 

i i — i — [ ~ i — i — i — i — i — i — i — i — i — | - T — i — i — r - 1 — n 

-50-0 -85.0 0.0 25.0 



Reconstructed numerical phantom. File :- EDBEAN5P4R-E 
1024 active channels 

75.0-

50.0-

S5.Q-

0.0-

-25.0-

-50.0-

-75.0-

RHS reoonstruotion error O.ODOE-tOO % 
RHS resolution error O.OOOE-IOO % 
Average error 7.I53E 05 % 
RHS shape error 0.000E+00 % 
Simulated rms projeotion error O.OOOE-tQO % 
Aotual rns projection error O.OOOE+00 % 
Simulated noise type - D 
uniform simulated noise. 
Number of random number oyoles - 0 
Proaesslng Linear 
Emission contour levels 
Level 1 - O.OOOEtOD 
Inorement - 16.o 
Emission range 
Hlnlmum - O.COOEtOO 
Maximum - 254. 
Average « 62.3084 
RHS noise - 1.682E-04 % 
Blind noise . O.OOOEtOO % 
Number of cells - 252 
Reaon&truotion time - O.OOOEtOO s. 
Hatrlx Inversion algorithm. 
Dataflle HF4P.R 
Reconstruction using matrix Inversion. 
Number of emissions <- G.O uas S6 
Emissions <- 0.0 set to O.OOOE+oo % average 
Height file HF5PDP.R 
Hatrlx origin 
R > -82.141 cm 
2 - -70.234 cm 
Cell size 
R - 3.719 cm 
Z - 4.531 cm 

T—I—i—|—I—I—I—1—|—I—I—I—I—|—I—I—|-
-50.0 -25.0 0.0 :25.0 

Flijuru IH 



PBX Soft X-ray Emission Cross-section. Shot * 369084 
1034 active channels 

Timu 430.000 vseo 
Processing Linear 
Emission contour levels 
Level 1 - \.000E*05 
Increment - 4.0D0E+05 
Emission range 
Hint mum - 912. 
Kaxlmum - 4 212E+OB 
Average - 1.246S78E+06 
Gaussian noise statistics. 
NslBe level - I.00 
Sharpness - 26.0 
RMS Std. dev. - 4.61 % 
Std. dev. type - 0 
RHS noise - 16.9 % 
Blind noise - 4.81 * 
Number of cells - 218 
Number of Iterations - 12 
Reconstruction tine - 12.0 E. 
Fast HE algorithm. 
D&taflle CNTR_FERP.LATE 
DeTdUlt imago file V: 269084_430q070 .D 
weight rile HF4R.R 
Hatri* origin 
R - -67.000 or 
a - 66.000 on 
Cell size 
R - 4.000 CD 
Z - 4.000 CD 

T—i-i—]—i—i—i—i—I—i—i—i—i—i—]—?—i—i—]—i—r 
-50.0 -36.0 0.0 35.0 

Figure 19 



Distorted a prlori estimate of phantom- F i l e :• 

1024 active channels 

76.0 

50.0 

25.0 

0.0 

-35.0 

-60.0-

-75.0 

Tine 5.500 iiEeo 
Prooeseing Linear 
eniEBion contour lovels 
Level 1 . 500. 
lnorement - 3.0oaE-»03 
Emission range 
HlnlBiiB . 11.8 
Maximum - 3.S54E*04 
Average • Q.oooooOEtOO 
Datuf1le 

Default image file W:2e90B4_43aiJ070.D 
weight rile HF4R.R 
Matrix origin 
R - -67.000 oil 
B - 66.000 on 
cell si2e 
B - 4.000 om 
2 - 4.000 en 

T i r—]—i—i—i—i—|—i—i—F—i—j—i—i—i—r—]—i—r 
-50.0 -25.0 0.0 2B.0 

Figure 20 
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Computed signal Measured signal 

400 600 
Pixel number 

600 1000 
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PBX Soft X-ray Emis s i on C r o s s - s e c t i o n _. Shot # 260501 

1024 a c t i v e channe l s 

Time 520.000 usee 
Processing Linear 
Ettlsslon oontour levels 
Level 1 - I.000E+O5 
Inurement - 4-O00E+05 
Emission range 
Kin limn - 802. 
Maximum - 4.933E+06 
Average - 1.206690E+06 
Gaussian noise statistics. 
Ilolse level - 2.00 
Sharpness - 14.8 
RMS Std. dev. - 4.89 °i 
std. dev. type - 0 
BHS noise - 27.7 % 
Blind noise - O.590 r. 
Humber of oells - SIB 
Hufiber of iterations - 9 
Reconstruction tine - 61.9 s. 
F&at HE algorithm. 
DfttafUe CO_PARA2.LATE 
Default image file W;260601_820n040.D 
Weight file HP4R.R 
Hatrix origin 
R - -67.000 on 
Z - 66.000 en 
Cell size 
R - 4.000 en 
Z - 4.00O on 

-50.0 -35.0 0.0 25.0 
Fijiuru 22 



Distorted a priori estimate of phantom- File :-
1024 active channels 

75.0-

50.0-

25.0 

o.o-

-25.0-

-50.0 

-75. 

Time 440.000 meeo 
processing Linear 
Emission aontour levels 
Level 1 - 500. 
Increment - 2.000E+03 
Emission range 
Hlnlmum - 9.74 
HaXlrUK - 3.841E404 
Average - 782608. 
Dutaflle CNTB_PARA . LATE 

Default image file W:860S0l_S20804O 
Velght rile HF4R.R 
Hatrlx origin 
R - -67.000 am 
g - -66.000 em 
Cell s!2e 
R - 4.000 cm 
Z - 4.000 cm 

Fleurc 23 



Computed signal Measured signal 

^^li'iJill 
200 

v '/ v ! | 
1——i 1 1 1 _ r — : T ' -

400 600 800 
Pixel number 

1000 

Figure 24 
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Available from: 

National Technical Information Service 
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5285 Port Royal Road 
Springfield, Virginia 22161 

703-487-4650 
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DISCLAIMER 

This report was prepared <*s an account of wor* sponsored by an agency of IJJC United Stales 
Government Neither the United Slate* Government nor any agency thereof, nor any of their 
employees, makes any warranty, express or implied, or assumes any legal liability or responsi
bility for the accuracy, completeness, or usefulness of any information, apparatus, product, or 
process disclosed, or represents that its use would nut infringe privately owned right*. Refer
ence herein to any specific commercial product, process, or service by I/iide name, trademark, 
manufacturer, or othtrwise does nol necessarily constitute or implv lis endorsement, recom
mendation, or favoring by the United States Government or any agency thereof The views 
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