
Purdue University
Purdue e-Pubs

LARS Symposia Laboratory for Applications of Remote Sensing

1-1-1975

Image Registration Error Variance as a Measure of
Overlay Quality
C. D. McGillem

M. Svedlow

Follow this and additional works at: http://docs.lib.purdue.edu/lars_symp

This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries. Please contact epubs@purdue.edu for
additional information.

McGillem, C. D. and Svedlow, M., "Image Registration Error Variance as a Measure of Overlay Quality" (1975). LARS Symposia. Paper
70.
http://docs.lib.purdue.edu/lars_symp/70

http://docs.lib.purdue.edu?utm_source=docs.lib.purdue.edu%2Flars_symp%2F70&utm_medium=PDF&utm_campaign=PDFCoverPages
http://docs.lib.purdue.edu/lars_symp?utm_source=docs.lib.purdue.edu%2Flars_symp%2F70&utm_medium=PDF&utm_campaign=PDFCoverPages
http://docs.lib.purdue.edu/lars?utm_source=docs.lib.purdue.edu%2Flars_symp%2F70&utm_medium=PDF&utm_campaign=PDFCoverPages
http://docs.lib.purdue.edu/lars_symp?utm_source=docs.lib.purdue.edu%2Flars_symp%2F70&utm_medium=PDF&utm_campaign=PDFCoverPages


Reprinted from 
Symposium on 

Machine Processing of 
Remotely Sensed Data 

 
June 3 - 5, 1975 

 
The Laboratory for Applications of 

Remote Sensing 
 

Purdue University 
West Lafayette 

Indiana 
 

IEEE Catalog No. 
75CH1009-0 -C 

 
Copyright © 1975 IEEE 

The Institute of Electrical and Electronics Engineers, Inc. 
 
Copyright © 2004 IEEE.  This material is provided with permission of the IEEE.  Such 
permission of the IEEE does not in any way imply IEEE endorsement of any of the 
products or services of the Purdue Research Foundation/University. Internal or personal 
use of this material is permitted.  However, permission to reprint/republish this material 
for advertising or promotional purposes or for creating new collective works for resale or 
redistribution must be obtained from the IEEE by writing to pubs-permissions@ieee.org. 
 
By choosing to view this document, you agree to all provisions of the copyright laws 
protecting it. 
 



IMAGE REGISTRATION ERROR VARIANCE 

AS A MEASURE OF OVERLAY QUALITY 

C. D. McGillem and M. Svedlow 
, 

Laboratory for Applications of Remote Sensing, Purdue l1n"iversity, 
West Lafayette, Indiana: and Laboratory for Applica~ions of 
Remote Sensing, Purdue University, West Lafayette, Indiana 

I. ABSTRACT 

When one image (the signal) 
is to be registered with a second 
image (the signal plus noise) of 
the same scene, one would like to 
know the accuracy possible for this 
registration. This paper derives 
an estimate of the variance of 
the registration error that can 
be expected via two approaches. 
The solution in each instance 
is found to be a function of 
the effective bandwidth of the 
signal and the noise, and the 
signal-to-noise ratio. Appli
cation of these results to ERTS 
data indicates that for most cases 
registration variances will be 
significantly less than the dia
meter of one picture element. 

II. INTRODUCTION 

Many instances arise in which one 
would like to register two different images 
of the same scene. When one attempts to 
accomplish this overlay of images, several 
problems are encountered. An important 
question that arises is, given images of a 
particular scene,to within what tolerance 
can the two images be aligned? This is 
the problem with which this paper deals. 

Two models for the variance of the 
error in the registration of two different 
images of the same scene are developed. 
The method of solution employed is analo
gous to that used for the determination of 
the error in the measured delay time in a 
radar system. For purposes here the radar 
system model assumes that the returned sig
nal is a delayed version of the original 
signal corrupted by additive noise. As 

adapted to the registration of two images, 
the noise is defined as the difference be
tween the two images at the correct regis
tration position, and is therefore addi
tive. The time delay corresponds to a 
spatial translation or displacement. 

Several analyses of the radar prob
lem have been carried out based upon dif
ferent premises. I ,2,3 These approaches 
may be categorized as those which use the 
probability density function of the noise 
directly and those which do not. The 
first case utilizes maximum a posteriori, 
maximum likelihood, or minimum mean square 
error estimates. All three estimators are 
based upon knowledge of the noise proba
bility density function. The second case 
is based only upon the output of a filter 
which gives a maximum output at the correct 
time delay when the input is noise free. 

The solution to the problem of the 
first case, in which the probability den
sity function of the noise is directly in
volved, depends upon the cost function 
which is assigned to the error and the a 
posteriori distribution, Pf[m(T)], of the 
signal as a function of a parameter, rn(t), 
given the received signal, f. A minimum 
mean square error estimate is the mean of 
Pf[m(T)]; an absolute value cost function 
gIves the median of the probability func
tion; the maximum a posteriori estimate 
yields the maximum of Pf[m(T)]. The maxi
mum likelihood estimate may be viewed as 
the same as the maximum a posteriori esti
mate when there is no prior knowledge of 
the density' function of the parameter, 
p[m(T)], or p[m(T)] is assumed uniform 
over the entire range of interest. All 
four of the above cost functions will 
yield the same solution of' p[m(T)] uni
form over the range of interest, and a sym
metric, unimodal density function, 
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Pf[m(T}).3 A Gaussian distribution which 
has been assumed for Pf[m(T}) in several 
analyses, is a member of this latter class. 
The reason for the use of the Gaussian dis
tribution is the availability of a closed 
form analytical solution. 

An analysis of this sort should prove 
useful in several respects. The results 
should give an indication of the best pos
sible registration of two images given the 
models of the data and noise. Once the 
models of the parameters involved have 
been found or assumed, an optimum processor 
to implement the overlaying procedure may 
be developed. Comparison of existing reg
istration systems with the results obtained 
herein may also be performed. However, one 
must keep in mind the assumptions the en
tire analysis will be based on, for differ
ent assumptions may yield different re
sults. 

It is assumed in the following inves
tigation that the useful signal is present, 
reducing the problem to one of estimation 
only rather than detection as well as esti
mation. It i.s further assumed that the 
signal shape is known and nonrandom, al
though the parameter that is to be measured 
is a random variable. Since the original 
signal is known, it does not have a proba
bility density function. However. the 
second signal does contain noise and pos
sibly other perturbations and is therefore 
a sample function of a random process. 
The problem will be approached with this 
in mind. 

III. METHOD 1 

This derivation of the variance of 
the registration error is an adaptation of 
the solution obtained by Zubakov and Wain
stein. 4 In this problem one assumes that 
the additive noise is jointly Gaussian with 
zero mean. It is also assumed that the 
density function of the parameter (i.e. the 
misregistration or displacement of the 
images) is uniform in the range of inter
est. 

With these assumptions one may con
struct the likelihood function and then 
find its peak to determine the optimum 
estimator. 

(1 ) 

where, 

likelihood function of the 
displacement parameters, 
Tx and Ty 
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Pm(T T} (f) 
x· y 

Po (f) 

f(x.y} 

n(x.y} 

a density function of the 
parameters. TX and Ty • 
given the known signal 

= conditional density of 
f(x.y} given m(x.Y.T .Ty } 
. X 
1S present , 

= conditional density of 
~(x.y) given m(x.Y.Tx.Ty } 
1.8 absent 

known signal as a func
tion of the spatial co
ordinates and the dis
placement parameters 

= m(x.y} + n(x.y} = re-
ceived signal 

= additive noise1 assumed 
independent of the sig
nal 

Since the data that is being analyzed 
is discrete, it is convenient to use integer 
subscripts rather than continuous spatial 
coordinates. A further notational savings 
is realized by combining the double sub
scripts into a single subscript. A two 
dimensional array mrl , i = l,.o.,P1 j = 1, 
... ,q, is converted~o a one dimensional 
data set ~. h = l ••••• pq. This conver
sion loses nothing from the standpoint of 
the results to be derived. 

In the discrete case a continuous 
function has been sampled and may be de
noted, 

~ = m(xi'Yj} 

~ = n(xi'Yj} 

fh = f(xi •y j } = ~ + nh 

H = pq = total number of samples 

TO arrive at an analytical result, 
the probability density function of the 
noise must be known. Because of the many 
independent contributions to the differ
ences between images being registered, it 
is reasonable to approximate the density 
function as being Gaussian. The probability 
density function of the noise is therefore 
given by 

(2) 



where R is the covariance matrix of the 
noise, -Rgh = E [ngnh ]. The densi ty func-
tions in the likelihood equation then be
come, 

Pm (T T) (f) = 
x' y 

p (f) = Pn (f) 

The likelihood function can be reduced to 

Q =ghth element of R-l 
gh 

Since it is only the maximwn of 
A(Tx,Ty ) which is desired, the problem 
can be reduced even further. Let p (T ,T ) m x y 
be a uniform distribution over a given area. 
This is a reasonable assumption since there 
is no a priori knowledqe about the actual 
distribution. The question in point here 
is concerned only with a spatial delay, so 
that the summation term, 

will also be a constant function of Tx and 

Ty • The only factor which is not a con

stant with respect to Tx and Ty is, 

Therefore the maximum of A(TX,Ty ) is deter
mined solely by the maximum of $. The opti
mum receiver is then the one which finds 
the maximum of $. This type of receiver 
may be viewed as a correlator which is 
weighted according to the inverse noise 
covariance function, Qgh. For the case in 
which the noise is white with spectrum 
No/2, the covariance matrix becomes ~ ! 

o 
(I = identity matrix), and the optimum re
ceiver is simply a correlator. 

(6) 

Given that the maximum point (this I 
translation position is denoted by (Tx'~y)1 
of the likelihood function has been found, 
a measure of the accuracy of the estimate 
is necessary so that the performance of 
the estimator may be evaluated. One such 
measure is the variance of the estimate 
about the maximum point of A(TX,Ty ). For 

this analysis it is convenient to use 
tn[A(Tx,Ty )] which is a monotonic function 

of A(Tx,Ty). 

The logarithm of the likelihood func
tion is expanded in a second order Taylor 
series as a function of the delay parameters 
about its peak in the x-axis and y-axis 
directions separately. It is assumed that 
!n[A(Tx,Ty)]can be approximated by a second 
order polynomial around its peak. 

Only the results in the x-axis direc
tion are given since the y-axis direction 
results are completely analogous. 

(7) 

A necessary condition for the maximum 
point of tnA(Tx,Ty ) is that, 

(8) 
atnA" ,t ) 

x y"= 0 = HnA ('? x' '?y) 

3Ty 

The Taylor series expansion may then be 
reduced to, 

(9) tnA(Tx,ty)' tnA(tx,ty ) 

1 a2
tnAC,?x"Y) 

+ 2" a 2 
Tx 

Rearranging this equation one obtains, 

3A-32 



where, 

Cll) 6 2 = 
x [

_a _2 t_n_A_C .... '::.X _' ' .... y_) ] -1 = 

3Tx2 

in the x-direction 

variance 

Assuming PmCTx,Ty) to be uniformly distri
buted, 

(12) 

If one further assumes a large signal-to
noise ratio, then 

(13) 1 

~ x 

since [mgC'X"y) - fgl is dependent only 
upon the noise and is small compared to 
mgC'x"y)' 

Greater insight into the solution may 
be obtained by looking at the result in the 
frequency domain as opposed to the spatial 
domain. This transformation yields an 
interesting answer. The variance becomes, 

(14) 6 2 = 1 
x 6w2~ 

x 

where 

6W2 = effective bandwidth in the x x-axis direction 

~ = signal-to-noise ratio 

p q !MCU,V)j2 
(15) ~ = E E 

u v SR(u,v 

411 2 ~ i u2IMCU,V)12 
(16) 6W 2 = u v SR !u,v! 

x 
p 

~ IMCu,v)12 
E 
u v SRCu,v) 

! 

MCu,v) = Fourier transform of the 
known signal 

SRCu,v) -noise spectrwn 

In the spatial domain, 

H H 
(17) ~ = E ~ QghmgCtX,ty ) ~ ctx"y) 

g 

H H amsCtx,t
X

) a~ctx,tX) 
E E Qgh 

(18) W2 
= ~ h aTx aTx 

x H H 
E E Q h mgCtx,ty) ~C'x,ty) 
g h g 

With the above assumptions the vari
ance has been reduced to a function of the 
effective bandwidth and signal-to-noise 
ratio. This implies that if one can esti
mate the effective bandwidth and the signal
to-noise ratio in the x-axis and y-axis 
directions, then the variance of the regis
tration error can be estimated. 

Now consider the second derivation for 
the variance which is based upon different 
assumptions. 

IV. METHOD 2 

A second derivation of the variance of 
the registration error is developed in this 
section. In this case, the only assumption 
about the signal and processor is that in 
the absence of noise, the output of the 
processor w~ll be a maximum at the correct 
time delay. No assumptions about the 
probability distribution of the noise are 
needed. As will be seen, the results of 
this derivation are similar to those ob
tained in the previous derivation, even 
though the two approaches are quite unalike. 

The signal corresponding to the image 
to be overlayed is comprised of two compo
nents, the desired signal and additive noise. 
This signal is passed through a filter and 
the position where the maximum of the out
put signal occurs is taken to be the correct 
registration position. However, the filter 
is designed to yield a maximum at.the cor
rect delay only in the noise free case. 
The discrepancy between these two positions 
is the registration error. 

First consider the parameters involved. 
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i 
, I 

" 

1'1 
'"I!: 

J" I 

f(x,y) = signal 

m(x,y) = additive noise 

f(x,y) + m(x,y) = data set to be regis-
tered 

h(x,y) = filter impulse re~ 
sponse 

g(x,y) = f(x,y)*h(x,y) = out~ 
put signal in the 
absence of noise 

n(x,y) = m(x,y)*h(x,y) = out~ 
put due to the noise 
input 

z(x,y) = g(x,y) + n(x,y) 
= composite output 

signal used to esti
mate the correct re
gistration position 

(i,y) = true registration 
position 

(x,y) = estimated registra
tion position 

The derivation proceeds as follows. 
First expand g(x,y) in a second order Tay
lor series about (x,y). 

(19) g(x,y) ~ g(x,y) + gx(x,y) [x-x] 

where 

+ gy (x,y) [y-y] + gxy (x,y) [x-x] [y-y] 

1 ( __ ) _ 2 1 ( __ ) _)2 
+ 2 gxx x,y [x-x] ~yy x,y [y-y + ••• 

gx (x,y) = agt'y) I 
x = x, y = y; 

this subscript notation is used for 
the remainder of this section 

Assume that (x-x) and (y-y) are small 
enough so that all higher order terms 
be neglected. 

may 

Note that a necessary condition for a 
maximum is a~!x,y) = 0 = a~!X,y). Substi-

tute this result into the equation for 
Z (x,Y) *, 

(20) z(x,y) = g(x,y) + gxy(x,y) [x-x] [y-y] 

1 ( __ ) _ 2 
+ 2 gxx x,y [x-x) 

1 (_ _ _ 2 
+ 2 gyy x,y) [y-y) + n (x,y) 

Again use the necessary condition for an 
observed maximum az(x,Y) = 0 = az(x,Y) 

, ax 5y' 

3A·34 

+ g (x,y) [x-x] + nx(x,y) xx 

(22) z (x,1') = 0 = g (x,y) [x-x] y xy 

+ gyy(x,y) [1'-y] + ~(x,y) 

I 

Arran~e these equations in terms of (x-x) 
and (y-y), the error in the registration. 

(23) (x-x) 

(24) (y-y) = 
gxYnx - gxxn~ 

gxxgyy - gxy 

where the arguments, (x,X) and (x,y) have 
been left out for notational convenience. 

One can now find the variance of the 
error by taking the expectation of (x-x)2 
and jJ_y) 2. It is assumed that E[x-x] = 0 
= E[y-Y)· 

(25) Var[x-x] = E[(X-x)2] = 
(26) Var[y-y] = E[(y_y)2] = 

( _)2 x-x 
_)2 (y-y 

One may use these equations 'to calcu
late the variance of the error, but in 
doing so, it is found that a filter func
tion must be specified first. This is 
intrinsic in the parameters in these equa
tions. This is seen more clearly if one 
writes these terms as a function of the 
filter (stationarity is assumed). 

(29) n/(x,y) =ffif 



to equal zero it is sufficient that, 

(44) K(u,v) _ K(-u,v) 

or necessary and sufficient that# 
ww ww 

(45) II uv K(u,v) du dv - II uv K(-u,v)du dv 
00 .0 

The expressions then become 

(46) (x-~) 2 = 1 
Bx 2SNR 

(47) (y_y) 2 = 

An example of when these last assump
tions might apply is the following situa
tion. Let F(u,v) and 5 (u,v) be bandlimited 
to Wand Wy in the resFective axis direc-

x 2 
tions. And let IF(U,V)j equal a constant. 

Sm(U,V 
This would occur when the noise spectrum 
has a shape similar to the signal spectrum. 
In this case it might be advantageous to 
model the two spectra as differing only by 
a constant factor for simplicity in esti
mating the variance to be expected. This 
~y be written, 

(48) IF (u,v) j2 
Smeu,v = c, a constant 

From equation (43) , 

w w 
(49) SNR = c IX l du dv 

-w -w x Y 

50, 

(50) SNR 
c = 4 w w x y 

Then from equations (41), (42) and (43), 

B2 (51) x 5NR = 4,,2 [2 w
3 

c --rJ (2 Wy) 

2 
SNR = 4,,2 [2 W

3
] (52) By c (2 Wx ) ----I-

Substituting in the expressions for c, the 
variances are, 

(53) (x-x) 2 = _,.....;3<.,... __ 
41T 2 w2 

x 
SNR 
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The respective standard deviations then 
are, 

(55) Standard deviation of (x-x) = .... ,,!, .. JT 
,," "* ~ 

(56) Standard deviation of (y-y) = lQ; 
~ R 

One may obtain a quantitative feel for 
the values of these expressions by using the 
sampling intervals for the ERT5-l data in 
this example. The sampling interval is 
about 60 meters along the columns and about 
80 meters along the lines. Substituting 
these values in equations (55) and (56), 
one finds that, 

(57) Standard deviation of error along the 

lines = ~ meters 

(58) Standard deviation of error along the 

columns = ~ 'Ileters 

These results indicate that with the 
chosen filter, the standard deviation of 
the registration error is quite small. 

V. CONCLUSION 

An evaluation of the quality of the 
registration of two images is possible via 
an estimate of the variance of the error. 
This should prove useful in several respects. 
It may be a basis for the analysis of dif
ferent registration systems by giving a way 
to estimate the expected accuracy of the 
system. It also provides a straightforward 
way of estimating this error. 

The two approaches used are quite dif
ferent even though the solutions are similar. 
The variance in each case was found to be a 
function of the effective bandwidth of the 
signal and noise, and the signal-to-noise 
ratio. 

As a final consideration the basic 
assumptions needed for the two methods are 
listed. These assumptions are important 
and must be realized fully to be sure that 
they apply to the situation in which they 
will be utilized. For the first method 
these assumptions are: the noise is addi
tive and independent of the signal; the 
joint probability density function of the 
noise is Gaussian; the a priori distribu
tion of the delay parameters is uniform 
over the range of interest; the variance 
may be modeled in the x-axis and y-axis 
directions separately; the final result 
is dependent upon a large signal-to-noise 
ratio [cf. step from equation (12) to (13)J. 



I 

The basic assumptions for the second method 
are: the noise is additive and independent 
of the signal: the noise spectrum must be 
known: the chosen filter is the "matched 
filter": to obtain results completely anal
ogous to the first method there is one fur
ther assumption that must be made about the 

ratio IF(U'V)j2 [cf. equations (44) and 
Sm(U,V 

(45)]. 
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