
has a sinusoidal appearance, with multiple maxima repeating at
regular harmonics of D­m. (In the case of an ideal staircase
record the sinusoidal curve would be replaced by a succession of
evenly spaced sharp peaks.) Here D­m is determined more
precisely and information can be extracted on the radial location
Reff(­) of the phase-slip site, to gain insight into the vortex
formation process.

In 3He-A, both n � 1 and n � 2 vortices exist. In our experi-
mental conditions n � 1 vortices have the lowest energy17. However,
it is not energy considerations but the critical properties which
matter in the phase-slip process. An emerging new vortex is formed
as an elementary vortex ring, comparable in size to the length scale
which characterizes its structure. The appropriate length scale for
the singular core of the n � 1 vortex is the super¯uid coherence
length (y < 10±100 nm), while for the n � 2 vortex it is the healing
length of the lÃ texture (yD * 10 mm). The critical ¯ow velocity vc for
creating the elementary vortex ring is inversely proportional to its
size16 and is thus generally an order of magnitude larger for the
n � 1 vortex. In this case it also depends on the surface roughness of
the cylinder wall as the ¯ow velocity is expected to reach its absolute
maximum value in the vicinity of a sharp surface asperity (of
approximate size y). In contrast, the soft-core of the n � 2 vortex
is created deep in the bulk liquid, as seen in Fig. 4b. The site of this
phase slip becomes ­ dependent, because the distance from the wall
R 2 Reff is a signi®cant fraction of the width vc=�2­� of the vortex-
free region around the vortex cluster (Fig. 2): when the width
shrinks with increasing ­ the phase-slip centre is pushed closer to
the wall.

Thus, when super¯uid 3He-A is slowly set into rotation, doubly
quantized vortex lines are formed ®rst and so the ¯ow velocity never
reaches high enough values for singly quantized events to become
possible. This process can be understood as a macroscopic phase-
slip phenomenon, as the full length of the vortex line is ,1 cm and
the Josephson period is larger than 1 s. The two circulation quanta
of the vortex line correspond to a 4p phase winding around the
vortex, which arises from a continuous orientational distribution
over 4p of the orbital lÃ ®eld within the vortex. M
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The concept of electron localization has long been accepted to be
essential to the physics of the quantum Hall effect1,2 in a two-
dimensional electron gas. The exact quantization of the Hall
resistance and the zero of the diagonal resistance over a range of
®lling factors close to integral are attributed to the localization of
electronic states at the Fermi level in the interior of the gas. As the
electron density is changed, charging of the individual localized
states may occur by single-electron jumps3,4, causing associated
oscillations in the local electrostatic potential. Here we search for
such a manifestation of localized states in the quantum Hall
regime, using a scanning electrometer probe5,6. We observe loca-
lized potential signals, at numerous locations, that oscillate with
changing electron density. In general, the corresponding spatial
patterns are complex, but well-de®ned objects are often seen
which evidently arise from individual localized states. These
objects interact, and at times form a lattice-like arrangement.

Recently, various scanning probe experiments6,7,8 have been used
to investigate the quantum Hall state on a micrometre scale, with
some intriguing structure observed down to the 100-nm level7. We
employ a single-electron transistor (SET) fabricated on the tip of a
tapered glass ®bre6,9 as a scanning electrometer. The resistance of the
SET is sensitive to the charge induced on its central island. The SET
is placed above the surface of a GaAs/AlGaAs heterostructure that
has a two-dimensional electron gas (2DEG) buried 100 nm below
the surface. Moving the SET along the surface changes its resistance
in response to the local electrostatic potential arising from the
heterostructure. We map this potential by recording the feedback
voltage (Vfb) applied to the heterostructure that keeps the induced
charge on the central island of the SET constant6, and thus also its
resistance.

This heterostructure potential mainly comes from ®xed charges
(such as donors) above the 2DEG. We focus on the change in this
potential DV that occurs when electron density n is changed (by
voltage on the backgate). There are two expected contributions to
DV. The main part is the local 2DEG contact potential which tracks
the variation of the Fermi level with n. There may also be potential
changes resulting from the charging of the localized states.

Under the quantum Hall conditions, as n is varied the DV changes
rapidly in a step-like manner at n values that produce integer ®lling
factors n (de®ned as n = nh/Be where B is the magnetic ®eld, and h/e
is the ¯ux quantum), where the Fermi level passes between Landau
levels. We have used6 these potential steps as a marker to determine
the spatial dependence of n and, hence, density within the 2DEG.
Now, employing higher resolution in position and density, we look
for individual localized states in regions of almost-integer ®lling
factor.

In our experiments, B is set at a ®xed value near n = 2 or n = 1. We
place the SET at a ®xed, arbitrary point and record Vfb, the d.c.
measurement of DV; the electron density is swept by a voltage Vbg

applied to the backgate. We also use Vbg to modulate n at a frequency
above the roll-off of the feedback loop and we record the equivalent
`transparency' signal, the a.c. potential seen by the SET, which has a
better signal-to-noise ratio. Alternatively, instead of sweeping
density, we record a set of spatial images of these signals at various
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®xed Vbg. As will be seen, these signals show marked variation on
spatial scales down to ,100 nm and, notably, for density changes of
less than 1 electron mm-2.

Broadly, the density dependence of the signals tends to be one of
two types, as shown in the examples in Fig. 1a for n = 2. Both d.c.
signals, taken at different locations, display the expected step of
,hqc/2p, where qc is the cyclotron frequency, at n = 2 (refs 6 and
10). The amplitudes of the associated transparency signals, however,
differ greatly. The smaller signal in the right panel quantitatively
corresponds to the derivative of the d.c. step, unlike the much larger
signal in the left panel. Such an excessive transparency signal
indicates that an equilibrium charge density is not established (at
70 Hz), owing to resistive effects. This is supported by detection of
an out-of-phase signal component. We now consider only cases
where the transparency shows equilibrium charging behaviour.

Figure 1b shows a representative set of such transparency curves
taken at a grid of points spaced by 0.1 mm. No accompanying out-
of-phase signal is seen. The middle of the associated d.c. steps
corresponds to a local ®lling factor n = 2, giving a local density of 2B/

(h/e) at the respective values of Vbg. All of these transparency signals
display multiple oscillations with peaks separated by 20±40 mV in
Vbg. Such patterns are largely reproducible in successive measure-
ments, although they change slowly over time. In places, the
transparency oscillations reach de®nite, reproducible, negative
values. The spatial correlation length for the individual oscillation
peaks is short and hard to quantify. Where peaks can be followed
between adjacent points, they seem to shift in Vbg. As noted above,
the integrated transparency signals reproduce the respective d.c.
steps, but with a superior signal-to-noise ratio. In the integration,
the oscillations result in small (,0.5 mV) step-like corrugations
superimposed on the broader d.c. step of hqc/2p. The measured d.c.
signals sometimes show this multiple-step structure, but usually it is
obscured by noise. At a given point, these oscillations in the
transparency are observed over a total density change of ,2±4%,
or 30±60 electrons mm-2.

The spatial maps of the transparency in such regions usually show
rather complex patterns that change rapidly with density. However,
if the oscillations with density are well de®ned, there is often a
simpler spatial pattern. An example is shown in Fig. 2. The
transparency of the 0.5 ´ 0.5 mm2 scanned area is shown for ®ve
successive additions of ,1.3 electrons mm-2. There are clearly seen
ring-like structures contracting into a common centre. The pattern
almost repeats over three cycles of oscillation as the density is
increased (only part of the evolution is shown), with a period of ,4
electrons mm-2. Taken together, the ring size and the density period
suggest that this cyclic behaviour involves the addition of a single
electronic charge to the associated area. Clearly, such patterns
provide the spatial visualization for the `sliding' peaks seen in the
density curves. We have seen many such contracting ring patterns,
which more often show one to two cycles of repetition, but no clear
examples of expanding rings. The rings and other associated
patterns may appear anywhere across the region of the step in d.c.
potential, both in the steeper part and in the tails.

The more complex transparency patterns often appear to contain
multiple interacting and distorted ring-like objects. Particularly
clear are the networks, such as appear in some of the 1 ´ 1 mm2

panels of Fig. 3. These are taken near n = 1, at increments of 0.65
electrons mm-2. The individual cells tend to be hexagonal, but not
identical. In the sequence, the network is initially well formed, then
falls apart. At a higher density, a new, denser pattern of cells forms in
the same area (Fig. 3e), which again persists over a short range of
density. The density of cells is ,15±30 mm-2, consistent with the
charge density given by the estimated departure from integer ®lling
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Figure 1 The d.c. and transparency signals at ®xed points. a, Equilibrium versus non-

equilibrium charging. Two typical sets of data (left and right panels) acquired by the

single-electron transistor as the electron density (,Vbg) is swept through n = 2 at different

spatial locations. The electron density n is ,1.5 ´ 1011 cm-2, and varies by a few per cent

with location. A backgate bias Vbg = -1 V reduces n by 1.3 ´ 1010 cm-2. Upper traces: d.c.

signal displaying the characteristic step of the contact potential as the Fermi level moves

between the Landau levels. Lower traces: in-phase component (X) and out-of-phase

component (Y) (shifted down by 1,000) of transparency signal. The large transparency on

the left panel is characteristic of non-equilibrium charging at 70 Hz. The smaller,

completely in-phase transparency on the right panel signi®es equilibrium charging. b,

Rapid variation of transparency with density and position. The d.c. (upper traces) and in-

phase transparency (lower traces) signals are plotted as a function of Vbg measured at nine

spatial locations arranged in a 3 ´ 3 grid over an area of 0.2 ´ 0.2 mm2. The middle of the

d.c. steps serve as an estimate for the local n = 2 condition. Multiple oscillations seen in

transparency signal are reproducible. No out-of-phase transparency signal is detected. All

measurements shown are carried out at a temperature of 0.8 K.

Figure 2 Spatial images of the transparency at n = 2 showing single-electron rings.

a±f, Images of 0.5 ´ 0.5 mm2 area are taken at six increasing densities. Vbg is changed by

10 mV between images which adds ,0.3 electron charges to the area of the panel. The

transparency signals on the rings (light areas) are comparatively small, and sometimes

negative (an overscreening of the a.c. backgate voltage), whereas those in the centre of

the rings (dark regions) are larger and positive (an underscreening of the signal).
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factor. This further suggests a direct relation between the cells and
single-electron states.

Figure 4 shows the evolution of a portion of such a network in
which the transition between the cells and isolated rings is seen. The
successive images involve an addition of ,0.16 electrons to the area
shown. Initially the structure has nearly triangular cells, but they
change to a more hexagonal shape in Fig. 4b. In Fig. 4c and d the
pattern shifts and the individual cells change in size. The cells
separate as they shrink further in size (Fig. 4e), and they take on a
ring-like form, a process which continues in Fig. 4f. The visual
impression is that the rings are structures that have an individual
identity. They have an elastic nature, in that they ¯atten out by
mutual short-range repulsion when brought into contact, and take a
circular shape when not actually touching. They have not been seen
to merge. Many similar networks have been seen, both near n = 1
and, in less detail, near n = 2.

We took special care to test whether these spatial patterns could
be induced by a gating effect of the tip. In all the experiments
shown, the d.c. bias on the SET is set to nullify the contact
potential. To do this, we adjust the voltage between the SET and
the 2DEG to minimize the charge induced on the SET as the tip is
lowered to the working height. During the spatial imaging, the
effective gating voltage of the SET is less than 30 mV, ensuring
that the amount of charge induced on the 2DEG by the SET is less
than 0.5 electrons. In the test, the imaging of an area containing
rings is then repeated with the tip biased off the original setting by
100±200 mV, so that the SET induces additional electrons or holes
in the 2DEG. Such biased images display a different phase of the
ring transformation but, qualitatively, the evolution of the ring
pattern with density remains intact. We conclude that the ring
patterns are not noticeably disturbed by the scanning tip. In
addition, it seems improbable that well-developed networks of
interacting rings such as occur in Figs 3 and 4 could be produced
by a tip-gating effect.

The multiple oscillations of the transparency observed at a ®xed
spatial point are reminiscent of single-electron effects in quantum
dots. There the analogous Coulomb-blockade charging behaviour is
step-like changes in charge and an accompanying saw-tooth pattern
of d.c. potential. When differentiated with respect to density, the
d.c. saw-tooth yields an oscillating a.c. signal with negative regions,
as indeed is seen here. Other experimental facts also strongly suggest

that single-electron charging is involved. First, as mentioned above,
the period of the cyclic contraction of the rings approximately
corresponds to the addition of a single-electron charge over the area
of the structure. Second, charge variations of ,e over a typical area
of the rings are required to produce the multiple d.c. steps of the
observed ,0.5 mV magnitude.

However, the complete set of properties cannot be accounted for
by assuming the discrete charging of isolated localized states. We see
no well-de®ned `quantum dots' of constant shape. Although in
some manner the collapsing of a ring through one cycle adds one
electron to the immediate area, how this takes place is not clear. A
Coulomb blockade model in which the electron is transferred into a
®xed potential minimum created by disorder does not provide a
continuous spatial variation in signal. A possible way to improve the
®xed potential model is by incorporating interaction with other
available electrons. It is broadly accepted, however, that the density
of electrons available for screening is determined by the deviation
from integer ®lling factor11,12. The total density range of the non-
zero transparency is about ,3 ´ 109 cm-2, yielding an average dis-
tance between screening electrons of more than 200 nm. This dis-
tance is comparable to typical sizes of the ring patterns and to the
distance between the cells in Figs 3 and 4. It is not clear how the
continuous variation of the potential required by the ring can be
provided with so few `free' carriers. It is also dif®cult to understand
how the network of interacting rings can develop within this model.
For example, the positions of the cells in the network pattern seem
to be dictated entirely by the neighbouring cells.

The continuous spatial variation of the rings, and even more so
the network patterns, suggests an analogy with the continuous
modulation of density that occurs in the Wigner crystal or in a
charge-density wave. In such a case, the disorder potential is of
secondary importance, primarily causing pinning, whereas the
electron interactions de®ne the overall evolution of the patterns.
Indeed, we do not observe any correlation between the ring centres
and the extrema of the surface potential. So far we are not able to
develop this analogy to a reasonable model. Although it is tempting
to identify the network with a small Wigner crystallite, this is
premature. The ordering of the Wigner crystal originates from
long-range interaction between electrons. The interaction between
the cells of our networks appears to be of short range, implying that
the cells (and the rings) are dipole objects. M

Figure 3 Interacting rings. a±f, Spatial images of the transparency signal over

1.0 ´ 1.0 mm2 area taken at six increasing densities. Vbg is changed by 5 mV between

images which adds ,0.65 electron charges to the area of the panel. Filling factor is close

to 1. As in Fig. 2, the transparency signals are large and positive in the centre of the cells,

and small, or even negative, on the cell boundaries.

Figure 4 Close-up of colliding rings. a±f, Spatial images of the transparency signal over

an area of 0.5 ´ 0.5 mm2 taken at six increasing densities. Vbg is changed by 5 mV

between images which adds ,0.16 electron charges to the area of the panel. Filling

factor is close to 1.
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The ability to pattern surfaces on a microscopic length scale is of
importance for technological applications such as the fabrication
of microelectronic circuits and digital storage media. Devices
fabricated entirely from polymers are now available, opening up
the possibility of adapting polymer processing technologies to
fabricate cheap, large-area devices using non-lithographic
techniques1,2Ðfor example, by exploiting dewetting3 and phase
separation4±6 in thin ®lms. But the ®nal pattern adopted by the
polymer ®lm using such approaches requires a template printed
onto the substrate by optical lithography, microcontact printing4,5

or vapour deposition3. Here we describe a simple process for
patterning surfaces that does not require a template. Our method
involves the spinodal dewetting of a polymer surface by a thin
polymer ®lm, in which a liquid ®lm breaks up owing to the
ampli®cation of thermal ¯uctuations in ®lm thickness induced by
dispersion forces7±14. A preferred orientation is imposed on the
dewetting process simply by rubbing the substrate, and this gives
rise to patterns of remarkably well-aligned polymer lines. The
width of these lines is well-de®ned, and is controlled by the
magnitude of the dispersion forces at the interface, which in
turn can be varied by varying the thickness of the polymer
substrate. We expect that further work will make it possible to
optimize the degree of order in the ®nal morphology.

Previous work has shown that thin ®lms of poly(methyl metha-
crylate) (PMMA) on polystyrene (PS) substrates are unstable with
respect to spinodal dewetting9. We prepared bilayers of PMMA on
PS as follows. First, PS (Mn = 248,900, Mw/Mn = 1.04, Polymer
Source Inc., Canada) was applied by spin-coating toluene solutions
of this compound onto silicon substrates. (Here Mn and Mw are

respectively the number- and the weight-average molecular
masses.) After removing residual solvent, the ®lm thickness was
measured by ellipsometry. Second, the PMMA layer was added by
spin-coating a PMMA solution onto cleaved mica, and then ¯oating
the resulting ®lm onto water and depositing this on top of the
silicon/PS samples. Dewetting was observed by annealing the
samples at 150 8C on a hot-stage in an optical microscope in
re¯ection mode (Nikon ME600D). The experiments on isotropic
samples were performed twice, using PMMA of two slightly
different molecular masses (Mn = 102,700, Mw/Mn = 1.09, Polymer
Source Inc.; Mn = 138,256, Mw/Mn = 1.04, Polymer Laboratories
Ltd, UK). In each case, three different thicknesses of PS were used, a
single PMMA ®lm being deposited onto all three and also onto a
bare silicon fragment with a known oxide thickness (this was used to
measure the PMMA ®lm thickness). Each sample was annealed
until dewetted morphologies were clearly visible. In each case,
annealing was stopped as soon as suf®cient contrast was obtained
to provide good quality images but before any coarsening of the
morphology took place. For the samples annealed here this meant
annealing times of one hour or less (signi®cant coarsening does not
occur until after several hours). For each thickness of PS, a silicon/
PS sample was also annealed to check that this did not dewet on its
own. On the timescales of the experiments, no dewetting was seen
on any of the silicon/PS samples.

Figure 1a shows the typical morphology for a PS thickness of
1,750 AÊ . This is a characteristic pattern resulting from isotropic
spinodal dewetting; the pattern is clearly characterised by a single
length-scale, but is isotropic. This is made clearer by taking a
Fourier transform of the image. To obtain fast Fourier transforms
(FFTs) of the dewetted structures, photographs were taken at lower
magni®cation (´20 objective) than that used in Fig. 1a, at a number
of different places on each sample. Each photo was decomposed into
red, green and blue colour channels, and FFTs were taken of each
colour channel. The FFTs were then radially averaged. A typical FFT
for the 1,750-AÊ PS sample is shown in Fig. 1b. The well-de®ned ring

Figure 1 Dewetted morphology of a Si/PS/PMMA sample, where the PMMA ®lm was

prepared on cleaved mica. a, Optical micrograph of an annealed Si/PS/PMMA sample

with a PS ®lm thickness of 1,750 AÊ and a PMMA ®lm thickness of 123 AÊ . b, Fast Fourier

transform of a red-colour-channel image from this sample.
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