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The fluorescence photons emitted by single molecules contain rich information regarding their rotational motions, but adapting
single-molecule localization microscopy (SMLM) to measure their orientations and rotational mobilities with high precision
remains a challenge. Inspired by dipole radiation patterns, we design and implement a Tri-spot point spread function (PSF) that
measures the three-dimensional orientation and rotational mobility simultaneously of dipole-like emitters across a large field
of view. We show that the orientation measurements using the Tri-spot PSF are sufficiently accurate to correct anisotropy-
based localization bias, from 30 nm to 7 nm, in SMLM. We further characterize the emission anisotropy of fluorescent beads,
revealing that both 20-nm and 100-nm diameter beads emit light significantly differently from isotropic point sources. Exciting
100-nm beads with linearly-polarized light, we observe significant depolarization of the emitted fluorescence using the Tri-
spot PSF that is difficult to detect using other methods: Finally, we demonstrate that the Tri-spot PSF detects rotational

dynamics of single molecules within a polymer thin film that are not observable by conventional SMLM.

Fluorescence microscopy has been widely used for imaging living cells due to the genetic specificity provided by tagging
or protein engineering, its single-molecule{SM) sensitivity, and its minimal toxicity compared to other high-resolution imaging
techniques. Super-resolution microscopy has recently broadened its capabilities, enabling images of dynamic living processes
to be created with 1 nm spatial resolution'™ and 10 ms temporal resolution*. One class of super-resolution methods, termed
single-molecule localization microscopy (SMLM), constructs high-resolution images by repeatedly measuring the positions of
blinking molecules overdime’~’. Beyond measuring molecular positions, SM imaging systems have also been augmented to
measure molecular orientation®’, which is not only critical for ensuring the accuracy of SMLM3!1%12, but is also helpful for
elucidating a wide variety of biological processes'®. By measuring molecular orientation and rotational mobility, researchers

16-18

have gained/insights into DNA bending and tangling®!4!* molecular motor dynamics'®'%, and structures of polymer chains'*-

21 .

Although the orientations of a molecule’s absorption and emission dipole moments are not necessarily parallel??, optical
methods are capable of measuring the orientations of both vectors. These techniques leverage 1) the absorption dipole moment’s
sensitivity to the polarization of the pumping light, 2) the polarization of the emitted fluorescence relative to the emission dipole
moment, and/or 3) the dipole’s anisotropic emission pattern. Since the probability of absorption is proportional to the square

of the dot product between the absorption dipole moment and the local illuminating electric field, absorption-based methods

1


http://dx.doi.org/10.1063/1.5031759

! ITPJ | This manuscript was accepted by Appl. Phys. Lett. Click here to see the version of record.

re an emitter’s fluorescence in response to varying the polarization of excitation light*!®!7, Similarly, the orientation of
PUb|I§]héBg< ion dipole can be calculated by taking the ratio of photons detected between two or more polarized detection
channels?***. The combination of multiple excitation polarizations and polarized detection channels has been used to measure
3D orientation and rotational mobility?*, but the need for multiple polarization modulators, polarizing beamsplitters, and
synchronized cameras complicates the adaptation of these methods for SMLM. Recently, the orientation of SM emitters have
been measured using their emission pattern, either directly, with modulation by a phase mask, or with modulation by a
polarization filter'>. However, a continuing challenge exists to design an instrument capable of simultaneously resolving the
3D orientation and rotational mobility (or rotational diffusion or constraint) of SMs without-angular degeneracy? while still
being compatible with SMLM for localizing the position of those SMs across a large field of view.
Here, we demonstrate a method, termed the Tri-spot point spread function (PSF), for measuring all degrees of freedom
related to 3D molecular orientation and rotational mobility. We model a fluorescent molecule as a dipole-like emitter with

orientation p = [,ux,uy,uz]'r = [sin 6 cos ¢, sin O sin ¢, cos O]™,.which can be parametrized as i, uy and u, in Cartesian

coordinates or as polar angle 8 and azimuthal angle ¢ in spherical coordinates.

The recorded image can then be wuepresented using the orientational second-moment vector M =

(TR TR (TR (TN R TRTIR (T G

T
Iimg =1 [XXimg: Yyimg' ZZimg: Xyimg' XZimg: YZimg] [(ﬂyzc): (ﬂ;zz): (uz), <.ux:uy): (Hxttz), (.uy.uz)] €Y)

where Iy, is the image of the' dipole emitter on the camera, and XXiyg, ..., ¥Zjnyg are termed the basis images of the
microscope, that is, the image produced by an emitter exhibiting each orientation component. The basis images can be computed
for any imaging system using vectorial diffraction models®. A cascade of events produces each recorded photon: 1) an SM
absorbs a photon at a certain orientation p,y,¢; 2) it diffuses rotationally during the molecule’s excited state lifetime; and 3) it
emits a photon while‘at an erientation g. Summing multiple fluorescence photons results in a second-moment vector M of the
molecule’s ‘orientation trajectory integrated over one camera frame. The angle brackets (-) denote a temporal average or the
equivalent ensemble average taken over the orientation domain. Further, if the molecule’s rotational diffusion is symmetric
around a certain average orientation [ﬁx,ﬂy,ﬁz] and the rotational relaxation time is much shorter than the fluorescence
lifetime, the elements of M can be represented using 4 parameters, [iy, fiy, [, and rotational constraint y3! (Supplementary info
3.1). If the rotational correlation time is longer than the fluorescence lifetime, then y may be interpreted as an effective

rotational constraint or anisotropy factor that depends on both molecular rotation and the illumination polarization®'. A
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Our imaging system (Figure S1A) includes a polarization beam splitter (PBS) to separate light into two imaging channels,
and the Tri-spot phase mask (Figure 1A) is placed in the back focal plane (BFP) in both channels. Due to the geometry of our
imaging system and reflective spatial light modulator, the PSF in the x-polarized channel(Figure S1C) is rotated clockwise by

90° relative to that in the y channel (Figure S1D). The fluorescence in both channels is captured by.the same image sensor.

For analyzing images of the Tri-spot PSF, we integrate the total photons‘centained within the 3 spots in each polarized
image, resulting in six photon measurements for each molecule. The resulting six-element image vector I (10, By By, Ly, y) =
I,BM (/Ix, Py, y) is a linear combination of the six-by-six basis-image matrix B The Tri-spot PSF was designed so that each
column of B is linearly independent and has similar energy (Figure S3), which guarantees a one-to-one correspondence
between I and M and maximizes the precision of measuring each second moment. We built a maximum-likelihood (ML)
estimator to estimate the average orientation fiy, fi,, [, and'the rotational constraint y from any image I (Supplemental info
2.1). When the estimator is unbiased at sufficiently high_signal-to-background ratio (Figure S5), its performance using
simulated images of emitters with various orientations is close to the theoretical limit given by the Cramér-Rao lower bound
(CRLB)?2. For 3000 photons captured froma fixed.SMawith 10 background photons/pixel, the Tri-spot PSF achieves an average
orientation fI,, measurement precision of 0.06 (7° polar angle and 8° azimuthal angle in spherical coordinates) and rotational
constraint y measurement precision of 0.20 (to provide some physical intuition, this y is equivalent to a cone half-width

uncertainty of 14° for a molecule uniformly diffusing within a cone).

We measured the orientation of single Atto 647N molecules embedded in a thin layer (87+15 nm [mean = std.] thickness)
of polymethyl methacrylate (PMMA) on a glass coverslip using the Tri-spot PSF in focus. We then used the measured
orientation to correct dipole-induced localization bias when using the standard PSF in SMLM. When rotationally fixed, dipole
radiation patterns from SMs lead to a systematic lateral (xy) localization bias that increases with defocus (z)'%**3. The size and
direction of this bias is a function of molecular orientation. Thus, accurately measuring a molecule’s orientation enables this

mislocalization bias to be calculated and removed using a post-processing algorithm?.

We used our ML estimator to measure the orientation of each SM and found that the fitted Tri-spot images (Figures
1B,C(ii), S8D) match closely the camera images (Figures 1B,C(i), S8C). The orientation measurements (Figures S8E,F) were

used to predict each molecule’s localization bias (Ax, Ay) as a function of z using our vectorial diffraction model. Since each
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A Idpior channel in our microscope is linearly polarized, we expect localization biases in the x-polarized channel to be largest
Publ Iémglg( x direction and biases along the y direction to be largest in the y channel (Figure S9). ThunderSTORM?® was used to
localize the standard PSF image of each molecule at each defocus position, thereby quantifying each SM’s experimental
localization bias. The predicted localization bias matches the experimentally-measured bias (Figures 1D,E, S8G,H) to within
the experimental localization precision for 95% of all z positions and molecules. We observed localization biases as large as
30 nm for £200 nm defocus (Figures 1D,E). Applying the Tri-spot’s localization correction reduces this bias to 76 nm (mean

+ std.), which is within the localization precision of 13 nm for 2500 photons detected at z' = +200 nm, thereby restoring the

localization accuracy of the imaging system.

Since emission anisotropy causes the localization biases quantified above, it is'important to characterize the anisotropy of
any emitter used for measuring and calibrating optical aberrations¢-°. It is widely assumed that fluorescent beads behave as
ideal point sources, especially those that are smaller than the diffraction limit (~A/2NA = 250 nm), but very little is known
about their emission anisotropy or heterogeneity. The Tri-spot PSF is ideally suited for quantifying this anisotropy, because the
second-moment vector M measured from each individual bead directly represents the orientation distribution of the ensemble
of molecules contained within it. Measuring M sas a function of excitation polarization provides additional insight into

depolarization behaviors among the fluorophores within‘each bead.

Using the Tri-spot PSF, we imaged 20-nm and. 1 00-nm diameter beads embedded in a thin layer (34414 nm) of polyvinyl
alcohol (PVA) sequentially pumpedby x- and y-polarized light (Figures 2A,B). Using our ML estimator, we measured a larger
effective rotational constraint for 20 nm beads (median y = 0.52) than that for 100 nm beads (median y = 0.38, Figure 2C).
This measurement is consistent with the €éxpectation that the fewer number of fluorophores within the smaller bead results in a
fluorescence emission-anisotropy more similar to that of a fixed SM and hence a larger effective rotational constraint.
Interestingly, both/100-nm and 20-nm beads do not exhibit emission patterns characteristic of isotropic emitters (i.e., y close
to zero). In fact, the measured effective rotational constraint of 20-nm beads suggests that they could exhibit a localization bias

of ~50 nm when defocused by 200 nm (Figure S9C).

The measured anisotropy factor y, or effective rotational constraint, of fluorescent beads is a convolution of the distribution
of molecular orientations within the bead with the probability of pumping those molecules with polarized light. However,
within many material or biological systems, such as fluorescent beads, nanoscale emitters are not accurately modeled by a
symmetrically rotating dipole with a certain rotational constraint. We therefore utilize direct basis matrix inversion to measure

the full emission anisotropys, i.e., all six second moments, of the fluorescent beads given by M = B~1I/I,,.
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normatized change in spot brightnesses between x-polarized and y-polarized pumps [t — Y-EZTP

= 5% (Figure 2A).

[Tx-pump|  |Ty-pump|
However, that of a typical 20-nm bead changes much more (14%, Figure 2B). To further quantify this effect, we define §, the

angular rotation of the second-moment vector M in response to a rotation in pumping polarization given by

1 Mx—pump ’ My—pump

1M pump | My —pum

§ = cos”

(2)

where My_pump and My_,,mp are the second-moment vectors measured in response to.x-polarized and y-polarized excitation
light, respectively. We generally expect & to decrease as y increases; that is, for a fixed SM emitter (y = 1), there is no change
in emission pattern when changing pump polarization (dg, = 0, Figure S10, Supplementary Discussion). We expect that an
isotropic emitter (i.e., an ensemble of independent fixed fluorescent moleeules) should emit with varying orientational second
moments depending on how they are pumped (65, = 50.48°, Supplementary info 3.2); that is, anisotropic pumping can cause
an isotropic emitter to emit anisotropically. Interestingly, our measurements of normalized § = §/8;s, (Figure 2D) show that
20-nm beads exhibit a larger second-moment rotation (median 6.= 0.29) than 100-nm beads (median § = 0.08). This
measurement suggests that there is a depolarization mechanism between molecules within the 100-nm beads, such as homo-
Forster Resonance Energy Transfer*” or rotational relaxation during the fluorescence lifetime?!, that causes polarized excitation
to result in emitted fluorescence that is more isotrepic.than expected. This depolarization effect is much weaker within 20-nm
beads. The Tri-spot PSF is capable of detecting, this depolarization because its orientation measurements are independent of
excitation polarization, and unlike conventional fluorimeters, the Tri-spot PSF is sensitive enough to detect the emission
anisotropy of single fluorescent nanoparticles and SMs.

Single-particle tracking is commonly used in materials science and biophysics to provide insights into the modes of motion
of the target object, which may be diffusive, confined, or even motor-directed. Differentiating translational motions from
rotational ones has revealed, for example, the fundamental mechanics of the movement of individual molecular motors's. A
strength of the Tri-spot PSF is its capability to measure the rotational and translational diffusion simultaneously of many SMs
within a field of view. To demonstrate, we used the Tri-spot PSF to image single Atto 647N molecules embedded in a thin
polyvinylpyrrolidone (PVP) film (54+15 nm) in 10-min intervals as they were exposed to humid air.

When the PVP film is exposed to humid air, the spots of the Tri-spot PSF change dramatically in relative brightness
(Figures 3(i),(ii)), thereby demonstrating changes in molecular orientation (Supplementary info 3.1). The decreasing effective
rotational constraint of embedded fluorescent probes over time, for example from 10 to 60 minutes for molecule 1, is evidence

of the polymer network softening and swelling as the moisture slowly penetrates the film. Interestingly, the heterogeneity across
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A Ispn their measured rotational constraints (Figures 3(iii), S13C-G) suggests that the swelling is non-uniform across the film,
PUb“aEI‘lnég ong timescales. SMs have exhibited increasing translational diffusion when exposed to increasing humidity*!.
However, we observe no correlation between rotational anisotropy and lateral diffusion, measured as the average displacement
jump Ar between frames using Tri-spot images (Figures 3(iii), SI13C-G, Supplementary info 4.1). The effective rotational
constraint y of molecules 1 and 2 decreased by 0.05 and 0.01 over 50 minutes (an increase of 15° and 7° in cone half-width if
the molecule is uniformly diffusing within a cone, Figures 3(iii)), while no significant increase in translational diffusion over
the same time period was observed.

Our time-lapse imaging also tracked the average orientation of each molecule (Figures 3(iv), S13C-G), quantifying
rotational diffusion over both slow timescales (~minutes between each interval).and faster timescales (~seconds across camera
frames, depicted as ellipses drawn at the initial and end time points in Figures'3(iv), S13C-G). This slow-scale rotation is
distinct from our measurements of anisotropy factor y, which quantify rotational diffusion within a single camera frame (50
ms). The rotational constraint of molecule 1 (y = 0.95 + 0.07 [mean =+ std.], 15° cone half-angle, Figure 3A(iii), t = 60 min)
is similar to that of molecule 2 (y = 0.99 % 0.02, 7° cone half-angle, Figure 3B(iii), t = 50 min), but molecule 1 rotates much
less than molecule 2 does over 50 minutes (23° for meleculel, Figure 3A(iv), vs. 63° for molecule 2, Figure 3B(iv)).
Observations of other molecules also show that smaller effective rotational constraints y within a single frame does not
necessarily lead to more rotation over long timescales (Figures S13C-G). Interestingly, molecule 7 rotates by 80° within 1 hour
although its rotational constraint is not significantly larger than that of molecules 3-6, which all rotate less than 50°. Therefore,
a unique strength of the Tri-spot PSF is its capability of quantifying both average orientation between camera frames and
rotational movement within/each, camera frame, rather than requiring multiple acquisitions as in absorption-based
measurements. It also allows measurements of rotational diffusion of many molecules simultaneously across a large field of
view, compared to higher-speed methods that measure these orientational parameters one molecule at a time*?. This ability is
enabled by our direct engineering of the Tri-spot PSF to encode all 6 components of the second-moment vector M into its
images with maximum sensitivity.

In summary, we report the design of a Tri-spot PSF that accurately and precisely measures the 3D orientation and rotational
mobility of fluorescent emitters within one camera frame. The Tri-spot PSF achieves an average orientation precision of 5° and
an'average precision of 0.20 in rotational constraint (a cone-width precision of 14°) for 3000 photons detected from a single
molecule. We demonstrated experimentally that the Tri-spot’s orientation measurements are sufficiently accurate to reduce
anisotropy-induced localization bias from 30 nm to 7 nm for an SM 200 nm out of focus. The Tri-spot’s sensitivity to all

orientational degrees of freedom shows that both 100-nm and 20-nm diameter fluorescent beads do not emit light isotropically
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l s Iapve s that the larger beads exhibit stronger depolarization effects. The Tri-spot PSF is also compatible with SMLM and

Publ |§M!JF£1 ing techniques and measured the rotational and translational diffusion of dye molecules embedded within a softening
polymer film. The ability to fully quantify the 3D orientation, rotational constraint, and translational diffusion of SMs could
significantly benefit nanoscale studies across biology and materials science, including interrogating protein-protein
interactions, elucidating mechanisms of cargo transport along and across cell membranes, and understanding interactions
between fluorophores and nanoparticles*®. Further refinements will make it possible to ‘measure the z position of point-like
emitters, such that SMLM with the Tri-spot PSF will provide super-resolved images of 3D location, 3D orientation, and

rotational constraint of any molecules or nanoparticles of interest.
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Figure 1. (A) Tri-spot Phase mask: Colorbar: phase (rad). Orientation measurements of Atto 647N (B) molecule 1 and (C)
molecule 2. Representative (i) captured and (ii) fitted Tri-spot PSF image of each SM. Red: x-polarized channel; Blue: y-
polarized channel. Scale bar: 1 pm; Color bar: photons detected. Measured localization bias (cross) along the x-axis in the x-
polarized channel and.the y-axis in the y-polarized channel at different z positions for (D) molecule 1 and (E) molecule 2 using
the standard PSF./The solid line represents the predicted lateral translation from the Tri-spot’s orientation measurements, and

the dashed line marks the experimental localization precision (£1 std. dev.).
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Figure 2. Anisotropy and rotation of the orientational second moment vector of fluoresecent beads in response to linearly-
polarized excitation. Sum of 100 Tri-spot PSF images of a single (A)/100-nm and (B) 20-nm bead using (i) x- and (ii) y-
polarized excitation. Circle highlights the change in spot brightness: (C) Rotational constraint y and (D) normalized rotation &
in response to x- and y-polarized excitation of 118 fluorescent beads. Green, 20-nm beads; purple, 100-nm beads. Scale bar: 1

um; Color bar: photons detected.
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Figure 3. Effective rotational constraint, lateral diffusion, and orientation tracking of Atto 647N molecules embedded in a thin

PVP film under continuous exposure to humid air. Tri-spot images of (A) molecule 1 and (B) molecule 2 at the (i) beginning
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l & Iﬂpl) end of time-lapse imaging. Circle highlights the change in spot brightness. The change of (iii) measured anisotropy

Publ 'ﬁﬁb’? 6 and lateral movement (Ar) over 50 min. The estimated rotational constraint has a cutoff value of 1 (Supplementary
info 4.4). Green: median; Box: first and third quartile; Error bar: minimum and maximum. (iv) The orientation trajectory over
50 min. Circle represents the beginning, and diamond represents the end of the time-lapse measurement. Dashed green ellipse
represents the covariance matrix in estimated orientation (/Ix, /Iy) measured at the beginning and the end points. Molecule 1
rotates from (—0.12 + 0.06,0.67 £+ 0.03) (mean =+ std.) to (—0.24 + 0.12,0.87 +.0.04), “and molecule 2 rotates from

(0.73 £ 0.03,0.66 £ 0.03) to (0.51 + 0.05,0.78 & 0.03) over 50 min. Solid curve marks the orientation domain 72 + ﬁ32/ <

1. Scale bar: 1 um; Color bar: photons detected.
SUPPLEMENTARY MATERIAL

See the supplementary material for materials and methods, design of the Tri-spot PSF, a theoretical image formation model,

detection and estimation of the Tri-spot PSF, and additional diseussion and figures.
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Supplementary Material for “Imaging the three-dimensional orientation and
rotational mobility of fluorescent emitters using the Tri-spot point spread
function”
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1. Materials and methods

1.1 Materials

Polyvinyl alcohol (PVA, MW 146,000-186,000, Sigma-Aldrich, Cat: 363103), Polymethyl methacrylate (PMMA, MW
996,000, Sigma-Aldrich, Cat: 182265), Polyvinvlpyrrolidone (PVP, MW 10,000, Sigma-Aldrich, Cat: PVP10), toluene
(ThermoFisher, Cat: 16790), dimethyl sulfoxide (DMSO, ThermoFisher, Cat: 20688), Atto 647N amine (Sigma-Aldrich, Cat:
95349), 100 nm fluorescent beads (ThermoFisher, F8803), and 20 nm fluorescent beads (ThermoFisher, F8760) were used as
received. Glass coverslips (Marienfeld-Superior, Cat: 0107052) were used as the imaging substrate. Ultrapure water (>18
MQ-cm) was obtained through a Millipore water purification system (MilliporeSigma, Cat: MPGP040001) and used for all

aqueous solutions.

1.2 Sample Preparation

All the glass coverslips used for imaging were ozone cleaned (Novascan, PSD series) for 15 min to remove fluorescent
residues. Atto 647N was first dissolved in DMSO as stock solution, and further diluted in toluene or H,O. The final
concentration of Atto 647N was adjusted to ensure the fluorescent molecules were uniformly and sparsely distributed in the
field of view during imaging.
1.2.1 Localization bias correction and fluorescent bead imaging

Thin polymer films containing fluorescent probes or beads were prepared by spin-coating (MTI Corporation, VTC-100,
2500 rpm, 40 s) 20 uL of polymer solution onto the ozone-cleaned coverslips. Three different solutions were used, including
(1) Atto 647N in 10 mg/mL PMMA in toluene solution, (2) 100 nm fluorescent beads (1:3000 v/v dilution) in 10 mg/mL PVA
in H20 solution, and (3) 20 nm fluorescent beads (1:107 v/v dilution) in 10 mg/mL PVA in H>O solution. The prepared
coverslip was mounted inside a chamber (Bioscience Tools, CSC) on the microscope stage with one drop (~20 pL) of

immersion oil on top of the polymer film to ensure refractive index match.



1.2.2 Single-molecule (SM) rotational constraint and orientation tracking

Three-layer polymer films were prepared by sequentially spin coating (2500 rpm, 40 s): (i) 20 pL of 10 mg/mL PVP in
H,0 solution, (ii) 20 pL of Atto 647N in 10 mg/mL PVP in H,O solution, and (iii) another 20 uL. 10 mg/mL PVP in H,O
solution on an ozone-cleaned coverslip. The coverslip was heated to 90 °C for 30 minutes to remove residual solvent and then
mounted inside a chamber (ALA Scientific, MS-CPC) on the microscope stage.
1.2.3 Measure the thickness of polymer films.

The thickness of the polymer films spin-coated on the coverslip was measured using a profilometer (KLA-Tencor Alpha-
Step D-100). The scan was performed at a speed of 0.07 mm/s. Multiple measurements were performed on each polymer film

with 0.10 mg stylus force.

1.3 Fluorescence microscopy

A home-built microscope system with a 60x, 1.3 NA objective lens (Olympus, UPLSAPO 60XS2) and achromatic tube
lens (=200 mm) was used to perform SM imaging (Figure S1(a)). The 3D position of the sample was controlled by a
piezoelectric nanopositioning stage (Physik Instrumente P-545.3C7). A polarization beam splitter (PBS, Meadowlark Optics,
BB-100-VIS) was used to separate fluorescence images into x- and y-polarized channels. The back focal plane of both channels
was projected onto a spatial light modulator (SLM, Meadowlark Optics, 256 XY Phase Series) that generates the Tri-spot phase
mask by the first lens (f=150 mm) of a 4f system. The image plane of both polarization channels was then projected onto
different regions of an sSCMOS camera (Hamamatsu ORCA-flash4.0 C11440-22CU).

1.3.1 Localization bias correction

Sample (1) prepared in Section 1.2.1 was excited using a 637-nm laser (Coherent OBIS 637, 1.13 kW/cm? peak intensity
and circularly polarized at the sample). The imaging sequence consisted of (i) one frame (150 ms for molecule 1-2 in Figure 1,
or 75 ms for molecule 3-6 in Figure S8) of the Tri-spot PSF in focus; (ii) one frame of the standard PSF at five defocus (z)
positions (z = {—200,—-100,0,100,200} nm) ; (iii) repeat steps (i) and (ii) three times, and (iv) additional 100 frames using
the Tri-spot PSF to ensure a single-step photobleaching event was observed.

1.3.2 Fluorescent bead imaging

Samples (2) and (3) prepared in Section 1.2.1 were excited using a 514-nm laser (Coherent Sapphire 514, 273.8 W/cm?
peak intensity at the sample). The linearity of the laser polarization at the sample was tuned using a polarization compensator
(Thorlabs, SBC-VIS), resulting in a polarization ratio of ~150:1 for both x- and y-polarized modes. To acquire a similar signal

level to 20-nm beads, the peak pump power for 100-nm beads was reduced to 13.7 W/cm? by applying a 1.3 OD filter. For
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each field of view, 100 frames (10 ms/frame) under x-polarized excitation and 100 frames under y-polarized excitation were
captured. For each bead, all 100 frames using x- and y-polarized pumping light were used to estimate My_,,mp and My_pump
(eq. 2), and all 200 frames were used to estimate y in Figure 2. The 100 measurements were separated into a first and second
set of 50 frames under x-polarized pumping light to estimate M, ; and M, , (eq. S22). The first 50 frames using y-polarized
pumping light were used to estimate M, (eq. S22).
1.3.3 Second-moment vector rotation § of fixed SM emitters

We followed the procedure in Section 1.2.1 to prepare Atto 647N in PMMA and excited these molecules with a 637-nm
laser (0.57 kW/cm? peak intensity at the sample). We captured (i) two frames of Tri-spot images under x-polarized excitation,
(i1) followed by one frame of under y-polarized excitation, and (iii) finally 100 more Tri-spot images with circular pumping to
ensure a single-step photobleaching event was observed.
1.3.4 SM rotational constraint and orientation tracking

The sample prepared in Section 1.2.2 was mounted in a closed perfusion chamber (ALA Scientific, MS-CPC) and purged
with humid air from a homemade gas washing system. The humidity of the airflow into the chamber was monitored by a
humidity meter (Fisher Scientific, Cat: 1464984). The imaging sequence consisted of (i) 10 frames (50 ms/frame) using the
Tri-spot PSF (637 nm, 1.13 kW/cm? peak intensity and circularly polarized at the sample) at the ambient humidity level (~20%,
RH), (ii) 10 frames every 10 minutes with humid air (~70%, RH) continuously purging for 1 hour, and (iii) additional 490
frames as necessary to verify single-step photobleaching. The excitation laser was only turned on when the images were
captured. Before each 10-frame acquisition, we refocused the microscope, aiming for the spots of the Tri-spot PSF to resemble
an equilateral triangle as closely as possible. Comparison of our experimental data to simulated images indicates that all

measurements were taken within ~100 nm of perfect focus.



2. Design of the Tri-spot PSF

The distribution of fluorescence photons in both the back focal plane and image plane can be represented as a linear combination

of basis images and an orientational second-moment vector M'=, given by

T
Igpp = Io[XXgrp, YYprp, ZZgep, XY grp, XZgpp, YZgrp] [(12), (12), (U2), (thxbty), (Batiz), (thytiz)] (SD
M
T
Iimg =1 [XXimg' Yyimg' ZZimg' Xyimg' XZimg' YZimg] [(#325); (szz), (12), (Plx#y), (txttz), <.uy.uz)] (52)
M

where XXggp, ..., YZgpp and XXy, ..., YZjng are termed the basis images of the back focal plane (BFP) and image plane,
respectively. Such images can be calculated as the outer product of the electric fields produced by combinations of x-, y-, and
z-orientated dipoles®. We note this image-formation model holds for any rotational correlation time 7, and fluorescence lifetime
7y; the effect of rotational diffusion can be included when calculating the time-averaged second moments®, as discussed in SI
Section 3.1. These time-averaged moments may depend on higher-order moments, especially if the illumination laser is
polarized and partially coherent and rotational diffusion is slow?®.

Our strategy for orientation estimation will be to encode the magnitude of each component of M within a focused spot of a
multi-spot PSF. Therefore, we integrate the photons within each spot of the PSF within the image plane (see SI Section 4.2 for
details), and we represent the recorded image as I = [I, I, ..., Iy]7 and the basis images as XX = [XX;,XX,, ..., XXy]7, etc.,
where [; and XX; are the total photons contained within the ith spot of the recorded image and basis images, respectively, and

N is the total number of spots on both polarization channels. After integration, Eq. S2 becomes:

XX, Yvy, 7z, XY, XZ, YZ,

N R R 53)
XXy YYy ZZy XYy XZy YZy
B

where B is a N-by-six basis-image matrix.

Since (u2) + (M32/> + (u2) = 1 due to the definition of u, there are a total of five degrees of freedom to describe molecular
orientation and rotational mobility of a dipole emitter. To estimate all 5 orientational degrees of freedom (plus the brightness
of a molecule) using the relative intensities of a multi-spot PSF, we need the PSF to contain at least six total spots across both
polarization channels of the imaging system. Inspired by the bisected’ phase mask, we initially set the phase mask of the Tri-

spot PSF to partition the back focal plane into three regions as shown in Figure S2(a). The basis-image matrix of this design is



0.34 0.00 0.06 0.00 0.00 0.03
0.34 0.00 0.06 0.00 0.00 -0.03

0.32 0.00 0.11 0.00 0.01 0.00
0.00 034 0.06 0.00 0.03 0.00

0.00 034 0.06 0.00 -0.03 0.00
0.00 032 0.11 0.00 0.00 0.00

Binic = (S4)

where rank(Biuit) = 5. Due to the symmetry of back focal plane intensity distribution, this design has no sensitivity to {1, )
(Figure S2(b)). A full-rank basis image matrix B (rank(B) = 6) is required so that the PSF is sensitive to all orientational
degrees of freedom. Since the energy of the XY gpp basis is concentrated at the corners of the BFP (Figure S2(c)), we combine
the partition shapes in Figures S2(a) and S2(c) to improve the (i, i, ) sensitivity of the Tri-spot mask. The basis matrix of the
new partition (Figure S2(d)) is

0.26 0.00 0.04 0.03 0.10 0.02
0.26 0.00 0.04 0.03 -0.10 -0.02

B.. —|046 000 015 -0.05 0.00 0.00 (S5)
design = 0,00 0.26 0.04 -0.03 0.02 -—0.10

0.00 0.26 0.04 -0.03 -0.02 0.10
0.00 046 0.15 0.05 0.00 0.00

where rank(Bdesign) = 6. This basis-image matrix shows that this design of the Tri-spot PSF is capable of measuring all

orientational second moments, while the bisected” and quadrated® PSF, whose basis matrices given by eq. S6, cannot.

049 0.01 0.12 0.00 0.00 0.04

_ 049 001 012 000 000 —0.04
rank(Bpisectea) =Tank| ['01 049 012 000 004 000

0.01 049 0.12 0.00 -0.04 0.00

=4

0.25 0.00 0.08 -—-0.05 0.21 —0.037
0.25 0.00 0.08 0.05 -0.21 -0.03
0.25 0.00 0.08 0.05 0.21 0.03

_ 025 000 008 —005 —021 003 ||_
rank(Bguaaratea) = rank | | 00 095 0’08 _0.05 —0.03 021 || = > (S6)
0.00 025 008 005 —003 —021
0.00 025 008 005 003 021

L0.00 0.25 0.08 -—0.05 0.03 -0.21-

Further, the eigenvalues of the Tri-spot PSF’s basis-image matrix Bgesign satisfy In(max|A| / min|A|) = 1.69, showing that
the PSF has similar sensitivity to all orientational degrees of freedom. Further, the sum of each column of the |Bdesign| ranges
from 0.22 to 1, exemplifying that each spot of the Tri-spot PSF has a similar brightness (Figure S3(a)).

In our homebuilt microscope, we use one SLM to apply the phase mask to both polarization channels (Figure S1(a)).
Consequently, the x-axis in the pupil plane of the y-polarized channel is flipped compared to the design (Figure S3(i)), and the
y-channel XY and XZ basis images (Figures S3(v)-S3(vi)) are inverted in amplitude compared to the designed PSF. The

experimental basis-image matrix is therefore given by



0.26 0.00 0.04 0.03 -0.10 -0.02

046 0.00 0.15 -0.05 0.00 0.00
0.00 0.26 0.04 0.03 -0.02 -0.10

l0.00 0.26 0.04 0.03 0.02 0.10J
0.00 046 0.15 -0.05 0.00 0.00

[0.26 0.00 0.04 0.03 0.10 0.02-|

B —

exp —

(s7)

where rank(BeXp) =5.

When using an MLE to estimate average orientation and rotational constraint (Section 4.2), the measurement comprises four
degrees of freedom (ﬁx, Ly, v and ;). Therefore, although this basis-image matrix is not full-rank as we designed, we can still
solve this overdetermined problem precisely, accurately, and robustly.

For the second-moment vector rotation (&) analysis where we directly measure all six dimensions of M, we use the pseudo-

inverse B,

exp to find the minimum norm solution to the underdetermined problem:

Mm=—= (s8)

where s represents the counted photons within each spot of the Tri-spot PSF. Molecular orientations, and changes thereof, are

encoded in s, and the inverse of the basis-image matrix acts as a linear operator that maps s to orientational second moment
space. Therefore, although the accuracy and precision of M estimates could be degraded when using B, compared to those
using Blesign, the observed changes 4 are sufficiently significant to reveal changes in the emission anisotropy of fluorescent

beads under different excitation polarizations. Further, Monte Carlo simulations indicate that measurements of § are suitably

accurate and precise at SBRs typical of fluorescent beads (Fig. S10(e)).



3. Theoretical image formation model
3.1 Symmetric rotation model and maximum likelihood estimator

Consider a mobile dipole u = [ux, uy,/,tZ]T = [sin @ cos ¢, sin @ sin ¢, cos O]7 that rotates around a certain average

orientation ft = [ﬁx,ﬁy,ﬁz]T = [sin @ cos ¢, sin O sin ¢, cos H]T over time. We assume that the rotation is much faster than
the acquisition time t of one camera frame, which implies ergodicity, that is, there exists an orientation distribution probability
density function Py 4 (6, ¢) so that the temporal average of g is equal to the spatial orientation average over this distribution.
We assume that the distribution is symmetric around the average orientation fi. The second moment of the molecular orientation

can therefore be calculated as:

21 %
(ips;) = f f 120, ®)11; (8, $)Py, (6, $) sin 6 d6 dep (s9)

where i,j = x,y,z in eq. S9.
To ease the calculation of this integral, we rotate the average orientation fi. First, we rotate about the z axis by an angle of
—¢, then rotate about y axis by an angle of —8. After the rotation, the avearge orientation lies along the z axis. The relation

between the dipole orientation before the rotation p and after the rotation ' is:

!

cos¢p —sing OHCOSG 0 sinf

B=Rp =|sing cos¢ O 0 (m
0 0 1] L—sinf 0 cos @
cosfcos¢p —sing sinfcosgp
=|cosfsing cos¢p sinBsing|H (510)

—sinf 0 cos@

Therefore, we can write a matrix that includes all second moments as:

(T S THYT) R (TR
Mreshape =(uu") = (ﬂxﬂy) <.u32/) (ﬂyﬂz) = R(u'uw'")RT (S11)
(Mx#z) (ﬂyﬂz) (H )

Since the rotated average orientation fi’ is along the z axis and the distribution of ' is symmetric around g, the result of the
integration of eq. S11 in the rotated frame can be written as:
(Wp'y) = (Wl's) = Wyp'z) =0
W3 =W3=2 (512)

Thus, we can calculate the second moments of the molecular orientation for this symmetric distribution model as:

A0 0
Mreshape =R|0 2 0 R" (S13)
0 0 1-21
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By calculating the matrix multiplication, we have:

() =viaz+ A —=v)/3  (uaity) = ViLefly

W) =vity + (A1 =v)/3  (ielty) = Viiyfl,

W2y =viz + (1 -v)/3 (uyns) = viyil, (514)
where y = 1 — 34 in eq. S14 denotes the rotational constraint of the molecule.

We note that the rotational correlation time of Atto 647N molecules in water is approximately 0.8 ns’, while their
fluorescence lifetime is on the order of 3-4 ns'®'2, For Atto 647N doped in a PVP film where polymer crosslinks constrain the
movement of each fluorophore, we may surmise that the rotational correlation time becomes longer than the fluorescence
lifetime. In this case, the symmetric rotation model becomes approximate, and the emission second-moment M becomes a
function of both molecular rotation and illumination polarization. We therefore interpret y as an effective rotational constraint
or anisotropy factor.

3.2 Second moments for an isotropic emitter under linear pumping polarization

In this section, we present a simple analysis to quantify how anisotropic excitation affects the emission anisotropy of an
emitter that can be modeled as the sum of many independent transition dipole moments uniformly distributed across all
orientations. The excitation probability of such an emitter has a cos? dependence on the angle between the dipole orientation
and pump polarization, that is, when the emitter is excited by x-polarized light, the absorption probability P(8, ¢) « u2. The

second moment can then be calculated as:
m 7
in) = [ [ 0. 60, 9)P©,9) sin6 dode
o Jo

LI 10, 9,0, 916, 9) sin 6 d6dg

T (S15)
)T [Zu2(8,¢) sin6 dodg
The calculated second moments are:
(uz) = 0.6 (u)=(uz) =02
(Uxtty) = () = (Uyp;) = 0 (S16)

Thus, an isotropic emitter excited by linearly polarized light exhibits an orientational second moment distribution that is
non-uniform. Its emission is equivalent to the sum of three dipoles: one dipole oriented along the x axis with amplitude 0.6,
one oriented along the y axis with amplitude 0.2, and one along the z axis with amplitude 0.2. If any of the transition dipoles
interact with one another within this emitter under x-polarized excitation, then we may expect the second moments, and

therefore the emission anisotropy, to be more uniform than that in eq. S16. We note that according to eq. S14, y is equal to zero
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in eq. S16 due to the chosen excitation polarization direction. However, if the excitation beam is not parallel with the x or y
axes, then y # 0. Therefore, y is affected by both molecular orientation and excitation polarization and should be interpreted

as an effective rotational constraint or anisotropy factor.



4. Detection and estimation

4.1 Tri-spot PSF detection

A detection process is required for localizing the Tri-spot PSF and accurately counting photons within each spot. The first
step is to register three spots within each polarization channel. ThunderSTORM is used to localize all spots within a field of
view (Figure S4(a)). We then calculate the distance and angle between every two spots and keep the spot pairs that appropriately
map to distances and angles between spots of the Tri-spot PSF. The center of the PSF is determined by each pair of spots
(Figure S4(b)). If three spots are detected within one Tri-spot PSF, we calculate the average among all three recovered center
locations weighted by the spot intensity as the center of the Tri-spot PSF. For simulated fixed dipole emitters, the calculated
center location of the Tri-spot PSF varied by less than 35.5 nm for all orientations (20.7 nm on average) for =100 nm defocus.

Dual-channel registration is performed by generating a registration map from images of randomly-distributed 100-nm
fluorescent beads on the surface of a coverslip. We image 271 beads across a 50 um by 50 pm field of view, and calculate the
bead positions by averaging the localizations across 8-10 frames from ThunderSTORM. All possible lines joining pairs of bead
positions across the two channels are drawn. Control points for two channel registration are selected by comparing the obtained
lines, and keeping the largest ensemble of them with similar lengths and slopes. These control points are then used to generate
global 2D mapping functions (second-degree polynomials) for x- and y-coordinate transformation using the MATLAB function
fitgeotrans. This map, which provides pixel-level registration accuracy, is used for automatic grouping of Tri-spot PSFs
between channels and is not used for precise nm-scale localization. When tracking the lateral movements of the standard PSF
(localization bias correction experiment, e.g. Figure 1) or Tri-spot PSF (Ar measurement in the SM rotational constraint and

orientation-tracking experiment, e.g. Figure 3), positions were tracked independently within each polarization channel.
4.2 Symmetric rotation model and maximum likelihood estimator

As discussed in Section 3.1, both the molecular orientation and rotational constraint are described by four parameters: i,
Ly, i1, and y under the constraint 2+ ,LZJZ, + @12 = 1, we can write a maximum-likelihood (ML) estimator based on this model.

Due to the size of the Tri-spot PSF, the background fluorescence often varies across the PSF region. Therefore, we estimate
the background of the entire field of view by isolating rows and columns of the image, least-squares fitting them to the sum of
two Gaussian functions (MATLAB function gauss2), and averaging the fitted Gaussians together (Figure S4(c)).

We count the total number of signal photons and total number of background photons within each spot region (Figure
S4(d)) as s = [sy, ..., Sg] and b = [by, ..., be]. The total number of fitted Gaussian background photons within each spot region

are considered as both the recorded and expected background photons. The spot regions are chosen so that 0" order leakage,
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which usually contains less than 5% of total fluorescence in the PSF due to the imperfect phase modulation by the SLM, is
excluded.

Since the second-moment matrix of molecular orientation M can be parameterized by fiy, fi,, [, and y, the image intensity
distribution can be written as I (10, Ay fly, Lz, y)

=[,BM (ﬁx, &y, ﬁz,y). Since photon detection is a Poisson process, we can

write the likelihood function as:

6 (I; + b;)SitPd g =Uit+by)

U1, fix, iy, i, =1_[ S17
(0 122% My Uz J/) | (Sl' +bl)| ( )
i=
The log likelihood function is therefore given by
ATy, iy, iy, iy Y ) Z(Si + b)) In(I; + b;) — (I; + b;) (518)

i=1
After using the MATLAB function fmincon to minimize —A(IO, s By iz, y) under the constraints 12 + ﬁf, + 2 =1and

Y > 0 given the photon measurements measured by our detector, we obtain the orientation estimates fi,, iy, f, and y.
4.3 Precision and accuracy for average orientation fi, i, and fi,

The Fisher information matrix of the estimator is given by
( al; )2
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and the Cramér-Rao lower bound (CRLB), or the limit of orientation measurement precision of an unbiased estimator is given

by
var(ﬁx) COV(ﬁx, ﬂy) COV(,L_tx, IIZ) COV([Ix, ]/) COV(.ax' IO)
cov(fi,, iiy,)  var(@,) cov(fy, fi,) cov(fz,,y) cov(iiy,Ip)
CRLB = | cov(id,, ii;) cov(iy, i) var(i,)  cov(i,y) cov(iylo) I =FI! (520)
| cov(ily,¥) COV(ﬁy, V) cov(fiy,y) var(y)  cov(y,lp) |
| cov(i,, I) cov(zy, Iy) cov(iizlp)  cov(y,lo)  var(l) ]
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The precision of our ML estimator under 3000 signal photons is close to the CRLB for unbiased estimations (Figures
S5(c), S6(a),(b)). The biases close to fiy,, , = 1 are the result of estimation constraint i+ /132, + 2 = 1. Both the precision
and accuracy improve for larger signals (20000 signal photons and 10 photons/pixel background) (Figures S5(d), S6(c),(d)).

4.4 Calibration of estimation algorithm for rotational constraint y

Validating our maximume-likelihood estimator using simulated images of SMs shows that the measured rotational
constraint y exhibits a small positive bias for small values of y. For an isotropic emitter, we expect the three second-moment
components (Uy/ly ), {Uxll7), and {piyi,) to be strictly zero. However, any measurement noise, for example photon shot noise,
will almost certainly result in nonzero estimates of any of the aforementioned second moments, thereby causing the
measurement of y to be nonzero and positive. To characterize the relation between the bias y — ¥y and the signal-to-

background ratio, we simulated images of emitters at various orientations and SBRs (Figure S7(a)). The exponential curve y —

Yirue = @ €Xp(D Virue) represents a good fit to the data. We define the SBR as SBR = signal/,/background. The tuning
parameters a and b vary linearly with SBR (Figures S7(b),(c)). Therefore, eq. S21 can be used as calibration equation for

improved accuracy in estimating y.

150.69

Y — Yirve = (SB—R + 0.03) exp((—4.3 SBR — 1354.0) X 1073 X ¥yrye) (s21)

Two examples of the y calibration are shown in Figure S7(d). We calculate ;.. based on the output y from the ML estimator,

which could be greater than one. Then we consider all molecules with y values greater than one as rotationally fixed (y = 1).
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5. Supplementary discussion

A fixed SM dipole embedded in PMMA (see Section 1.3.3) with an orientation near the x-axis, which is more efficiently
pumped by x-polarized light than by y-polarized light, is shown in Figure S10(a). However, the relative intensities of six spots
remain similar after varying pumping polarization. We define the rotation in second-moment vector M under x-polarized

excitation only &y, and between x-polarized and y-polarized excitation §,,, as

8,, =cos! (71"1;:,1 M )
” 1M [ M|
M,, M
8y, = cos™t (#) (S22)
xy [[M...2 || |

The measured rotation in orientation for Atto 647N (Figure S10(b)) between x- and y-polarized pumping conditions, Sxy =
0.70 + 0.34 (median = std.), is similar to that under x-polarized pumping only, §,, = 0.63 + 0.43. Simulations of fixed dipole
emitters under the same SBR show a similar rotation, Sxx,sim = 0.67 + 0.31. Further, the asymptotic p-values from the two-
sample Kolmogorov-Smirnov tests between &, and Sxx,sim are 0.18 (n=18) and &, and Syy are 0.22 (n=18), indicating
significant similarity between these distributions. The agreement between experimental measurements of § under alternating
and constant pumping polarizations, along with simulations, suggests that these data are consistent with molecules being fixed
in orientation (median y = 1, Figure S10(c)). Due to the low photon budget for single molecules, the precision of measuring &
is much worse than that for fluorescent beads (Figure 2, more than a factor of 100 fewer photons). Despite the decreased
precision, there is no significant difference in measured SM orientations under identical versus orthogonal pumping
polarizations, suggesting that our assumption that SM emission orientations are unaffected by pumping polarization (i.e., &gy =

0) is valid.

We note that a similar measurement for 20-nm beads shows that Sxy is significantly larger than &, (Figure S10(d), p =
4.0 X 10711, n=120), while for 100-nm beads, the difference between the distributions of Sxy and Sxx is much smaller (p =

1.5 x 1075, n=120). Comparing the distribution of &, for 20-nm beads to that for simulated isotropic emitters (Figure S10(d),
i.e., ensemble of independent fixed fluorescent molecules) shows that they are less similar than the same comparison for 100-
nm beads, indicating that 20-nm beads emit light less isotropically. This observation is consistent with the measured anisotropy
factor (Figure 2(c)). The distributions of Sxy for both 20-nm and 100-nm beads also differ from the distribution for simulated

isotropic emitters (Figure S10(e)), suggesting that there is a depolarization mechanism within the beads. Further, the median
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change of all second moments for both 20-nm and 100-nm beads under orthogonal pumping polarizations is larger than the
change under identical pumping polarization (p-values of 4.36 x 10™* for |A(u2)| and 12.49 x 10~* for |A(u2)| for 20-nm
beads and p-values of 0.013 for |A{u2)| and 4.30 x 10~5 for |A(y32,)| for 100-nm beads, n=120), and the emission of 20-nm
beads have greater dependence on pumping polarization than 100-nm beads (Figure S11(ii)). The second moments of 100-nm
beads change very slightly between pumping conditions (average p = 0.46, n=120), while we measure larger {(u2) when
pumped with x-polarized light (Figure S11(a)) and larger (uf,) when pumped with y-polarized light for 20-nm beads (Figure
S11(b), average p = 0.26, n=120). The second moments of the representative 20-nm bead in Figure 2 also have a greater
change in {(u2) and (uf,) between pumping polarizations (0.37 + 0.01 to 0.26 + 0.04, and 0.32 + 0.02 to 0.41 + 0.04,
mean+tstd., respectively) than 100-nm bead (0.40 £ 0.02 to 0.37 + 0.02, and 0.33 £+ 0.01 to 0.33 % 0.01, respectively, Figure
S12). The relatively constant measurements of second moments under constant pumping polarization, compared to changing
pumping polarization, suggests that the excitation polarization is stable during the experiment.

These results again suggest that depolarization effects are stronger in 100-nm beads, which is consistent with our findings

in Figure 2.
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Figure S1. (a) Detailed schematics of the imaging system. Fluorescence was collected by a 60X silicone-immersion objective
(OL, 1.3 NA). Afterward, the fluorescence was split by a polarizing beam splitter (PBS) into two orthogonally-polarized
channels, and lens L1 (f = 150 mm) projects the pupil plane onto a spatial light modulator (SLM) using a square pyramidal
mirror (PM). Purple, red, and blue rays depict the emission path before the PBS and the x and y channels after the PBS
respectively. Arrows alongside the rays with corresponding colors depict the pupil-plane coordinate system (x,y) in each
channel before and after the PBS up to projection onto the SLM. Due to the geometry of the SLM, the (b) Tri-spot phase mask
applied to the y-polarized channel is rotated counterclockwise by 90° relative to that in the x-channel. Double-headed arrows
depict the electric field polarization direction with respect to mask. After reflection, both (c) x-polarized channel and (d) y-
polarized channel were imaged onto different portions of the sSCMOS camera by lenses L2 and L3 (f = 150 mm). Scale bar:

Sum; Color bar: photons detected/pixel.
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Figure S2. Tri-spot PSF design process. (a) A phase mask that splits light at the back focal plane into three regions and (b) the
corresponding XY basis image in the x-polarized channel. (c) The XY basis image of the back focal plane in the x-polarized
channel. Dashed lines mark the feature included in the final design of the Tri-spot phase mask. (d) The final Tri-spot phase
mask and (e) the corresponding XY basis image in the x-polarized channel. Scale bar: 1 um; Color bar: phase (a,d), intensity

normalized to the XX basis image (b,c,e).
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Figure S3. Basis images of (a) the designed Tri-spot PSF (Bgesign) and (b) the Tri-spot PSF in the experimental setup shown
in Figure S1 (Beyp). (1) The pupil plane coordinate system with respect to the direction of the Tri-spot phase mask. (ii-vii) The

XX, YY, ZZ, XY, XZ, and YZ basis images in the (top) x-polarized and (bottom) y-polarized channels. To generate these
images, we simulated an ideal imaging system with an objective lens of NA=1.3, an immersion medium of refractive index

n=1.518, and a dipole emitter of wavelength A=600 nm. Scale bar: 1 um; Color bar: arbitrary unit.
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Figure S4. Detection and estimation of the Tri-spot PSF. (a) ThunderSTORM is used to localize all spots. (b) Each spot pair

that appropriately maps to distances and angles between spots of the Tri-spot PSF is used to estimate the PSF’s center. Cross
represents the center location determined by each ThunderSTORM localization pair. These locations are averaged together,
weighted by the spot intensity, to generate a final estimate of the molecule’s location. (c) (i) The raw image of molecule 1 in
Figure 1 in x-polarized channel shows a nonuniform background. (ii) The estimated Gaussian background and (iii) the image
after background subtraction. Scale bar: Sum. (d) We integrate the signal and background photons within each box as the input

of our ML estimator. Scale bar: 1 pm.
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Figure S5. Average orientation measurement precision of the Tri-spot ML estimator using simulated images of molecules with

- 1 ﬁ.l.‘ 1

average orientation {fI,, fl,} = [-1:0.1: 1] X [-1:0.1: 1] and rotational constraint y = [0.25,0.5,0.75,1]. (a) The measured
covariance ellipse and the Cramér-Rao lower bound (CRLB), or the limit of orientation measurement precision. The ellipses
are resized to 5%, 10%, 30%, 50% of the original size, respectively. Black: CRLB; Red: measured covariance. (b) The square
root of CRLB for i, estimation. (c) The ratio between the standard deviation of ML estimates and the square root of the CRLB.
500 images for each {u,, p1,, ¥} were generated with 3000 signal photons and 10 photons/pixel background. The ratio between
measured standard deviation and square root of CRLB shows that the ML estimator’s performance is close to the theoretical

limit for unbiased estimations, and (d) the performance improves for 20000 signal photons and 10 photons/pixel background.
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Figure S6. Average orientation jt, measurement accuracy of the Tri-spot ML estimator using simulated images of molecules
with average orientation {iiy, iy} = [—1:0.1:1] X [-1:0.1: 1] and rotational constraint y = [0.25,0.5,0.75,1]. (a) The
measured median and the ground truth for each {fi,, /i, }. Red cross: measured median; Black grid: ground truth. (b) The ratio
between the bias of fi, estimates and the square root of the CRLB. 500 images for each {u,, u,,y} were generated with 3000

signal photons and 10 photons/pixel background. Both (c) the bias and (d) its ratio to the square root of the CRLB decrease at

20000 signal photons and 10 photons/pixel background.

20



a X 100-nm beads c) 2
( 0) X 20-nm beads (l:il?a (c)
" 0.4 -
£ 0
T X @ 0.3 o -6
<« 0.2
o -8 O\ x
0.1
0 -10
0 0.5 1 0 2 3 0 1000 2000
Fernie SBR™! x10°* SBR
15 L5 O localization correction
(d) | (i) T g ; (i) x beads imaging
i ' 14 <> SM rotational constraint
L3}
1 | 1.2}

Ytrue
S
v
<
'
'
'
'
'
'
'
'
'
'
Yirue
—
—

Figure S7. (a) Calibration of the Tri-spot ML estimator for rotational constraint using simulated images of molecules with
average orientation {il, ft,,} = [—1:0.1: 1] X [—1:0.1: 1] and rotational constraint y = {0,0.125,0.25,0.5,0.75}. One hundred
images for each {u,, u,, v} were generated with the same SBR as in the experiments (see Table S1). Circle: average SBR from
the localization bias-correction experiment; diamond: average SBR from the SM rotational constraint and orientation-tracking
experiment; cross: average SBR of 100-nm (purple) and 20-nm (green) beads from the fluorescent bead-imaging experiment.
Solid line represents the fitted curve ¥ — yirye = @ €Xp(bYirue)- Both parameters (b) a and (c) b vary linearly with SBR.
Circles and diamonds represent the fitted a and b for the SBR of each individual molecule from the SM experiments, and
crosses mark the fitted parameters under the average SBR of 100-nm and 20-nm beads. Solid line represents the linear fit (Eq.
S21). (d) Two-step calibration of two representative molecules from Figures 1,3. (i) ¥ calibration using eq. S21 and (ii) all
molecules with y greater than 1 are considered as fixed dipoles (y = 1). Circles: Molecule 1 from Figure 1; Diamond: Molecule

1 from Figure 3.
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Figure S8. Orientation measurements of Atto 647N molecules. (i) The estimates of average orientation and (ii) rotational
constraint of (a) molecule 1 and (b) molecule 2. For molecules 3-6, (c) raw images from the experiments visually match (d) the
recovered images based on (e) the estimates of average orientation and (f) rotational constraint. Open circle represents each
measurement and cross represents the median. Solid curve marks the orientation domain p% + u3 < 1. Measured localization
bias (cross) along (g) the x-axis in x-polarized channel and (h) the y-axis in y-polarized channel at different z positions. The

solid line represents the predicted lateral translation from the Tri-spot’s orientation measurement, and the dashed line marks

the experimental localization precision (+1 std. dev.). Scale bar: 1 pm; Color bar: photons detected/pixel.
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Figure S9. Localization bias, calculated using our image-formation model, in the x-polarized channel when a molecule is
defocused by 200 nm with average orientation {i, 4} = [—1:0.1: 1] X [-1:0.1: 1] and rotational constraint (a) y = 1,
(b)y =0.75, (¢c) y = 0.5, and (d) y = 0.25. (i) The localization bias along the x direction is larger than (ii) the bias along the
y direction. For a fixed dipole emitter, the localization bias could be as much as 100 nm ((a-i), y = 1), while the bias is reduced

by 10 times for a less rotationally constrained emitter ((d-i), y = 0.25). Color bar: nm.
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Figure S10. Emission anisotropy and rotation of the orientational second moments of fixed single molecules (n=18 molecules)
under x- and y-polarized excitation. (a) Raw Tri-spot PSF images of single-molecule emitter pumped by (i) x-polarized and (ii)
y-polarized light. (b) The measured distribution of the rotation of second-moment vectors between two x-pumped frames (8,
and between one x-pumped and one y-pumped frame (Sxy). Dotted line represents the distribution of éA‘xx,sim under SM SBR in
simulations, dashed line represents the distribution of 8y, and solid line represents the distribution of Sxy in experiments.
(c) Measured distribution of rotational constraint y. (d) 8, under x-polarized pumping and 8xy measured under x-polarized
and y-polarized pump for each (i) 20-nm bead and (ii) 100-nm bead. (iii) The difference Sxy — &, for 100-nm beads is smaller
than that for 20-nm beads. (¢) The measured distribution of the rotation of second-moment vectors between x- and y-polarized

pump for simulated isotropic emitters (i.e. ensemble of independent fixed fluorescent molecules) at the fluorescent-bead SBR.

Green, 20-nm beads; purple, 100-nm beads. Scale bar: 1 um; Color bar: photons detected/pixel.
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Figure S11. Distribution of second moments (a) (uz), (b) (u3), (¢) {uz), (d) {uxhy), () (i) and (f) (uyp,) of 20-nm beads
and 100-nm beads under x-polarized and y-polarized excitation. Green, 20-nm beads; purple, 100-nm beads. (i) Population
distribution of second moments. Dashed line represents the distribution of second moments measured under x-polarized light
and solid line represents the distribution under y-polarized light. (ii) Difference in second moments under identical and
orthogonal pumping polarizations computed for each bead. Dotted line represents the difference in second moments under
constant x-polarized excitation and dash-dot line represents the difference in second moments between x-polarized and y-

polarized excitation. Arrows represent the median of each distribution.
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Figure S12. Measurements of orientational second moments (a) {u2), (b) (,1132,), (c) {(u2), (d) (Uxhty), (€) (Ut} and () (u,u,)
for the representative (i) 20-nm bead and (ii) 100-nm bead in Figure 2 over time. We calculate the average second moments
every 20 frames. The first 100 frames are measured under x-polarized excitation, and the other 100 frames are measured under
y-polarized excitation. Dotted lines represent the average second moments among 100 frames. Dashed lines and black vertical

lines represent the excitation polarization change. Green, 20-nm beads; purple, 100-nm beads.
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Figure S13. Rotational constraint, lateral diffusion, and orientation tracking of Atto 647N molecules embedded in a thin PVP
film. Photons detected over time for (a) molecule 1 and (b) molecule 2 in Figure 3. (i) Rotational constraint y, lateral
displacement Ar, and photons detected over time for molecules (c) 3, (d) 4, (e) 5, (f) 6, and (g) 7. There is no correlation
between photons detected and orientation parameters estimated, suggesting that the y change is not due to the photon variation.
t;, time point at initial exposure to humid air; t,, time point at end of experiment. Green: median; Box: first and third quartile;
Error bar: minimum and maximum. (ii) Measured average orientation over time. Circle represents the beginning and diamond
represents the end of the time-lapse measurement. Dashed green ellipse represents the covariance matrix in estimated

orientation (ﬁx, ﬂy) measured at the beginning and the end points and solid curve marks the orientation domain 2 + 1132, <1
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Table S1. Photon statistics and precision of orientation measurements

. background precision (standard deviation)
average signal
(photons/frame) (photons/ 7l 7l
p (pixel-frame)) Hax Hy Y
molecule 1 3795 21 0.06 0.34 0.13
molecule 2 2481 24 0.30 0.06 0.18
Figures molecule 3 1507 13 0.09 0.35 0.22
1,58 molecule 4 1124 10 0.33 0.13 0.27
molecule 5 1361 11 0.20 0.08 0.08
molecule 6 1656 10 0.21 0.13 0.26
A(t) A(t) B ) y) vt
molecule 1 2901 7 0.04 0.13 0.03 0.04 0.00x 0.05
molecule 2 2936 6 0.02 0.03 002 0.02 0.00 0.00
Figures molecule 3 1273 6 0.12 0.12 0.02 0.02 0.03 0.07
3,513 molecule 4 2258 7 0.05 045 003 0.10 0.09 0.18
molecule 5 1803 7 039 030 024 0.03 0.18 0.16
molecule 6 3485 6 0.09 0.03 004 0.02 0.00 0.00
molecule 7 1032 4 0.15 014 021 0.10 0.00 0.00
. y (average among
Figure 2 ) ) v (single frame) one-hundred frames)
20-nm beads 1041 1 0.31 0.03
100-nm beads 2217 1 0.18 0.02

* Std. dev. measurements equal to zero for y estimations are the result of calibration procedure (see Section 4.4 for details).

t;, time point at initial exposure to humid air; t,, time point at end of experiment.
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