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ABSTRACT: A high-resolution regional reanalysis of the Indian Monsoon Data Assimilation and Analysis (IMDAA)

project is made available to researchers for deeper understanding of the Indian monsoon and its variability. This 12-km

resolution reanalysis covering the satellite era from 1979 to 2018 using a 4D-Var data assimilationmethod and theU.K.Met

Office Unified Model is presently the highest resolution atmospheric reanalysis carried out for the Indian monsoon region.

Conventional and satellite observations from different sources are used, including Indian surface and upper air observa-

tions, of which some had not been used in any previous reanalyses. Various aspects of this reanalysis, including quality

control and bias correction of observations, data assimilation system, land surface analysis, and verification of reanalysis

products, are presented in this paper. Representation of important weather phenomena of each season over India in the

IMDAA reanalysis verifies reasonably well against India Meteorological Department (IMD) observations and compares

closely with ERA5. Salient features of the Indian summer monsoon are found to be well represented in the IMDAA

reanalysis. Characteristics ofmajor semipermanent summermonsoon features (e.g., low-level jet and tropical easterly jet) in

IMDAA reanalysis are consistent with ERA5. The IMDAA reanalysis has captured the mean, interannual, and intra-

seasonal variability of summer monsoon rainfall fairly well. IMDAAproduces a slightly cooler winter and a hotter summer

than the observations; the reverse is true for ERA5. IMDAA captured the fine-scale features associated with a notable

heavy rainfall episode over complex terrain. In this study, the fine grid spacing nature of IMDAA is compromised due to the

lack of comparable resolution observations for verification.
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1. Introduction

Meteorological reanalyses produce the best estimate of the

state of the atmosphere using the latest NWP systems with past

observational data for any period and place (Thorne and Vose

2010). Observations alone can provide only a limited under-

standing of the past weather and climate, specific to observed

variables at few locations. In contrast, the reanalysis provides

comprehensive snapshots of conditions at regular intervals over

long periods, often years or decades, from sparse observations

(Parker 2016). Considering the homogeneity and completeness of

the dataset, reanalyses have acquired great importance in the

weather and climate studies in recent times (Kidston et al. 2010;

Kravtsov et al. 2014; Nkiaka et al. 2017).

Reanalyses can be categorized into two types: reanalysis of the

modern observing period (;30–50 years) and extended climate

reanalysis (;100–200 years). Reanalysis of the modern observing

period uses asmany observations as possible and produces the best

estimate at any given time (Kalnay et al. 1996; Gibson et al. 1997;

Uppala et al. 2005; Onogi et al. 2007; Saha et al. 2010; Dee et al.

2011; Ebita et al. 2011; Gelaro et al. 2017; Prasad et al. 2017;

Hersbach et al. 2020), whereas only a restricted set of observations

are used in the extended climate reanalysis, which focuses on low-

frequency variability and trends (Compo et al. 2011; Poli et al.

2013).Compoet al. (2011) extendedatmospheric reanalysis back to

the late nineteenth and early twentieth century using only surface

pressure observations, whereas Poli et al. (2013) used marine sur-

face winds in addition to surface pressure observations. Reanalysis

has many applications, such as model validation, initial conditions

for reforecast datasets for calibration, understanding historical

weather events, preparing weather statistics, and climatology.

Advances in observation bias correction and data assimilation

have reduced the uncertainty of reanalyses to a certain extent

(Dee et al. 2011). Still, it is important to quantify the uncertainty in

reanalyses to expand their usage for weather and climate analysis.

In particular, multiannual variability and trends in atmospheric

temperature from ERA-Interim,1 JRA-55, and MERRA are in
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good agreement in the upper troposphere and lower stratosphere

but aremore uncertain in themiddle stratosphere (Simmons et al.

2014). Other accumulated quantities like precipitation and sur-

face fluxes also exhibit substantial differences among reanalyses

(Trenberth et al. 2011; Bosilovich et al. 2008, 2011). Global pre-

cipitation estimates from different reanalyses datasets differ by

;20% (Gelaro et al. 2017), and the uncertainty in these state

estimates can be quantified by introducing ensemble methods in

data assimilation (Compo et al. 2011; Poli et al. 2013; Hersbach

et al. 2020). However, studies indicate that global reanalyses with

grid sizes larger than 50km cannot represent subgrid-scale varia-

tions in meteorology over heterogeneous terrain (Mesinger et al.

2006; Randall et al. 2007).

The available highest resolution global reanalysis is currently

ERA5 (Hersbach et al. 2020), with a horizontal grid spacing of

;30km. A critically important measure of an NWP model’s

accuracy is its ability to resolve features at the limits of its grid

resolution (Skamarock 2004). Hence, reanalyses with coarse-

resolution grid spacing are not suited for studying local and

regional scales due to inadequate descriptions of mesoscale

convective systems, squall lines, heat waves, etc. The cost in

computing time of long-period reanalyses makes high-resolution

global runs expensive. High-resolution regional reanalyses are a

plausible solution representing mesoscale features (Dickinson

et al. 1989; Fowler et al. 2007; Evans andMcCabe 2013). Various

regional reanalyses are available over different parts of the globe

[e.g., Renshaw et al. (2013) over Europe (EURO4M), Su et al.

(2019) over Australia (BARRA), etc.].

Monsoons, the key weather phenomena affecting the Indian

subcontinent, encompass a broad spectrum of spatial scales from

mesoscale to planetary scale. High-resolution regional reanalyses

are essential for a detailed evaluation of spatial and temporal

variability of themonsoon thanhas been achievedpreviously using

global reanalyses (Sahai et al. 2015; Ramu et al. 2016; Hunt and

Turner 2017). Understanding the mechanism and the spatiotem-

poral variation in rainfall are the central problems of monsoon

meteorology (Gadgil 2006). Studies have shown that in monsoon

regions, the most significant weather events are localized or me-

soscale (Johnson 2006; Virts and Houze 2016) and produce high-

impactweather (Sikka 2011). The complexity of physical processes

and atmospheric forcing renders the task of understanding mon-

soons challenging for the scientific community (Ghelli et al. 2012).

Adequate observations and regional reanalyses with fine grid

spacing are required to know all of the processes involved in

shaping the monsoon, especially those on the mesoscale. The

WRF-based South Asian Regional Reanalysis (SARR; https://

www.ncmrwf.gov.in/SARR-workshop-report-final.pdf) is the first

regional reanalysis initiative over the Indian region (Sowjanya

et al. 2012; Routray et al. 2014) but was limited to a short period.

The Indian Monsoon Data Assimilation and Analysis (IMDAA)

is the first high-resolution (;12km) and long-term (40 years from

1979 to 2018) regional reanalysis developed for a deeper under-

standing of the Indian monsoon and its variability. This reanalysis

is produced by the collaborative efforts of the Indian National

Centre forMediumRangeWeather Forecasting (NCMRWF), the

U.K. Met Office, and India Meteorological Department (IMD),

under the National Monsoon Mission project of the Ministry of

Earth Sciences, Government of India. The IMDAA reanalysis for

the 40 years (1979–2018) used observations from India (IMD and

NCMRWF, both the local and GTS archives), the U.K. Met

Office, and ECMWF archives. The state-of-the-art Met Office

UnifiedModel (UM) and its 4D-Var data assimilation system are

used to produce the IMDAA reanalysis. Performance of the pilot

phase of IMDAA reanalysis is described in Mahmood et al.

(2018), and an initial evaluation of the first 15 years of the pro-

duction run is described in Ashrit et al. (2020a).

Figure 1 depicts the IMDAA domain with model topogra-

phy. The high-frequency IMDAAdatasets (hourly and 3-hourly

products) are available to researchers at https://rds.ncmrwf.

gov.in. The purpose of this paper is to compare themean weather

phenomena represented in IMDAA over India and neighboring

regions during different seasonswith observations andERA5, and

to introduce the dataset to the international community for a

deeper understanding of the Indianmonsoon. An overview of the

IMDAA system, including the forecast model, the assimilation

method, variational bias correction for satellite radiances, and

land surface assimilation system, is provided in section 2. Details

of observations, like timeline, and coverage, is provided in

section 3. The performance of the IMDAA system is described in

section 4, followed by a discussion and summary in section 5.

2. Overview of the IMDAA system

a. The assimilating model

The UM system of the U.K. Met Office (Davies et al. 2005;

Brown et al. 2012) is used in IMDAA. The UM is a grid point

model that uses a nonhydrostatic, fully compressible, deep at-

mospheric formulation. The equations of motion are solved using

mass-conserving semi implicit, semi-Lagrangian time integration

FIG. 1. IMDAA domain with model topography.
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methods within the ENDGame (Even Newer Dynamics for

General AtmosphericModeling of the Environment) dynamical

core of the model (Wood et al. 2014). ENDGame is a finite-

difference model discretized on a latitude–longitude grid based

on the fully compressible, nonhydrostatic Euler equations

(Cullen et al. 1997). Themass-flux convection scheme is basedon

Gregory and Rowntree (1990), with modification to include

convective downdrafts (Gregory andAllen 1991) and convective

momentum transport. The radiative transfer scheme (Edwards

and Slingo 1996; Manners et al. 2015) treats solar radiation in six

shortwave bands and thermal radiation in nine longwave bands.

The microphysics used is a single-moment scheme based on

Wilson and Ballard (1999), with extensive modifications. The

warm rain scheme is based onBoutle et al. (2014a) and includes a

prognostic rain formulation, which allows three-dimensional

advection of the precipitation mass mixing ratio and an explicit

representation of the effect of subgrid-scale variability on auto-

conversion and accretion rates (Boutle et al. 2014b). The at-

mospheric boundary layer scheme is that of Lock et al. (2000)

with themodifications described in Lock (2001) andBrown et al.

(2008). It is a first-order turbulence closure mixing adiabatically

conserved heat and moisture variables, momentum, and tracers.

The updates to the boundary layer scheme include the reduction

in turbulent mixing in stable conditions over the sea, inclusion of

nonlocal momentummixing in convective conditions, changes to

surface scalar transfer over the sea, the improved dependency

of low-levelwinds on changing the stability, and the impact of drag

changes in the large-scale flow. The land configuration uses a

community land surface model, JULES (Best et al. 2011; Clark

et al. 2011), tomodel all land surface processes and subsurface soil.

A horizontally staggered Arakawa C-grid (Arakawa and Lamb

1977) and vertically staggered Charney–Phillips grid (Charney

and Phillips 1953) are used in the grid discretization. The model

has a hybrid height-based vertical coordinate system. The levels

have a smooth transition from terrain following near the surface

to constant height in the upper levels (Davies et al. 2005).

IMDAA uses version 10.2 of the UM and is configured with

63 vertical levels extending from near the surface to a height of

;40 km above sea level. The horizontal domain of IMDAA

spans from 308 to 1208E and from 158S to 458N (Fig. 1) with a grid

spacing of 0.128 3 0.128 having 8003 576 points in the horizontal.

b. The variational data assimilation scheme

IMDAA uses an incremental formulation of the 4D-Var

data assimilation scheme of the U.K. Met Office based on

Rawlins et al. (2007). The UM data assimilation system rep-

resents the variation of vertical covariances with latitude

well, but not the longer horizontal scales in the stratosphere.

FIG. 2. IMDAA system flowchart.
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In IMDAA, the background (forecast) error covariances are

calculated using the so-called NMC method (named for the

NationalMeteorological Center, now called theNational Centers

for Environmental Prediction), using differences between T1 48

andT1 24 forecast fields (Ingleby 2001). 4D-Var allows the flow-

dependent influence of observations through the forecast model

(Thépaut et al. 1996) and more effective use of observations

through the consistent use of observation operators in the

model equations (Rabier et al. 1998, 2000). Thépaut (2006)

and Whitaker et al. (2009) showed that 4D-Var could pro-

duce analyses of large-scale tropospheric circulation even

with only surface pressure observations.

Observations available in the 6-h window of each assimilation

cycle are combined with the model background to produce a

statistically optimal ‘‘state of the atmosphere.’’ The linear per-

turbation forecast model (Lorenc 2003; Rawlins et al. 2007;

Lorenc and Payne 2007) in the 4D-Var uses a simplified model

formulation with a lower grid spacing (;0.228 ’ 24km) than

the full UM forecast model used to produce the background

(;0.128 ’ 12km).

c. Land surface analysis

Accurate surface analysis is critical since it significantly impacts

the short-term forecasts of 2-m surface temperature and humidity

(Candy et al. 2017). The 2-m temperature and humidity analysis

increments produced by the 3D-Var surface analysis system are

used in the soil moisture assimilation system as pseudo observa-

tions. A soil moisture analysis is produced using an extended

Kalman filter–based land data assimilation system (de Rosnay

et al. 2013). The Jacobians of the observation operator are esti-

mated using forecasts of the land surface model JULES with

perturbed initial conditions. Soil moisture analysis for four soil

layers of 10-cm, 25-cm, 65-cm, and 2-m thickness is prepared at

every assimilation cycle at the atmospheric model resolution

(0.128) and is used to initialize the model for each short forecast.

d. Surface and lateral boundary conditions

To speed up the production, multiple parallel streams of re-

analysis runs were made, with one month of spinup time from

initial and boundary conditions provided by ECMWF global re-

analysis, ERA-Interim (Dee et al. 2011), which has a spatial

resolution of approximately 80 km (T255 spectral) and has 60

levels in the vertical, from the surface up to 0.1 hPa. Renshaw

et al. (2013) showed that one month is sufficient for surface

temperature to settle to an approximately spun-up state. Land

snow cover is allowed to evolve in the model since most parts of

the IMDAA domain are devoid of snow cover except for a few

regions over the Himalayas. It is pertinent to mention here that

satellite estimates of snow are not reliable over these mountain-

ous terrains and in situ observations are very limited (Kirkham

et al. 2019). Figure 2 shows the complete IMDAA system flow-

chart, from the observation processing to the postprocessing.

For the model lower boundary condition, monthly (18 3 18)

SSTs fromHadISST2 [documented in part in Titchner andRayner

(2014)], produced using the gridded SST from in situ observations,

havebeenused from1979 to 2009.Daily (0.058 3 0.058)MetOffice

real-time Operational Sea Surface Temperature, and Sea Ice

Analysis (OSTIA) (Donlon et al. 2012) data have been used

from 2010 to 2018. The high-resolution OSTIA analysis uses

satellite data from various microwave and infrared sensors and

in situ data from drifting and moored buoys. ERA5 also used

HadISST2 for the historical period, while OSTIA is used for the

modern (2007 onward) period (Hersbach et al. 2020).

3. Observations used in IMDAA

a. Data acquisition and processing

The primary observational data source of IMDAAwas the

ECMWF archive; however, exclusive observations from the

archives of IMD/NCMRWF were also used. A comparison

FIG. 3. Timeline of various observations assimilated in the IMDAA system.
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of ECMWF and NCMRWF archives for a month, April 2014,

has been presented in Srinivas et al. (2016). This compari-

son shows that IMD/NCMRWF archives have additional

surface observations from SYNOP and a few upper air

observations like those from sondes and pilot balloons.

These additional observations in the IMD/NCMRWF ar-

chive are used in the IMDAA system in addition to ECMWF

observations.

FIG. 5. Timeline of satellite winds (atmospheric motion vectors and scatterometer-derived

ocean surface winds) assimilated in the IMDAA system. Integers inside the parentheses are the

World Meteorological Organization (WMO) satellite identifiers.

FIG. 4. Timeline of radiances (brightness temperatures) fromvarious satellite instruments assimilated in the IMDAAsystem.
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Figure 3 shows the types of observations assimilated in the

IMDAA system and the duration of their availability. Types of

conventional observations assimilated in the IMDAA system

include reports from land surface stations, buoys, ships, sondes

(TEMP), pilot balloons (PILOT), and aircraft. Clear-sky

brightness temperatures assimilated in the IMDAA system

include those from TOVS through 1999 and ATOVS thereaf-

ter, different multispectral (MVIRI, SEVIRI), hyper-spectral

instruments (AIRS, IASI, CrIS), and from the latest micro-

wave instruments (ATMS, AMSR-2, SAPHIR) during their

period of availability. Figure 4 summarizes the sources of ra-

diances (converted to brightness temperatures), grouped by

instruments and satellites assimilated in the IMDAA system.

In IMDAA, upper atmosphere channels were used every-

where; window channels were used only over the ocean, and

channels that have significant sensitivity to infrared and mi-

crowave radiation from the surface were rejected over land

(Pavelin and Candy 2014). IMDAA used more than 40 sat-

ellite instruments, of which more than 24 instruments are

post 2000. Satellite-derived products such as AMVs and

sea surface winds from scatterometers supplemented the

conventional observations and satellite radiances. Figure 5

shows the period of AMVs from different geostationary

satellites and sea surface winds from different scatterometer

missions assimilated in IMDAA. Various observation types

assimilated in IMDAA with their usage date and source are

included in the online supplemental material.

Before assimilation, the observations are quality checked in

theObservation Processing System (OPS) of theUM system to

ensure only good-quality observations are used for assimilation.

TheOPS also thins observations where they are dense in space

or time to reduce the impact of error correlations (Dow 2004).

In IMDAA, thinning of satellite observation is mostly done at

25 km (data assimilation resolution is ;24 km). The purpose

of thinning is to reduce the data volume and correlated error

so that the effective resolution of the observation field should

be comparable to or lower than that of the data assimilation

system. The quality control incorporates cloud detection,

surface classification, and model-minus observation departure

checks specified depending on the data type. Conventional

observations that are significantly different from the back-

ground are rejected when they exceed the thresholds defined

FIG. 6. Spatial coverage plots of conventional observations (surface, sonde, and aircraft) assimilated in the

IMDAA system during JJAS of (a) 1984, (b) 1994, (c) 2004, and (d) 2014. The total number of observations

assimilated at 0000 UTC (JJAS accumulated) from each type is also included.
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by a Bayesian scheme (Lorenc and Hammon 1988; Ingleby

and Lorenc 1993) unless they are consistent with other ob-

servations nearby.

The IMDAA reanalysis time frame is challenging because of

the rapid developments in observing systems, especially satel-

lites. New satellite instruments with high spatial and temporal

resolution contribute to the accuracy of the atmospheric analy-

sis. However, this highly varying observing system can lead to

discontinuities in the reanalysis. These types of discontinuities in

the observing system may lead to the assimilation of biased

observations (Thorne and Vose 2010; Dee et al. 2011; Parker

2016). Hence an effective bias correction procedure needs to be

adopted for satellite radiances.

In IMDAA, satellite radiances are bias corrected using a

variational bias correction method (VarBC), based on that

developed initially at NCEP (Derber andWu 1998). In this bias

correction method, the data assimilation system keeps track of

the bias predictors for radiances from all available satellite

instruments. Biases in the satellite radiances vary with time,

geography, air mass, scan position of satellite instrument, and

satellite position in its orbit (Bell et al. 2008; Lu et al. 2011;

Doherty et al. 2015). The VarBC scheme in IMDAA used the

same method implemented in the UM system (Cameron and

Bell 2018) and closely follows the incremental formulation

based on Auligné et al. (2007). The bias parameters are de-

termined by the linear combination of predictors (Dee et al.

2011). The predictors used are 850–300-hPa thickness, 200–50-

hPa thickness, and total column water vapor. The VarBC

system used in IMDAA includes several enhancements, such

as a harmonized adaptation rate, a hybrid scan bias correction

scheme, and time-dependent biases. Additionally, satellite in-

struments and their channels are rejected when they become

unreliable. The blacklisting information is similar to that used

in ECMWF reanalyses (Dee et al. 2011). Many regional and

convective scale NWP assimilation systems use the VarBC

method for satellite data bias correction (Gustafsson et al.

2018). Compared to the global assimilation system, the IMDAA

reanalysis system has taken more time to stabilize (more details

are provided in the supplemental material). The observation

operator used for simulating the satellite brightness tempera-

tures is RTTOV version 9 (Saunders 2010).

b. Observation coverage

The basic types of observations assimilated are shown in

Fig. 3. The observing system changed considerably between

1979 and 2018. Observations present throughout the IMDAA

period are those from the surface, sonde, and aircraft, similar

to other reanalyses (Gelaro et al. 2017; Dee et al. 2011; Saha

et al. 2010; Kobayashi et al. 2015; Hersbach et al. 2020).

Figure 6 shows the geographical coverage of the conventional

observations (e.g., surface, sonde, and aircraft) assimilated in

the IMDAA system during the 0000 UTC cycles for June, July,

August, and September (JJAS; the Indian summer monsoon

period) for four different years, 1984, 1994, 2004, and 2014,

randomly selected as representative years for the decades. The

cumulative number of observations from each type assimilated

in the IMDAA is indicated in Fig. 6. A significant number of

surface observations over the Indian Ocean declined in the

1990s and early 2000s, but some increase is noticed over land

during this period. An increase in total surface and upper air

observations over the IMDAA domain is seen from mid-2000.

Unlike surface and sonde observations, aircraft observations

(both AIREP and AMDAR) show a considerable increase

over time, as reported by other reanalyses. In the first decade

of IMDAA, only manual aircraft reports (AIREP) were

available, but automatic aircraft observations (AMDAR) ap-

peared later.

Figure 7 shows the monthly mean daily average count of

different types of observations assimilated. Table 1 shows the

monthly mean (considered all four assimilation cycles per day)

count of various observations, except for sonde data, as-

similated for four decades, 1979–88, 1989–98, 1999–2008, and

2009–18. In the sonde case, only the monthly mean of 500-hPa

observations at 0000 UTC is given. It is clear from Fig. 7 and

Table 1 that there was a considerable increase in observations

with time. Most of the increase is seen in satellite observations,

including clear-sky radiances from both geostationary and

polar satellites, AMVs, and scatterometer winds. There is also

an overall increase in conventional data, particularly surface

and aircraft observations.

4. Evaluation of IMDAA

Reanalysis products need to be carefully evaluated so that

they can be used confidently in many applications. This

section describes the model background and analysis de-

partures of different observation parameters, time–vertical

cross sections of analysis increments, and comparison and

verification of major weather phenomena during different

seasons in IMDAA with IMD observations and ERA5. The

ERA5 global reanalysis has a horizontal grid spacing of

;30 km and resolves the atmosphere using 137 levels from

the surface up to a height of 80 km. It provides hourly esti-

mates of many atmospheric, land, and oceanic variables

(Hersbach et al. 2020).

FIG. 7. Monthly mean of daily average (all cycles, for sonde only 0000

UTC) count of various observations assimilated in the IMDAA system.
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Hypothesis tests are employed to identify the level of sta-

tistical significance of the datasets used in this study. A single t

test is conducted on various estimates from IMDAA and

ERA5, while a paired t test is employed for the duplets, like

(IMD, IMDAA), (IMD, ERA5), and (IMDAA, ERA5).

a. Background and analysis fit to observations

The performance of IMDAA is assessed in terms of back-

ground and analysis fit to observations assimilated in the

IMDAA system. The departure of observations (O) from the

corresponding model background (B) gives information about

the observation quality and also shows how the forecast system

retains information from observations. The departure of ob-

servation from the analysis (A) is also calculated at the end of

each data assimilation cycle, showing how closely the re-

analysis fits the assimilated data at observation locations.

Figure 8 shows departure statistics from 1979 to 2018 for all

surface pressure and surface temperature observations as-

similated in the 0000 UTC data assimilation cycle against the

model background and analysis fields. Figure 8a shows the

monthly mean of daily average Root-mean-square (RMS)

departures in surface pressure (hPa). The lightly shaded dots

in each curve represent the corresponding daily values. As

expected, the RMS departure in O-A is smaller than that of

O-B. RMS departure in surface pressure O-B and O-A lie

between 1 and 1.5 hPa during the initial period of IMDAA,

but later both are reduced with RMS difference inO-A below

1 hPa. Similar trends can be seen in surface pressure depar-

ture over the Northern Hemispheres in ERA-Interim (Dee

et al. 2011) and MERRA-2 (Gelaro et al. 2017). Figure 8b is

similar to Fig. 8a, but for surface temperature departures

(K) for both O-B and O-A. The RMS departure in the

background surface temperature against observation lies

between 2 and 3K throughout the study. In contrast, those of

O-A is between 2 and 2.6 K. Monthly mean RMS departures

of O-B and O-A of surface observations (pressure and tem-

perature, 12 months 3 40 years of samples in each series)

show that the mean values of the two time series differ

FIG. 8. Time series of the monthly mean of daily average RMS departures of (a) surface

pressure (hPa), (b) surface temperature (K), and (c) counts of observations assimilated in

IMDAA during the 0000 UTC cycle. IMDAA background departures are shown in red and

analysis departure in blue. Green and purple curves represent the monthly mean count of

surface pressure and surface temperature observations assimilated in the IMDAA system. The

lightly shaded dots in each curve represent the corresponding daily values. Mean RMS de-

partures of surface observations show that the mean values of the O-B and O-A time series

differ significantly (p , 0.05).

TABLE 1. Monthly mean daily average (considering all four as-

similation cycles) counts of various observations assimilated, except

for sonde, which showed only the 0000 UTC profiles that reported

temperature at 500 hPa, in the IMDAA system for four decades.

Observation type 1979–88 1989–98 1999–2008 2009–18

Surface 4950 4622 7433 11 544

Sonde 156 150 145 168

Aircraft 151 286 1733 3418

Satellite radiances 22 213 25 181 17 211 50 070

AMVs 519 945 2460 9358

Scatterometer winds — 4462 10 025 7506
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significantly (p , 0.05). Also, the mean difference between

O-A and O-B is always negative, with magnitude decreasing

with time, which underlines the robustness of the assimilation

and forecast system. Figure 8c is the monthly mean of daily

average count of surface pressure and surface temperature

observations assimilated. Large numbers of surface temper-

ature observations were assimilated compared to surface

pressure observations.

Figure 9 is similar to Fig. 8, but for upper air observations

(radiosonde for 0000 UTC cycle) of relative humidity and

temperature at 500 hPa. The RMS departure in the back-

ground and analysis of both relative humidity and temperature

at 500 hPa (Figs. 9a,b) decreased with time. This is due to

improvements in consistency and accuracy of the observing

system and improvement in the analysis and background, likely

due to the introduction of other observations with time.

Figure 9a shows that the RMS departures in O-B and O-A of

temperature at 500 hPa lie in the ranges 1.2–1.8 and 0.8–1.4K,

respectively. The background and analysis departures in 500-

hPa sonde temperatures are in broad agreement with global

reanalyses (Dee et al. 2011; Kobayashi et al. 2015; Saha et al.

2010). Figure 9b shows the RMS departure of background and

analysis against observations of relative humidity at 500 hPa,

and the values lie between 0.16% and 0.24% and between

0.12% and 0.18%, respectively. Similar to the RMS departures

of O-B and O-A of surface observations, the mean RMS

departures of 500-hPa sonde observations (temperature and

relative humidity) also show that the mean values of the two

time series differ significantly (p , 0.05). Figure 9c shows the

counts of assimilated upper air temperature and relative hu-

midity at 500 hPa assimilated. Throughout the period of

IMDAA, more temperature observations are assimilated than

humidity at 500 hPa. It can be seen from Fig. 9c that the

number of upper air observations at 500 hPa assimilated from

different stations decreased during the second and third de-

cades compared to the first decade, and a gradual increase is

noticed during the last decade of IMDAA.

b. Analysis increments

Data assimilation introduces adjustments to the model

prognostic variables, referred to as the analysis increments,

representing the response of the variational data assimilation

to all observations used. Variations in the analysis increments

provide an important diagnostic of the system performance,

including the changes in the observing system (Dee et al. 2011)

and a good proxy for model bias.

Figure 10 summarizes the time series of analysis increment

profiles of temperature, zonal wind, and specific humidity in

IMDAA. Figure 10a shows the monthly average domain mean

for temperature increments at each model level (shown here

up to model level 51, ;50 hPa). The vertical structure of the

mean increment indicates that there is a systematic cooling in

FIG. 9. Time series of the monthly mean of daily average RMS departures of 500-hPa sonde

(a) temperature (K), (b) relative humidity (%), and (c) counts of observations assimilated in

IMDAA during the 0000 UTC cycle. IMDAA background departures are shown in red and

analysis departures are in blue. Green and purple curves represent the monthly mean count of

500-hPa sonde temperature and relative humidity observations assimilated in the IMDAA

system. The lightly shaded dots in each curve represent the corresponding daily values. Mean

RMS departures of sonde observations at 500 hPa show that themean values of theO-B andO-

A time series differ significantly (p , 0.05).
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the lower troposphere (below level 20, ;700 hPa) throughout

IMDAA with maximum cooling below level 10 (;1 km). The

magnitude of the lower tropospheric cooling is reduced after

2006. This change can be attributed to the assimilation of more

and better quality observations, as seen in Fig. 7. Also, the

decrease in the analysis increment in temperature in the lower

troposphere is consistent with the RMS departure in the sur-

face observations, as seen from Fig. 8. Systematic positive in-

crements are seen between model levels 35 and 45 (from 8- to

14-km altitude) up to the year 2000, and this is consistent with

the period of TOVS (1979–99) radiance assimilation (Fig. 3).

Introduction of observations from ATOVS (2000) and other

modern satellite instruments (SEVIRI, MVIRI, AIRS, IASI,

CrIS, ATMS, AMSR-2, and SAPHIR) in general produced a

slight cooling effect in the upper troposphere (Fig. 10a). In the

upper troposphere and lower stratosphere, a change from

warming to cooling as the assimilation system moved from

TOVS to ATOVS and the use of clear-sky brightness

temperatures from various geostationary and polar satellites,

whereas in the lower troposphere the magnitude of cooling

reduced during post 2006. Since the model is fixed and the

observations are not, the VarBC also plays a crucial role in

adjusting the biases in the upper troposphere and lower

stratosphere. Variability in the midtroposphere is small com-

pared to the lower troposphere, and this may be due to a lack of

quality observations at these levels or due to a better model

forecast (Dee et al. 2011).

The IMDAA domain is mostly a tropical monsoon region

where there are strong seasonal changes in circulation, and

generally the geostrophic approximation is not valid (Holton

and Hakim 2012). Independent wind information is crucial for

the analysis system Cardinali (2009). Mass observations can

update the wind field through better background error mod-

eling using ensemble covariance proxies, but these are not used

in IMDAA. Figure 10b is similar to Fig. 10a, but for the anal-

ysis increment for zonal winds. Consistently positive

FIG. 10. Monthly average of domain mean of analysis increment profiles for (a) temperature

(K), (b) zonal wind (m s21), and (c) specific humidity (mg kg21). Themodel levels 15, 30, and 45

represent approximate heights of 1.5, 6, and 14 km, respectively.
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increments in the lower troposphere (below model level 15,

;1.5 km), upper troposphere and lower stratosphere (above

model level 45, ;14km), and negative increments in the mid-

troposphere and some parts of the upper troposphere [between

model levels 35 (;8km) and 45 (;14km)] in the zonal wind are

seen throughout most of the IMDAA period. After introducing

ASCAT winds in 2009, the analysis increment of zonal wind is

changed in the lower troposphere. Changes in the zonal wind

analysis increments aremore in themiddle troposphere after 2000

due to the assimilation of better-quality AMVs from new gener-

ation satellites (Fig. 5) and satellite radiances (Fig. 4). Time series

of the RMS departures in the O-B and O-A of AMVs are in-

cluded in the supplemental material. Observations from many

modern satellite instruments are introduced since 2004. The as-

similation of better-quality satellite information might have ad-

justed the wind fields to attain mass conservation, which can be

seen as the larger analysis increments of zonal wind speed above

model level 25 since 2005.

Figure 10c summarizes the time series of analysis increment

profiles of specific humidity. In general, the increments

produced a moistening effect in the lower troposphere, up to

around 500 hPa (model levels;25–30), with some intermittent

drying from 2004 to 2013. The magnitude of moistening is large

during the Indian summer monsoon period, as seen in Fig. 10c,

which may be due to high humidity values during this period.

Figure 3 shows that up to 2004, the brightness temperatures

assimilated in the IMDAA system are either from TOVS or

ATOVS or both. In the IMDAA system, observations like

AIRS and SEVIRI are introduced during 2004–05, MVIRI in

2007, IASI in 2010, and ATMS and CrIS in 2012. During this

period from 2004 to 2012, the magnitude of the lower tropo-

sphere drying is slightly large in the nonmonsoon months, and

moistening is less during the monsoon months compared to

pre-2004. Brightness temperatures from AMSR-2 and

SAPHIR are introduced in 2014, and the magnitude of

moistening effect returns to that seen pre-2004, but extending

high, as seen from Fig. 10c. Other observations might have

contributed to the changes in the analysis increments in specific

humidity; however, the changes due to the introduction of the

above mentioned instruments are most noticeable. The

monthly mean standard deviation in the analysis increments

for temperature, zonal wind, and specific humidity are included

in the supplemental material.

The large-scale representation of temperature, wind, and

humidity fields changed due to the assimilation of more fre-

quent improved observations (Thorne and Vose 2010; Parker

2016), as seen in Fig. 10. A seasonal cycle is noticed in the

amplitude of the analysis increments of temperature, zonal

wind, and humidity in the lower troposphere, with more ad-

justments during the southwest monsoon period. This seasonal

cycle is in resonance with the RMS differences ofO-B andO-A

of the conventional observations (sonde and surface observa-

tions shown in Figs. 8 and 9), along with the contribution from

other observations used in the assimilation system.

c. Major weather phenomena over India in IMDAA

IMDAAproducts consist of variables that describe the four-

dimensional structure of the atmosphere and the land surface.

This section describes major weather phenomena that affect

the Indian region during the summer monsoon season, as seen

from IMDAA and its comparison with ERA5 and IMD

observations.

1) MONSOON ONSET AND WITHDRAWAL

The Indian summer monsoon (southwest monsoon) typi-

cally lasts from June to September. Major noticeable features

of circulation at the time of onset of summer monsoon are

strengthening and deepening of westerlies in the lower tropo-

sphere and organization and strengthening of easterlies in the

upper troposphere over peninsular India (Soman and Kumar

1993). The onset and withdrawal dates of monsoon from

IMDAA and ERA5 are calculated using the vertical wind

shear index (VWSI) (Prasad and Hayashi 2005). The VWSI is

calculated as the zonal wind shear between 850 and

200 hPa averaged over the area 08–158N, 508–958E. The sign

change of this index from negative to positive determines the

onset and positive to negative determines the withdrawal date

of the summer monsoon. The reanalyses estimates are verified

against IMD’s official onset dates (Ali et al. 2005; Pai and

Rajeevan 2009; Subrahmanyam et al. 2013 and the IMD

monsoon reports from 2011 onward) and withdrawal dates

[only 11 years are given in Syroka and Toumi (2004)]. It is

challenging to observe the withdrawal of the southwest mon-

soon over peninsular India, mainly because of the arrival of the

northeast monsoon before the complete withdrawal of the

southwest monsoon.

Figures 11a and 11b show the onset and withdrawal dates

calculated from IMDAA and ERA5 and the IMD observed

values. The RMS difference from IMD onset dates is approx-

imately three days for both IMDAA and ERA5, and the cor-

relation between both the reanalyses and observation is found

to be closer (;0.8) with a slightly better value for IMDAA

(indicated in Fig. 11a), likely due to the increased number of

FIG. 11. Indian summer monsoon (a) onset and (b) withdrawal

date from IMDAA, ERA5, and IMD Observations. The correla-

tion coefficient is shown in parentheses; there is no correlation

between the observed withdrawal dates and reanalyses estimates.
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observations used for assimilation and the finer horizontal grid

spacing. The monsoon onset dates estimated from IMDAA

and ERA5 are highly correlated (0.9). Figure 11b is the Indian

summer monsoon withdrawal dates computed from IMDAA

and ERA5. Both IMDAA and ERA5 show late withdrawal

compared to IMD observed dates with standard deviations of

approximately 9 and 10 days, respectively. The monsoon

withdrawal dates calculated from IMDAA and ERA5 are

closely matching and highly correlated (0.89), similar to the

onset date estimates. However, there is no correlation between

the withdrawal dates estimated from the reanalyses and

observation.

2) MONSOON CIRCULATIONS

The Indian summer monsoon is associated with many

semipermanent systems [e.g., the seasonal heat low, monsoon

trough, Tibetan anticyclone, tropical easterly jet (TEJ), and

low-level jet (LLJ)]. Joseph and Raman (1966) and Findlater

(1966) established the existence of the LLJ over peninsular

India during the summer monsoon season. The LLJ is associ-

ated with strong wind shears, both horizontal and vertical. The

monsoon core region (188–258N, 658–888E) is the area where

the significant rainfall fluctuations between the active and

break spell occur during the summer monsoon (Rajeevan

et al. 2010).

The monthly mean strength of the LLJ at 850 hPa over the

region 08–158N, 508–958E is computed from IMDAA and

compared with ERA5. Figure 12 shows the monthly mean LLJ

strength over the above region for 40 years from 1979 to 2018.

Figures 12a–d respectively show the composite LLJ strength

during June, July, August, and September. Both the reanalyses

showmaximum strength of LLJ during June, July, and August,

and the strength is reduced in September. LLJ strength esti-

mates from IMDAA and ERA5 are highly correlated (.0.9)

during all the four monsoon months (monthly mean correla-

tion between IMDAA and ERA5 is shown in the respective

panels of Fig. 12). A decreasing trend in LLJ magnitude is

noticed during June and August, whereas an increasing trend

in July and September in both the reanalyses; however, a t test

shows these trends are not statistically significant (p ; 0).

Wilson et al. (2018) also reported a weakening of LLJ flow

through peninsular India. Although the LLJ estimated from

IMDAA and ERA5 is positively correlated, their mean values

differ significantly (p, 0.05). The monthly mean difference in

the LLJ estimated from IMDAA and ERA5 is in the range of

0.5–1m s21 with a standard deviation of 1m s21.

One of the indicators of establishing the summer monsoon

is strong easterly winds in the upper troposphere between 200

and 100 hPa over peninsular India. These persistent strong

easterly winds throughout the monsoon season are known as

TEJ and were first observed by Koteswaram (1958). The axis

of TEJ extends from 58 to 208N, and the entrance and exit

region are from longitude 1508E to 208W(Flohn 1964; Tanaka

1982). The monthly mean magnitude of TEJ at 150 hPa over

the domain 58–208N, 408–1008E (longitude constrained over

the Indian region) was calculated for 40 years from IMDAA

and compared with that from ERA5. Figure 13 is similar to

Fig. 12, but for the magnitude of TEJ during four different

FIG. 12. Monthly mean strength of LLJ (m s21) for 40 years from IMDAA (blue) and ERA5 (green) during

various months of the Indian summer monsoon, (a) June, (b) July, (c) August, and (d) September (p , 0.05).

Correlation between IMDAA and ERA5 is included in each panel.
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monsoon months. The TEJ is strong in both the reanalyses

during the peak monsoon months, July and August, as seen

from Figs. 13b and 13c. TEJ from the IMDAA reanalyses

do not show a strong correlation with ERA5 (correlation

coefficients are indicated in the different panels of Fig. 13),

contrary to that observed in the case of LLJ. During the ini-

tial period, the TEJ was stronger in IMDAA; however, the

TEJ showed a decreasing trend in IMDAA and an increasing

trend in ERA5, but a t test shows these trends are not sta-

tistically significant (p ; 0). Rao et al. (2004) also reported

a decreasing TEJ trend during the summer monsoon for

1958–88 using the NCEP–NCAR reanalysis, confirmed by the

radiosonde data in their study. The TEJ estimated from

IMDAA and ERA5 shows that their mean values differ sig-

nificantly (p , 0.05), except during July. The monthly mean

difference in the TEJ estimated from IMDAA and ERA5 is

of the order of ;1m s21 with a standard deviation of more

than 2m s21.

d. Comparison of IMDAA rainfall with ERA5 and IMD

gridded observations

A high-resolution gridded daily rainfall dataset of IMD

at a resolution of 0.258 3 0.258 over India, produced using a

large number of rain gauge observations, is available for

more than 100 years (Pai et al. 2014). Figure 14 compares

IMDAA average rainfall (mm) with IMD gridded rainfall

observations and ERA5 for the Indian summer monsoon

period for 40 years, 1979–2018. The daily accumulated

seasonal average rainfall from IMD and the difference of

IMDAA and ERA5 from IMD are shown in Figs. 14a–c.

The correlations between IMD and IMDAA, IMD and

ERA5, and IMDAA and ERA5 are shown in Figs. 14d–f.

Both the reanalyses underestimate the precipitation over

the west coast, the western region, and some parts of the

northern region and overestimate over the Indo-Gangetic

plains and the east and northeast regions as seen in

Figs. 14b and 14c. The rain shadow region over the leeward

side of the Western Ghats is better represented in IMDAA

than ERA5 and can likely be attributed to the fine grid

spacing of IMDAA. The percentage bias in the reanalysis

estimated precipitation against the observations (Fig. S7 in

the online supplemental material) clearly shows the better

performance of IMDAA over the Western Ghats region.

The statistical test (p , 0.05) shows that both IMDAA and

ERA5 estimated precipitation are less correlated (#0.5)

with IMD observations over most parts of the country,

except over the west coast and the monsoon core region

where the reanalyses are better correlated (.0.5) with

observation as seen from Figs. 14d and 14e. Precipitation

estimated from the IMDAA and ERA5 (p , 0.05) is better

correlated (.0.5) over most parts of the country, except

over the Indo-Gangetic plains, southeast peninsula, and

some parts of northern and northeast India (Fig. 14f) where

the correlation is less than 0.5. Bosilovich et al. (2011) also

reported a better correlation among the reanalysis estimated

precipitation than observed precipitation. Details of the mean

bias in the precipitation estimates from the IMDAA and

ERA5with respect to the observation (40-yr seasonal average)

during the Indian summer monsoon season are included in

the supplemental material. It is worth noting that verification

FIG. 13.Monthlymeanmagnitude of TEJ (m s21) for 40 years from IMDAA(blue) andERA5 (green) during the

Indian summer monsoon, (a) June, (b) July, (c) August, and (d) September (p , 0.05). Correlation between

IMDAA and ERA5 is included in each panel.
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of IMDAA high-resolution precipitation is limited due to the

lack of high-resolution datasets.

The Indian summer monsoon is an annual phenomenon

that provides more than 75% of yearly mean rainfall over

India (Guhathakurta et al. 2015) and exhibits pronounced

variability on both interannual and intraseasonal time scales

(Krishnamurthy and Shukla 2000). The ability of IMDAA to

capture the active and weak monsoon years (https://mausam.

imd.gov.in/imd_latest/contents/monsoon_activity.php) and its

comparison with observations and ERA5 are discussed here.

Two extreme monsoon years in the first decade of the twenty-

first century, 2002 and 2007, with seasonal rainfall departures

of 219.2% and 15.7%, respectively (Dutta et al. 2012), have

been chosen. Daily accumulated rainfall over the region 108–

258N, 758–858E (marked as a rectangle in Fig. 14a) is used here

to study the monsoon variability in these years.

Figures 15a and 15b show time series of daily accumulated

area-averaged rainfall during the 122 days of summermonsoon

from June to September for 2007 and 2002. Both reanalyses

captured the low and high peaks in the daily accumulated

rainfall in tandem with the observation but have more rain-

fall than the observations. IMDAA produced more rainfall

during the peak monsoon months, July and August, com-

pared to the observations and ERA5 as seen in Fig. 15. IMD

reported 902mm of seasonal rainfall and 73 no-rain or light-

rain days (all-India mean daily accumulated rainfall# 7.5mm;

FIG. 14. Seasonal average of daily accumulated (1979–2018) precipitation (mm) during Indian summermonsoon period (JJAS) (a) IMD

gridded observations, (b) difference between IMDobservation and IMDAA (c) difference between IMDobservation andERA5, and the

correlations (p, 0.05) between (d) IMD observation and IMDAA, (e) IMD observation and ERA5, and (f) IMDAA and ERA5. (Both

the difference and the correlation are shown in the observation resolution of 0.258). The rectangle marked in Fig. 14a represents the

averaging area considered for the rainfall time series shown in Fig. 15.
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over this region during the active (above normal) monsoon

year of 2007. IMDAA estimated 1112mm of accumulated

rainfall and 53 no-rain or light-rain days, whereas ERA5

produced 1039mm of accumulated rainfall and 60 no-rain or

light-rain days. IMDAA is wetter than both the observation

and ERA5 during the active monsoon year, as shown in

Fig. 15a. During the weak (below normal) monsoon year of

2002, IMD reported 635mm accumulated rainfall and 89 no-

rain or light-rain days. IMDAA and ERA5 estimated 780

and 716mm of accumulated rainfall, respectively. Both the

reanalyses estimated 80 no-rain or light-rain days. ERA5 is

closer to the observation during both the active and weak

monsoon years, as shown in Fig. 15. In ERA5, modified

convective available potential energy closure (Bechtold

et al. 2014) improved the diurnal cycle of convection com-

pared to its predecessors. There are many improvements in

the parameterization of the microphysics also in ERA5 com-

pared to IMDAA. Another possible reason for this mismatch

may be the higher grid spacing of IMDAA. In addition to

improving the NWP skill, increasing the horizontal resolution

has a decisive impact on the atmospheric dynamics through a

more accurate representation of topography and land surface.

Location-specific verification of rainfall estimate (not at-

tempted in this paper) may bring out the benefit of high-

resolution IMDAA than the verification against coarse-resolution

observations.

The Indian summer monsoon is responsible for the major

annual rainfall over India, whereas rainfall during the north-

east monsoon (October–December) is mainly confined to

South India and Sri Lanka (Rajeevan et al. 2012). Figure 16 is

similar to Fig. 14, but for the daily accumulated monthly av-

erage rainfall during the northeast monsoon season. In contrast

to the summer monsoon precipitation estimates, both rean-

alyses show a similar precipitation pattern, as seen in Figs. 16b

and 16c. The rain-free region has seen in Fig. 16a is more or less

well depicted in both reanalyses. Both reanalyses underesti-

mate the precipitation over the east coast, central, and some

parts of northern India. Overestimation of precipitation can be

seen over the southwest peninsula and northeastern regions.

As for the southwest monsoon season, IMDAA is slightly wet

during the northeast monsoon season also. The statistical test

(p , 0.05) shows that the reanalyses estimated precipitation

are well correlated ($0.5) with the observations (Figs. 16d,e)

over major parts of the country; however, ERA5 shows better

spatial correlation particularly over the regions with less rain-

fall. Precipitation estimates from both IMDAA and ERA5

(p, 0.05) show good spatial correlation (.0.5) throughout the

country, as seen in Fig. 16f, except over some parts of the

northwest regions. It is also important to note that studies have

shown that themajor leading reanalyses differ by about 20% in

rainfall estimates (Gelaro et al. 2017). During the southwest

monsoon season, the difference in the rainfall estimates from

IMDAA and ERA5 is within 20% over most parts of the

country except over the Indo-Gangetic plains. During the

northeast monsoon period, rainfall estimates from both

IMDAA and ERA5 are closer because the large-scale synoptic

circulation controls the rainfall. Mean circulation patterns as-

sociated with the southwest and northeast monsoons are in-

cluded in the supplemental material.

e. Minimum andmaximum surface temperature verification

Surface air temperature plays a vital role in weather and

climate, which varies spatially and temporally (Vose et al.

2005). Cold and heat waves are extreme temperature events

over India during winter and summer periods, respectively.

Accurate knowledge of minimum temperatures during the

winter (December, January, February) and maximum tem-

perature during summer (March, April, May) are essential to

mitigate the severity of extreme weather.

IMD measures daily maximum and minimum temperatures

at 2-m levels routinely at many surface observatories

FIG. 15. Daily mean area averaged (108–258N, 758–858E; averaging area is marked as a rectangle in Fig. 14a)

accumulated rainfall during JJAS of (a) an active (wet) monsoon year, 2007, and (b) a weak (dry) monsoon

year, 2002.
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distributed well over India. Using these observations, IMD

produces a real-time daily gridded temperature dataset at

18 3 18 resolution (Srivastava et al. 2009). Daily minimum

and maximum temperature products are not archived as

part of the IMDAA output; hence the minimum and maxi-

mum temperatures are calculated from hourly instanta-

neous temperatures. Figure 17 shows the IMD observed

monthly average of daily minimum temperature over the

Indian region during winter and the differences between the

observation and the same estimate from IMDAA and ERA5

from 1979 to 2018. The correlation coefficients of the min-

imum temperature between the reanalyses and observations

and between IMDAA and ERA5 are also shown in Fig. 17.

The correlation is higher than 0.5 all over the Indian land-

mass, as seen in Figs. 17d–f. IMDAA has a cold bias of

around 28–38C (Fig. 17b), and ERA5 has a warm bias of the

same magnitude (Fig. 17c) compared to IMD observations

(Fig. 17a). Both the reanalyses underestimate minimum

temperature over the north and some parts of the northeast

region; however, these are data-sparse regions where the

observations are not reliable (Srivastava et al. 2009). ERA5

shows a better correlation with the observations than

IMDAA (Fig. 17e), and the highest correlation is found over

the central parts of India. The correlation between IMDAA

and ERA5 is moderate (.0.65) over large parts of the

Indian landmass (Fig. 17f).

Figure 18 is similar to Fig. 17 but for the monthly average

daily maximum temperature from March to May from 1979 to

2018. In contrast to the minimum temperature, a warm bias is

noticed in IMDAA (Fig. 18b) and a cooler bias in ERA5

(Fig. 18c) compared to the observed maximum temperature

(Fig. 18a). The magnitudes of warm and cool bias, respectively,

in the IMDAA and ERA5, are approximately the same, as

seen in Figs. 18b and 18c. The difference between the average

FIG. 16. As in Fig. 14, but for the northeast monsoon season (October–December).
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daily minimum and maximum temperatures between the cold

and hot seasons is less to the south of the Tropic of Cancer as

seen in Figs. 17a and 18a, and the maximum changes in tem-

perature are seen over the monsoon core region. In general,

the temperature variation is less over southern India and

higher over northern India. Similar to the minimum surface

temperatures, the maximum surface temperature also shows a

good correlation (.0.5) between the reanalyses and observa-

tions and also between the reanalyses (p , 0.05), as seen in

Figs. 18d–f; however, ERA5 shows a better correlation with

IMD observations (Fig. 18e). Compared to the other parts of

India, the correlation of maximum temperature estimates be-

tween the reanalyses and observations is found to be less over

peninsular and northeastern India (Figs. 18d,e). It is also noted

that the correlation in the maximum temperature estimate is

stronger (Fig. 18) compared to the same in the minimum

temperature estimates (Fig. 17).

IMDAA produced cooler minimum and warmer maximum

temperatures than the observations; the reverse for ERA5.

Thus, the mean winter and summer are stronger in IMDAA

and weaker in ERA5 than the observed. Over the tropics,

local and mesoscale effects are more dominant than synoptic

influences, and surface temperature and pressure can change

quickly with convective processes (Singh et al. 2020). It is

noticed that the high-resolution IMDAA reproduces the

variability; however, the lack of high-resolution long-period

observations limits verification. Location-specific verification

may help to understand the characteristics of IMDAA clearly

but was not attempted in this paper.

f. Heavy rainfall episode over Kerala: A case study

As discussed in previous sections, India receives maximum

rainfall during the summer monsoon period. Any deviation in

monsoon from its normal behavior imposes a significant

FIG. 17. Seasonal average of daily minimum temperature (8C) during December–February from 1979 to 2018 from (a) IMD gridded

observations, (b) difference between IMD observation and IMDAA, (c) difference between IMD observation and ERA5, and the

correlations (p, 0.05) between (d) IMD observation and IMDAA, (e) IMD observation and ERA5, and (f) IMDAA and ERA5. (Both

the difference and the correlation are shown in the observation resolution of 18.)
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impact on the Indian population and economy. In recent years

several parts of India witnessed many devastating flood events

during the summer monsoon. In August 2018, Kerala, a

southern state of India, experienced heavy rainfall and an

exceptional flood, the second worst after 1924 in the recorded

history of the region. Kerala has a complex terrain with large

heterogeneity, bounded by the Arabian Sea to the west and

theWestern Ghats mountains with peaks of more than 2500m

to the east. Details of the 2018 Kerala flood events and the

underlying synoptic conditions are discussed in Hunt and

Menon (2020), Ashrit et al. (2020b), and Mohandas et al.

(2020). The rain episode was mostly due to a monsoon de-

pression formed over the Bay of Bengal from 13 to 17 August

2018 that immediately followed a monsoon low pressure sys-

tem from 6 to 9 August 2018.

Figures 19a and 19b show the location of the depression

formed over the Bay of Bengal, the associated mean sea level

pressure, 850-hPa winds, and the rainfall from IMDAA and

ERA5 respectively, valid at 1200 UTC 16 August 2018. The

minimum surface pressure estimates from IMDAA and ERA5

valid at 1200 UTC 16 August 2018 are 993.9 and 994.4 hPa,

nearly at the same location (218N, 808E) in both reanalyses.

The IMD observed (http://www.rsmcnewdelhi.imd.gov.in/

uploads/report/26/26_2bfb44_d15-17aug.pdf) minimum sur-

face pressure was 994 hPa at (21.18N, 78.38E). Both reanalyses

closely captured the magnitude and location of the depression.

IMDAA produced highly concentrated rainfall associated

with this depression, whereas more widespread rainfall is seen

in ERA5 (Fig. 19).

Figure 20 shows 6-hourly comparisons of minimum surface

pressure estimated from IMDAA and ERA5 against IMD

observation and themagnitude of the position errors of the low

pressure system and depression formed over the Bay of Bengal

during August 2018. In general, the difference in the minimum

surface pressure between the observation and reanalyses is less

in IMDAA (Fig. 20a); however, most of the time, the location

is better captured in ERA5 as seen from the magnitude of the

position error (Fig. 20b). A more realistic estimate of the

magnitude of the minimum pressure in the IMDAA can be

attributed to its fine grid spacing. Differences in the model

FIG. 18. As in Fig. 17, but for the maximum temperature (8C) from March to May for years 1979–2018.
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physics and assimilation technique must also have contributed

to the nature of the results from the two reanalyses.

Figure 21 depicts the average hourly rainfall (mm) overKerala

from 6 to 18August 2018. IMDAA captured the finer features of

the rainfall reasonably well, especially over the mid- and high-

altitude parts of Kerala (Fig. 21b), even though the rainfall

magnitude does not closely match the observations (Fig. 21a).

IMDAA captured orographic rainfall better than ERA5.

FIG. 19. Location of the depression over the Bay of Bengal from (a) IMDAAand (b) ERA5 valid at 1200UTC 16

Aug 2018. Contours represent the mean sea level pressure (hPa), vectors are 850-hPa winds, and the shading shows

the associated rainfall (mm). The green and purple dots in the figures represent the location of the depression from

the IMDobservation (994 hPa at 21.18N, 78.38E) and reanalyses: IMDAA(993.9 hPa; 218N, 808E) andERA5 (994.4

hPa; 218N, 808E).

FIG. 20. Comparison of 6-hourly IMD observation and corresponding estimates from

IMDAA and ERA5 of (a) difference in the minimum surface pressure (hPa) and (b) position

error magnitude (km) during the two events, the low pressure system (7–8 Aug 2018) and

depression (15–17 Aug 2018) formed over the Bay of Bengal.
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ERA5 also produced rainfall associated with these episodes

(Fig. 21c), but the magnitude is less than observations and

IMDAA. It is noticed that (as described in section 4d) IMDAA

is generally wet compared to ERA5.

5. Discussion and summary

The IMDAA regional atmospheric reanalysis was devel-

oped with the primary aim to produce a continuous high-

resolution, long-term, homogeneous dataset to unravel the

finer features of the Indian summer monsoon. Presently, this is

the highest resolution (;12 km) long-term (1979–2018) re-

analysis available over the Indian monsoon region. IMDAA

used an advanced data assimilation system (4D-Var) and the

Unified Model of the U.K. Met Office. A continuous increase

in the number of assimilated observations (both conventional

and satellite) is seen during IMDAA. The robustness of the

assimilation system can be seen in the decrease in the RMS

difference in background and analysis from the observation.

Analysis increments of different meteorological variables

clearly show the response of the data assimilation system with

the introduction of new observations over time.

Many of the semipermanent features of the Indian monsoon

season brought out by IMDAA are compared with ERA5 and

with IMD observations. The monsoon onset dates from

IMDAA and ERA5 are highly correlated and closer to the

IMD observed dates. Similarly, the monsoon withdrawal dates

estimated from IMDAA and ERA5 are highly correlated.

IMDAA shows a slightly weak low-level jet (LLJ) and tropical

easterly jet (TEJ) compared to ERA5.

Comparison of Indian monsoon rainfall from IMDAA and

ERA5 with observations shows that spatial distribution of

rainfall from IMDAA broadly matches with observations over

most parts of India. However, in general, IMDAA shows more

rainfall during the southwest and northeast monsoons than

observations and ERA5. Compared to the observations,

IMDAA produces a slightly cooler winter and hotter summer,

and the reverse in the ERA5; however, ERA5 matches better

with maximum and minimum observed temperatures.

Two extreme years of Indian summer monsoon in the first de-

cade of the twenty-first century were examined to assess the capa-

bility of IMDAA in capturing the intraseasonal and interannual

variability of the summermonsoon. IMDAAproducedmore rainy

days during both active and weak monsoon years compared to

observations and ERA5. The interannual and intraseasonal vari-

ability of the Indian summer monsoon is better represented in the

two extreme years, but this needs to be explored further for the

entire IMDAA period to draw a more meaningful conclusion.

The case study of a severe flood event in August 2018 showed that

IMDAA captured the finer features of the extreme rainfall event

over theWesternGhats, highlighting the benefits of high-resolution

data over complex terrains. In summary, IMDAA offers a suitable

quality high-resolution reanalysis dataset that can be used for re-

search on weather and climate over the Indian monsoon region;

FIG. 21. Hourly averaged (6–18 Aug 2018) rainfall (mm) over Kerala (a) IMD gridded observations (b) IMDAA and (c) ERA5.
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however, the lack of high-resolution observations limits the verifi-

cation of many of the IMDAA features.
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APPENDIX

List of Acronyms

4D-Var Four-dimensional variational data assimilation

AIREP Routine automated report of in-flight weather

conditions

AIRS Advanced Infrared Sounder

AMDAR Aircraft meteorological data relay

AMSR Advanced Microwave Scanning Radiometer

AMSU-A Advanced Microwave Sounding Unit A

AMSU-B Advanced Microwave Sounding Unit B

AMV Atmospheric motion vector

ASCAT Advanced Scatterometer

ASCII American Standard Code for Information

Interchange

ATMS Advanced Technology Microwave Sounder

ATOVS Advanced TIROS Operational Vertical

Sounder

BARRA Bureau of Meteorology Atmospheric High-

Resolution Regional Reanalysis for

Australia

BUFR Binary universal form for the representation of

meteorological data

BUOY Report of a buoy observation

CrIS Cross-Track Infrared Sounder

ECMWF European Centre for Medium-Range Weather

Forecasts

ENDGame Even Newer Dynamics for General

Atmospheric Modeling of the Environment

ERA ECMWF Re-Analysis

ERA-40 45-yr ERA from September 1957 to

August 2012

ERA5 70-yr ERA starting from January 1950 onward

with timely updates

ERA-

Interim

40-yr ERA from January 1979 to August 2019

ERS European Remote Sensing Satellite

EURO4M European Reanalysis and Observation for

Monitoring

GCOM-W1 Global Change Observation Mission–Water

(first satellite)

GMS Geostationary Meteorological Satellite series

of Japan

GTS Global Telecommunication System

HadISST2 Hadley Centre Sea Ice and Sea Surface

Temperature dataset (version 2)

HIRS High Resolution Infrared Sounder

IASI Infrared Atmospheric Sounding Interferometer

IMD India Meteorological Department

IMDAA IndianMonsoonData Assimilation andAnalysis

JMA Japan Meteorological Agency

JRA-55 Japanese 55-Year Reanalysis Project

JULES Joint U.K. Land Environment Simulator

LLJ Low-level jet

MERRA Modern-Era Retrospective Analysis for

Research and Applications

METAR Meteorological Aerodrome Reports

Meteosat Meteorological Satellite

MetOp Meteorological Operational Satellite

MHS Microwave Humidity Sounder

MTSAT Multifunctional Transport Satellite

MVIRI Meteosat Visible and Infrared Imager

NCAR National Center for Atmospheric Research

NCEP National Centers for Environmental Prediction

NCMRWF National Centre for Medium Range Weather

Forecasting

NOAA National Oceanographic and Atmospheric

Administration

NPP National Polar Orbiting Partnership

NWP Numerical weather prediction

ODB Observation Data Base (ECMWF)

OPS Observation Processing System

PILOT Wind report from pilot balloon

QuickSCAT Quick Scatterometer

RTTOV Radiative Transfer for TOVS

SAPHIR Sondeur Atmospherique du Profil d’Humidite

Intertropicale par Radiometrie

SARR South Asian Regional Reanalysis

SEVIRI Spinning Enhanced Visible and Infrared Imager

SHIP Report of surface observation from a sea

station

SST Sea surface temperature

SYNOP Surface synoptic report

TEJ Tropical easterly jet

TEMP Report from radio sounding

TIROS Television Infrared Observation Satellite

TOVS TIROS Operational Vertical Sounder

UM Unified Model

VarBC Variational bias correction

VWSI Vertical wind shear index
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WMO World Meteorological Organization

WRF Weather Research and Forecasting Model
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