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Abstract— A human interacting with a hybrid system is
often presented, through information displays, with a simplified
representation of the underlying system. Thisinterface should
not overwhelm the human with unnecessary information, and
thus usually contains only a subset of information about the
true system model, yet, if properly designed, represents an
abstraction of the true system which the human is able to use
to safely interact with the system [1]. For cases in which the
human interacts with all or part of the system from a remote
location, and communication has a high cost, the need for a
simple abstraction which reduces the amount of information
that must be transmitted is of the utmost importance. The user
should be able to immediately determine the actual state of
the system, based on the information displayed through the
interface. In this paper, we derive conditions for immediate
observability in which the current state of the system can be
unambiguously reconstructed from the output associated with
the current state and the last or next event. Then, we show
how to construct a discrete event system output function which
makes a system immediately observable, and apply this to a
reduced state machine which represents an interface.

Keywords: discrete observability, discrete event systems,
interface design, remote systems

I. INTRODUCTION

adjust levers, and flip toggles — all discrete events under th
pilot’s control.

We presume to begin with such an abstraction to represent
the underlying hybrid system. The problem of determin-
ing an acceptable interface for a system involves finding
a suitably reduced discrete event system which accurately
represents the information relevant for the user. We are
motivated by the work of Heymann and Degani, who have
determined a method to synthesize interfaces using state
reduction techniques [1]. Here, we study the relationship
between observability and interface design. For an interfa
to be useful, the user must be able to reconstruct, on the basi
of a given output, information about the original system.

We define a type of observability necessary for user-
interfaces:immediate observabilityor the ability to deter-
mine the current state of the system based only on the current
output and events associated with the current state. Déscre
systems which model user-interfaces of safety-critica- sy
tems must be immediately observable in order to be “good”
interfaces: that is, to accurately represent the undeylyin
system to the user, so that the user will not be misled or

Human-automation systen@e automated systems with confused. We formulate conditions for immediate obseivabi
which a human interacts. These types of systems are perity; as well as an output synthesis method to synthesize stat
sive, occurring in consumer products (alarm clocks, VCRgutputs which fulfill these conditions and which are minimal

cellular phones), transportation systems (automobiles)-c

in cardinality. In remote and distributed systems, in which

mercial aircraft), scientific research platforms (unmahnecommunication is prohibitively expensive, this methodIdou

ocean- and aerial-vehicles), military systems (fleetsroflst

be used to synthesize outputs for interfaces. The result is

man aircraft), and in other realms. Many of the systems useas output which minimizes necessary communications, yet

interact with havehybrid behavior, in which the underlying

system’s continuous-state dynamics switch accordingge di

provides all information relevant to the user.
There has been a wealth of research on discrete observ-

crete rules governed by operating conditions or mode-Jogiability, mostly with application to the synthesis of distere
for example. The user, when interacting with such complegupervisors. In this paper, we examine discrete obseityabil
systems, is often presented with a simplified represemtatian the context of reconstruction of state information from

of the underlying system, which we call titerface

a given output. Discrete observability has been defined in

This representation can be based upon a discrete abstraany ways. Ramadge [4] derives conditions for current

tion of the system: discrete event systems easily captare thtate observability under which the current state can be
way in which a user interacts with a hybrid system. Founiquely determined from a sequence of past events and
example, one abstraction might be based on requirementsstéte observationsOzveren et al. [5] consider a discrete
safety [2], [3], while another abstraction could be based oevent system whose output is a subset of an event set, and
the desired trajectory, as in autopilot mode-logic. Inrafic derive a condition to determine the current state uniquely a
autopilots, a simple discrete indication, a word, can repmé times separated by bounded numbers of transitions. Caines
an infinite number of physical aircraft trajectories. A pilo et al. [6] propose a dynamical logic observer for a par-
recognizes, upon seeing the wordLARE” on the cockpit tially observed discrete event system and develop observer
mode control panel, that the aircraft is following a path teynthesis methods using a current state observer tree. The
touchdown smoothly on the runway. The user interacts witktate observer in [5] may not always determine the current
the system in discrete ways, as well: pilots push buttonstate and that proposed in [6] needs a number of state



transitions to determine the current state, and even thevhile maintaining necessary distinctions allows the user t

can determine only the state which belongs to a subset distinguish between potentially important states.

states. Based on [4], Lin et al. [7] develop necessary andIn this paper, we make use of two discrete event system

sufficient conditions for the existence of a supervisor Wwhicmodels: an automatoff and another automatd,. While

enables and disables controllable events based on recoraesfirst consider7 to be a generic, nondeterministic automa-

occurrences of observable events, so that the closed-loam, when considering application of immediate obseriigbil

system meets some specifications. to user-interfaces, we presume tlatis a deterministic and
We start with background for the problem as well as someeduced automaton which represents a more complicated, but

basic definitions, then define immediate observability agd dalso deterministic, automatdi,s. Additionally, the notation

rive conditions for a system which is immediately obsereabl | - | indicates the cardinality of a set.

We show how to use these conditions to synthesize a statelet the nondeterministic discrete event syst&n =

output of minimal cardinality for a reduced system which(Q, ¥, 5, Qo) consist of a finite state s€), a finite event set

represents an interface. We illustrate the output syrdhest = X, U X,,,, which is composed of the set of observable

through an example: minimal, observable interface design fevents:, and the set of unobservable evedts,, the one-

an individual aircraft in a group of formation-flying airéta  to-many state transition functioh: Q x ¥ — 2%, and the set

of the possible initial state§, C Q. We define the finite set

U as the set of observable events combined witheteeent
While the conditions we derive for immediate observawhich represents all unobservable events,¥.ex X, U {¢}.

ability are quite general, we typically only wish to applyIn addition, the finite output sét, defined by the many-to-

the output synthesis method on systems which are alreadge output magp : Q — Y, is assumed to be available. Thus,

reduced. A reduced system produces the same behawwee can infer information about the state from the sequence

(output sequences) as the original system, but with fewef events belonging t@& and the sequence of outputs.

discrete states. (If the system we wish to observe were not

reduced, the output would create distinctions which may !!l- | MMEDIATE OBSERVABILITY AND IMMEDIATELY

not be necessary for the user.) While methods for state OBSERVABLE OUTPUT SYNTHESIS

reduction were developed in the late 1950s ([8], [9], [10]. using the systents = (Q,, 6, Qo) as defined in Section
[11]), obtaining a minimal model, in which the number ofj| e first enunciate the conditions fop-observabilityfrom
states of a reduced model is minimal, is more complicategs) which we calleventual observabilithere. We then derive
A method to determine minimal models was developed iBonditions for immediate state observability of a generic
the 1960s [12], and much research has been done singatemG and provide an illustrative example. Using this
then on methods to compute the minimal model ([13], [14]sesult, we describe a method to synthesize an output imap
[15], [16], [17]). Techniques for state reduction or statey,ch that(G, h) is immediately observable.

minimization are not limited to deterministic systems {[15 pefinition 1: A system is eventually observabléf the

[18]) and this is also an active topic of research. Howevefg|igwing two properties from Proposition 6.2 of [4] hold:
interfaces by nature must be deterministic: not only must

the user know the current state of the system, but the user
must also be able to predict, uniquely, where the system will
transition to next. Nondeterminism is responsible for such
phenomena as mode confusion and automaton surprises [19].
Interface design involves selecting relevant information Remark 1:The first condition (calledrackability in [4])
about the underlying system to display to the user: too mucHlows for the determination of the next-state, given thet ne
information can overwhelm the user, and too little infor-output and the current event. The second condition allows
mation can confuse and mislead the user [19]. There ha{@ unique determination of the initial state.
been many recent efforts to use formal methods [20], [21], Remark 2:In an eventually observable system, given a
[22], [23], as well as a hybrid system verification methocsequence of events and a sequence of outputs, the initial
[3], [2] to verify that an interface accurately represertss i state and the current state can be determined. While these
underlying system. In [1], the authors use state reducticifguences are finite, there are no further constraints on the
techniques to synthesize an interface as a reduced modell®tgth of these sequences, hence the notion of “eventual”
a more complex system. The reduction process occurs Bfservability.
effectively combining states for which all input sequence
produce the same output sequences: examining the syste
behavior from the output, the two states appear to function Definition 2: A discrete event system immmediately ob-
in exactly the same way. For interfaces, combining statesrvableif the current state can be determined uniquely from
is a way to eliminate information unnecessary to the usethe current state output and either the last or next event.

Il. PROBLEM FORMULATION

1) For each paifq,0) € Q x %, if q1,¢2 € 6(q,0) with

q1 # q2, thenh(q1) # h(q2).
2) No two distinct stateg;, g2 have a common event se-

guence which can generate a common output sequence.

%.SCondition for immediate state observability



Output

First define the following sets: Sequence ﬁl
Q, = {g€Q|3yeY,y=nhq)} b case1 (1)%(4)%(3)
II = {{€Q|vgeQIoeV, ¢ =5(g0)} (1) — sate ) oo
]g — {q eqQ | Vq’ €Q,doc v, q’ — 5(q70')} <> a b) Sequence Q( ) q( ) Q( )

al )a

where @, is the set of all states whose outputise Y, a, Case 2 @i@i@

I7 is the set of all states reachable through an eveat¥ @v@ ouput  + | |

from anyq € @, and I is the set of all states which can b sequence D B A

reach any state’ € @ through an event € . Using this Fig. 1. Nondeterministic Fig. 2. Output and event sequences

notation, we state conditions for immediate observability discrete event systei@ showG is not immediately observable.
Proposition 1: The systemG = (Q, %, 0, Qo) is immedi-

ately observable if and only if the following conditions tol

(Vo,0" € U, Vy €Y): to be immediately observable, Conditions (1a), (2a), abil (2
1) (For initial state:yy, = h(qgo)) for all g0 € Qo must be true for all combinations of € ¥ andy € Y
a) h~'(yo) exists, (onlyQ,, available)\/ dictated by the transition functioh Without Condition (2a)

b) |Q,,NI%| =1 (Q,, and the next event available). we cannot determine the current state reached through the
‘ ‘ event whose output is the same as the previous output.
The complexity of the tests for immediate observability
depends on the number of outputs and events. For com-
pletely specified automata (in which is defined over all
: combinations of(q,0) € @ x X) with ny = |Y| outputs
/ b — ’ . .
d) |15 ﬁ Qy N Ly/| 1 (Qy, last, and next events andng = |¥| events at moshtyny intersections must be
avgllat?le). - . . evaluated. Incompletely specified automata (in whicls
e e, 0,0 r e il st Condin (1) dadorsome comiaions . 0.5 i equir
’ " uniquety aet U fewer intersections, depending on the relation
state output. If Condition (1b) is true, there is a uniquéahi E i i - .
xample: To illustrate Proposition 1, we consider a non-

itcaé;ter;mtrhthse ?huép-lﬁ]yﬁa?r;?a{??amgh dfahtir;\{?\gj en\_I/ o Jeterministic discrete event systef= (Q, 3,5, Q) where
urs. Thus, initi ! uniqu = {1,2,3,4}, ¥ = {a,b}, Qo = {1,4}, and the state

(i) Condition (2a) states that the unobservable events c " : . , Lo
. . nsition functiono i fin in Figure 1. W m
be detected and thus validates the assumption that both t ansition functiond Is defined as gure € assume

Ventsw = Y ={AB h
current state output and the last (or the next) event are ents {a, b} outputs {4, B}, and the output map

available to determine the current state. If Condition (2b§ is defined by:h(1) = n(4) = B andh(2) = h(3) = 4.

2) (For any statey = h(q) for all ¢ € Q and fori € N*
a) h(q(i—1)) # h(q(?)) if q(i) € 6(q(i—1),¢), and
b) |Q, NI =1 (Q, and last event available)/
c) |Q, NI =1 (Q, and next event available)/

. ) . hus, we have two observed sequences: the output sequences
is true, there is only one state which has the current sta d P N

e .
. hd the event sequences. Consider two state sequences shown

outputy and is reachable thro_ugh the last evert . Th.us_, in Figure 2. Start from the initial statg0): the only available

the cur rent state can be uniquely reconstructed. SImIIarI?ﬁformation is the outpuB3. Since both cases have the same

C0r|1d|_t|ons (chz) and (t2d()j_c?n beS_prOV((e:d. dition (1) is obvi output, we cannot identify the initial state. Let the stawvm

(only if) [proo_ y contradic lon] Since -on ition (1) is 0 V" to the next statey(1) through an observable eveat New

ous, we consider Condition (2) only. (i) Suppose Condltlo'?nformation available is the event and the current output

(2a) is not true. Since the event is unobservable, only thﬁ. Since both cases generate the same observed sequences,

current state output is available to determine the Cu”ew? still cannot distinguish the current state or the inisi@ite

state. However, more than one state has the same output. .
! . . iquely. Now, let the state again move to the next ,
Therefore, the current state cannot be uniquely determlne[q quely 9 Siée

o - ; ew information distinguishes the two cases: Although both
.Th.'s IS apontradlct|on to thelgssumptlon that t_he curr@ést cases show state output, in case 1 evenb is observed,
is immediately observable. (ii) Suppose Condition (2b)as n

true. Then, there is more than one state which has the curréan d in case 2 event is observed. Using the observability

output y and is reachable through the last evente ¥ .Co..dition o.f.Definition 1, we can uniquely recon_struct the
; ‘. initial conditions for both cases and thus determine all the
Therefore, the current state cannot be uniquely determlneq ¢ ta(2) uniauely for both cases. This svstem satisfies
This is a contradiction. Similarly, Conditions (2c) and X2dS ates up ta( ) quel! L ystem s
can be proved . Fhe ob§ervab|llty condition of Deﬂmpon 1, yet it is r_19t
) immediately observable. From Condition (2b) of Propositio
To test for immediate observability, choose the approeriatl, with Q4 = {2,3}, Qs = {1,4}, I/ = {1,2,4}, and
condition of Proposition 1 to test, depending on availablég = {1,3}, we obtainQ, NI/ = {2}, QAﬂIg = {3},
information. For the remainder of the paper, we conside®p (1] = {1,4}, andQBﬂIf = {1}. SinceQp N I{ is
only the case in which the current state output and the lasbt a singleton, the system is not immediately observalde an
occurring event are available. For this discrete eventesyst the states 1 and 4 are indistinguishable. m



B. Relationship to Eventual Observability which the interface is physically connected to the undedyi
Proposition 2: If a systemG is immediately observable, System, this would likely be the best solution, since the
then it is also eventually observable. user has an intuitive sense of the various interface modes.

Proof: In an immediately observable system, only ondlowever, in distributed systems, information about theesta
event (the last occurring event) and one output (the currefif the system Is depe_nden_t on _Out3|q|e lnf_ormat_|o_n. Given
output) are necessary to determine the current state. TR@Mmunication bandwidth limitations, in which minimizing
initial state can be uniquely determined from the imtiapnformapon passed to each of the distributed units is of the
state output. Thus an immediately observable system gulfilltmost importance, an outptitcan be used to determine the
the two conditions of Definition 1, and so is eventuallyMinimum of information which must be transferred in order

observable. a !0 be able to reconstruct the interface mode.
We repeat the following from [8], [9], [10], [11]: The conditions on a systend and its outputh for
Definition 3: Two modesg;,q; € Qsys are compatible immediate observability result in a minimal set of restaios

if 1) heys(qi) = hsys(q;), and 2) for all eventss € on h. We can then use these restrictions to determine the

VUgys possible from both modes, the two resulting modesutput of minimal cardinality which fulfills these conditis,
after the events is applied also have the same outputand guarantees immediate observability of the interface.
hsys(asys(qia U)) = hsys(ésys(qj7 U))
Definition 4: A set of modesS is compatible if and only Conditions (2a) and (2b) of Proposition 1 for immediate
if all possible pairs of modes il§ are compatible. observability result in the following constraints on thejmut:
Proposition 3: Given a deterministic automatah,, and e
an outputy, the minimal (or simply reduced), deteyrministic ¥p, g such thalp = q, h(a) # h(p) 2)
automatonG is eventually observable with respectito Vp,q €I CQ,  h(p) # h(q) 3)

Proof: By definition, compatible states are those whichergm condition (2a), we know the state outputs before and
have the property that no sequence of events will distifiQUiSyfter an unobservable event must be distinct. From Comditio
between them. The states of the reduced autom&tare  opy \ye know that the current state must be uniquely and
the largest sets of compatible states which produce the saijgyegiately determined from the last occurring event agd th
output sequence. The states Gf,s which have not been . . ont output. For a given set of statg and an outpu,
lumped together (distinct states 6f) can be distinguished nare must uniquely exist one state i with outputy. (If
after a finite number of steps, discounting loops. ®  more than one state maps to the same oupli! NQ,| > 1

i ) so the system cannot be immediately observable.) Therefore
C. Immediately Observable Output Synthesis none of the states ify can map to the same output: all states
Interfaces can be formed through state reduction [1]. Hown 7/ must have different outputs.
ever, there is often freedom in forming a reduced automaton
G from the underlying syster@,. A reduced or minimized = To make use of immediate observability constraints (3) and
model G can be formed by first identifying its mode3, (2), we define the following, based on [8], [9], [10], [11]:
through state reduction. The set of eventsGhis ¥ =
U, and the deterministic transition functighis defined ~ Definition 6: A pair of modes(¢;,q;) € @ x Q is
according to the event-successors of each transitieny ~ allowableif h(q;) = h(g;).
possible for each compatible. Recall that event-successer o ] )
defined by: DefInItI.OI’-] 7: A set of modesS s anallowable seif each
Definition 5: An event-successaof a compatiblec; = Mode pair inS is an allowable pair.

(1) (ni) ; ; ; ] ;
{a;”,..q; '} for a given event is a compatible”; which Definition 8: A set of modesS is a maximum allowable

; (1) (n:)
contains{d(g; *,0),...,0(¢; o)} . _ setif it is not contained in any other allowable set.
If more than one event-successor is possible for a given

evento, only one event-successor should be selected. In peginition 9: A set of allowablesI’ coversQ if and only

anticipation of the upcoming output synthesis, the event j; contains all elements of).

successor can be chosen to minimize constraints on that

output. For example, if we know; = C» and Cs is one Although we define the map such that it is many-to-

of multiple event-successors fer from another compatible one, and defined for alj € Q, we do not invoke closure

C3, we should choos€’s = Cs. conditions as they are invoked in the construction of a
We now want to determine how to choose the output fungeduced automaton from compatibles.

tion h such that(G, h) is immediately observable. There are

many possible choices; one option is the identity map. With We can determine the maximum allowable sets for a

y = q, (G, h) is immediately observable. For situations ingiven set of constraints through a merger table [11] for



Q = {Q1;(I27"' 7qn}

*

qz
q3 * *
: 4
dn—1 * * e * ( )
/qn * * . * *
qgq 492 - d4n-2 Qn-1 Fig. 3.  Five aircraft flying in formationqus. Each aircraft knows its

ppsition relatiye to a the lead aircraft (Aircraft 1) and conmeates with
We first enumerate all possible pairs (4), then mark pairdircraft 1, which issues control commands.

which are not allowable by X", as determined by each
If. (For I/ with n, elements, there are,(n, — 1)/2 . . .
constraints.) As opposed to the procedure used in [11], we c\fﬂth A _e {0, 1jmxna g?d v € {01} _the vector_of
not need to iterate (4) through the transition functionwe &l Possible allowables:;”, can be solved in polynomially
are constructing an output, rather than an automaton. (ThR@unded time [24]. For a fixed 4, the set-partitioning can
user will not interact directly with the minimized system.be ac.com'pllshed 0 (1.4 lognA)_ steps [24]_’ [25]. _
Rather, this output can be decoded so that the reduced mode_\'m“ke linear programs, there is no certificate of optimal-
(the interface) will be displayed to the user). ity; hoyvever all possible solutions, given a_fea5|ble se'F of

. _ o restrictionsAz = 1, can be enumerated. This computation

We determine the maximum allowables by examining th@ould likely be done off-line.

resultant table according to the same procedure as in [11]prgposition 4: Given a reduced modeli and a set of
to determine maximum compatibles. From the maximum, equality constraintsdz = 1 which enforce immediate
allowables, we now can create a list of all possible allo@ablopservability, the solutionz* to an integer program (6)
sets, which will also be the set of all possible outpugetermines the output map: Q — Y of minimal cardinality
mappings. For each maximum allowablg, enumerate all \yhich results in immediate observability {06, ).
the subsets of another maximum allowallg (so that each  specifies which allowables should be chosen to produce an
subset is counted only once). This results in a totah@f outputy” which is of minimal cardinalityn?, = 172* and
allowables, each of which is a potential output. We USich satisfies conditions of immediate observability foe t

integer programming to determine which outputs (allowablgaqyuced systeng with respect to the output map. This

output as well as guarantee immediate observability. For

each modey; € @, one allowable set which containg, IV. EXAMPLE: COORDINATED AIRCRAFT MANEUVERS
must be selected in the minimal output map. (Each mode _ o o _ _
must have exactly one output associated with it: the output We consider a distributed system with five formation-flying

ny variables, whereuy, is the number of allowables which Nonlinear aircraft dynamics, we assume that the aircraft ar

contaings. completely controllable, and therefore only consider itz
o (ne) relative position changes based on a known sequence of
At =1 (5)  desired formations for all five aircraft. While we assume for

. , ) ‘ . simplicity that each aircraft in the formation communicate
The @nary V?.r)'able?k represents thth aIIowapIe which only with the lead aircraft, other communication structure
containsg: ;" = 1if the allowable it represents is selected,might also be considered, such as one in which each aircraft
and 2/’ = 0 otherwise. There will be a total of such communicates only with its immediate neighbors [26].
constraints, one for each mode of the interface. This differ Figure 3 shows the five aircraft in their initial configu-
from the process of obtaining prime compatibles in that wegtion (modeg;’®), flying nominally at a constant velocity.
do not need to satisfy any closure conditions. Each aircraft knows its position relative to the lead aiftcra
To solve the problem of minimizing an interface we form(Aircraft 1), and all five aircraft travel nominally at therse
a set-partitioning problem, in which a set of stat@smust speed. Each aircraft receives its instructions from thel Ie_a
be partitioned subject to constraints (5) necessary toreafo aircraft, and does not have access to information regarding
immediate observability. These problems are, in genéfal, the other aircraft in formation. These instructions may be

complete. However, for this particular problem, events (i.e. ‘Change formation’) or outputs (i.e. ‘Maneuve
) - A). Only some of these events and outputs may affect a given
min 17z (6) aircraft in the formation (for example, perhaps ‘Maneuver A

subjectto Az =1 involves only the leading aircraft) — so an individual adrtr



may not need to know about every single event and output
that occurs in order to maintain its proper location in the
formation. Each aircraft only needs to know sequences of
events and outputs which will affect its position relative t
the lead aircraft.

The five aircraft maneuver according to the automaton
shown in Figure 4. Transitions between formations occur
based on simple, physically constrained trajectories: for
example, for aircraft to directly invert their “V” formatio
in modeg,”* to that ing5”® (when eventy, occurs), Aircraft
2 and 3 must move forward in the direction two grid
spaces, while Aircraft 4 and 5 move four grid spaces.
(Note that aircraft maintain the same orientation in the
direction for the entire automaton: 4-2-1-3-5.) In Figure 4 |,
all aircraft following Aircraft 1 are placed according toeih
position relative to the lead aircraft along @n y) coordinate
system (shown by a grid). However, some formations involve
separation of the five aircraft into either two or three goup
(see modesg;;”” and ¢g"*). Aircraft not following the lead
aircraft are not drawn on top of a grid: these aircraft mamta
their relative spacing to other aircraft in their group. For
example, in mode}**, while Aircraft 2 and 4 maintain their
positions relative to Aircraft 1, Aircraft 3 and 5 are separa
from the group and are following another mission in which
Aircraft 3 leads Aircraft 5.

For the remainder of the problem, we will focus on
observability from the point of view of Aircraft 2. Examirgn
Figure 4, Aircraft 2 must distinguish between four diffetren Sio. 4. The bosition of Alreraft 2 G is indicated by enclosing curve

i . o . . 4. iti i iGsys is indi i v
f(gigna:i/c;nséy:hese a:;g exempllfled k,)y :grmggogislnSQOdeﬁi?h diﬁerentthdings: all modes unsﬁadid ma(pgi“d,thye Iightesst !s;halilings
@ 4 ,q¢ . andgy . Formations ingy”, ¢7"", g5, 41h - maps toy;”*, the medium-shading maps #6°°, and the darkest shading
andq)" are essentially equivalent for Aircraft 2, so we mapmaps toys”".
them to the same outpuy’”. Similarly, {¢5**, ¢5*°, ¢}*°} —

i {0 — vy, and {¢g”"} — 3. Notice that in
¢z andgy”® Aircraft 2 leads Aircraft 4, and iy Aircraft

4 leads Aircraft 2.

However, this automaton has more information than Airgpyted systems [27]. To reduce those costs, we find the
craft 2 needs in order to maintain one of its four poyhinimal information to broadcast to each aircraft. To dehi
sitions relative to the lead aircraft. We reduce Figure ye synthesize an output which is minimal in cardinality, and
according to the four outputgy™, 7™, 15", 5" to find  which allows reconstruction of information in the reduced
the minimal information Aircraft 2 needs to distinguishmodel, Figure 5. The output is constructed as in Section IlI-
between in order to maintain its correct position in the from the conditions for immediate observability (@, #):
aircraft formation. This allows us to take advantage Ofye first find the maximum allowables and their subsets, and
situations in which Aircraft 2 may not need to changgnen solve an integer optimization to determine which set of

its relative position in two different formations, for exam gjjowables results in an output of minimal cardinality, jea
ple. Using state reduction techniques, we obtain the MiRy covering conditions.

imal model G for Aircraft 2. Its modes(@ are formed

by the mapping{¢s”, ¢;°} — a1, {5°, 43", 67"} — Assuming that the last event and the current output are
sys _Sys _sys Sys sys _sys sys X . .. .
@, {a7”,a7" a1} — a3 {ag 4,45 a1} — a4 accessible to the system, the following restrictions adise

sys _Sys

{6” ", dip - a7} — a5, {45} — g6 The aircraftmust o ¢ events:
be able to distinguish between the six modes shown in

Figure 5. For the pilot of Aircraft 2, this defines the pilot’s hg) # hlg) )
“interface”; this is the information about the underlyingefi h 2) Yon 4)
aircraft systentGsys which the pilot must have at his disposal. & &

Communication costs are often prohibitively high in dis-and the set of forward-eventg results in the following non-

h(gz) # h(gs)



Fig. 5. The minimal output: for the minimal modelG, which makes

(G, h) immediately observable for Aircraft 2.

singular sets and resultant output constraints:

h(q2) # h(g3) # h(gs)
h(qu) # h(qz) # h(gs)
h(q1) # h(ge)
h(qs) # h(gs)

The restrictions in equations (7) and (8) are indicated & th We have presented conditions for immediate observability,

I =
Ir. =
)
;o

I =

following table of allowable state pairs.

Allowable pairs of the reduced modé! are marked with (*),
unallowable pairs are indicated witkx). The maximum al-

{Q2,QS,Q5}
{1, 92,05}

{Q1,Q6}
{Q4,Q5}

=
=
=

=

g2 | X

gs | * X

Ga X

qs | X X X X

QG X * * * *
9 492 43 44 G5

8

©)

lowables ar€{(gs, ¢4, 46), (45, 96 ) (425 96), (a1, 43), (41, G4) }-
The elements
(€1, 22, X3, T4, T5, T6, T13, T14, L26, T34, L36, T46 L56, L346)
represent each maximum allowable and its subsets. Theust be able to reconstruct the minimal set of information
elementzr;; = 1 if the set containingy; and ¢; is selected, which makes up the agent’s user-interface. We determired th
and z;; = 0 if it is not. The covering constraints which minimal output map for which a specific aircraft, flying in a

constrain the minimization of 7'z are

of

the

binary

1+ 13+ 14

To + T26

T3 + 13 + T34 + T36 + 346
Tq+ T14 + T34 + Ty6 + T346

T5 + Ts6

Te + Toe + T36 + Tag + Tse + T346

A solution to integer program is;

vector

e e = T T S

(10)

Model State Event State Information
Information | Information Cardinality
Giys Qsys 22;’5 12
G Y Y, 4

TABLE I.  Comparison of information cardinality in original mebGyys
and reduced model (interfacé&j with synthesized output’.

1,z%,6 = 1 and all other elements af* equal to 0. This is
shown in Figure 5, withh(q1) := Y2, h(q2) := Y3, h(gs) :=

Yy, andh(qs) = h(qs) = h(gs) := Y1. While there are many
choices of outputs which would result in an immediately
observable system, this one is minimal in that it results
in an output of minimal cardinality. = 4. The output
broadcast to the aircraft is the minimum set of information
from which the aircraft can reconstruct its current state (o
the reduced model;y). Table | compares the quantities (as
determined by set cardinality) of information which must be
transmitted to Aircraft 2 using different model formulat®

In addition, the minimal model in Figure 5 has a fewer
number of issuing instructions (number of arcs) needed to
change formation than the original model in Figure 4, i.e.,
the frequency of communication required is reduced. While
there is a significant reduction in the amount of information
about the state which must be transmitted, the cardinality
of the event set is not necessarily reduced by this synthesis
technique. This is an area of future work.

V. CONCLUSION

a property for systems (such as user-interfaces) in which
immediatedetermination of the actual state of the system
is paramount. Our conditions for immediate observability
assume that the current state output as well as either the
last-occurring or next-occurring event (or both) are known
For the case in which the last event and the current output are
known, we used these conditions to synthesize a state‘outpu
map which guarantees immediate observability. This syn-
thesis draws from techniques in state reduction, and makes
use of integer optimization. We have applied this condition
and output synthesis to the problem of user-interface desig
for remote systems, in which high communication costs
inspire minimized information transfer. Each remote agent

five-aircraft formation, will be able to reconstruct infaaition
necessary for the pilot of a specific aircraft to maintain
proper formation. The state-related information which mus
be transmitted is significantly reduced through this sysithe
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