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#### Abstract

The recent global health crisis also known as the COVID-19 or coronavirus pandemic has attracted the researchers' attentions to a treatment approach called immune plasma or convalescent plasma once more again. The main idea lying behind the immune plasma treatment is transferring the antibody rich part of the blood taken from the patients who are recovered previously to the critical individuals and its efficiency has been proven by successfully using against great influenza of 1918, H1N1 flu, MERS, SARS and Ebola. In this study, we modeled the mentioned treatment approach and introduced a new meta-heuristic called Immune Plasma (IP) algorithm. The performance of the IP algorithm was investigated in detail and then compared with some of the classical and state-of-art meta-heuristics by solving a set of numerical benchmark problems. Moreover, the capabilities of the IP algorithm were also analyzed over complex engineering optimization problems related with the noise minimization of the electro-encephalography signal measurements. The results of the experimental studies showed that the IP algorithm is capable of obtaining better solutions for the vast majority of the test problems compared to other commonly used meta-heuristic algorithms.
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## I. INTRODUCTION

Real world problems or complex engineering designs usually require finding optimum values for hundreds or thousands of decision parameters. Even though there are special analytic methods for solving some of the mentioned optimization problems, they generally utilize from the gradient-derivative based calculations for determining the search direction and qualities of the final solutions change dramatically with chosen start point or points [1], [2]. In order to outcome the possible drawbacks stemmed from the existing workflow of the classical methods, researchers focused on new problem solving techniques and meta-heuristic algorithms were proposed as an alternative to them [3]-[5].

Each meta-heuristic algorithm tries to model a wellknown natural phenomena and applies its model for solving the optimization problems. By considering the natural phenomena that inspire researchers, meta-heuristics can be roughly classified into four groups named evolutionary algorithms, swarm-intelligence based algorithms, physic-based algorithms and human-based algorithms. Evolutionary algorithms are based on Darwin's theory of survival of the fittest and model common evolutionary mechanisms such as
mutation, crossover and selection. Genetic algorithm (GA) proposed by Holland is one of the most popular evolutionary algorithms [6]. Similar to GA, Differential Evolution (DE) algorithm [7], Evolutionary Strategies (ES) [8], BiogeographyBased Optimizer (BBO) [9] also model the well-known evolutionary mechanisms and they are other evolutionary algorithms.

Swarm-intelligence based meta-heuristics try to model intelligent behaviours of the social creatures such as birds, bats, cats, whales and some insects such as ants, bees, moths and grasshoppers. One of the most popular swarm-intelligence based meta-heuristics is Ant Colony Optimization (ACO) algorithm [10]. As its name implies, ACO algorithm is related with the ants and uses source finding and communication capabilities of them. Another important swarm-intelligence based algorithm was proposed by Eberhart and Kennedy and named as Particle Swarm Optimization (PSO) algorithm [11]. The PSO algorithm basically models the movements of the fish schooling and bird flocking. Yang and Deb proposed Cuckoo Search (CS) algorithm by guiding brood reproductive behaviours of cuckoo birds [12]. Yang also introduced a new swarm-intelligence based meta-heuristic called Firefly
algorithm for short FA [13]. FA mimics the flashing property of the fireflies used to manage communication. In another study, Yang investigated the advanced echolocation capability of bats that are only mammals with wings and Bat algorithm (BA) was developed [14]. A recent meta-heuristic proposed by Yang was called as Flower Pollination algorithm (FPA) or simply Flower algorithm that mimics the selfpollination and cross-pollination of flowers [15]. Experimental studies showed that FPA is more efficient than PSO and GA [15]. The foraging and communication characteristics of the honey bees become the source of inspiration for Karaboga and Artificial Bee Colony (ABC) algorithm was introduced [16]. Mirjalili et al. analyzed the leadership hierarchy and hunting behaviours of a special type of grey wolves and presented Grey Wolf Optimizer (GWO) algorithm [17]. The flying nature of the moths in night and navigation method of them were guided by Mirjalili and Moth-Flame Optimisation (MFO) algorithm was developed [18]. The meta-heuristic techniques introduced by Mirjalili are not limited with the GWO and MFO algorithms. Mirjalili has recently introduced Ant Lion Optimizer (ALO) algorithm that references complex hunting strategies of the antlions [19], Dragonfly algorithm (DA) that mimics the static and dynamic swarming behaviours of the dragonflies [20], Sine Cosine algorithm (SCA) using a mathematical model based on sine and cosine functions [21]. Mirjalili also directly contributed to the development of the Whale Optimization algorithm (WOA) [22], Multi-Verse Optimizer (MVO) [23], Grasshopper Optimisation algorithm (GOA) [24], Salp Swarm algorithm (SSA) [25], Harris Hawks Optimizer (HHO) algorithm [26], Marine Predator algorithm (MPA) [27] and Slime Mould algorithm (SMA) [28]. Chou et al. modeled the hunting, learning and terriority determining characteristics of the jaguars and proposed Jaguar algorithm for short JA [29]. The social relationship and collaborative behavior of the spotted hyenas gave inspiration to Dhiman and Kumar and they introduced Spotted Hyena Optimizer (SHO) [30]. Dhiman and Kumar also proposed Seagull Optimization algorithm (SOA) by guiding migration and attacking behaviors of a seagull [31]. Border Collie is one of the most smartest breeds of dogs and has unique herding style. By referencing the sheep herding styles of Border Collie dogs, Dutta et al. introduced Border Collie Optimization (BCO) algorithm [32].

The third group of the meta-heuristics rely on some of the well-known physical laws or the mechanisms that start and manage complex chemical reactions. Electromagnetismlike algorithm (EMA) inspired by the fundamental electromagnetism was introduced by Birbil and Fang [33]. The law of gravity was utilized by Rashedi et al. and Gravitational Search algorithm (GSA) was presented [34]. Central Force Optimization (CFO) was proposed by Formato with the guidance of gravitational kinematics [35]. Shah-Hosseini suggested Intelligent Water Drops (IWD) algorithm [36]. In IWD algorithm, movement of a water drop from one point of the river to another was referenced while searching the solutions of the problem [36]. Refraction and reflection of light
rays were modeled in the Light Ray Optimization (LRO) [37]. Snell's law that describes the relationship between the angles of the incident and reflected rays were referenced in the Ray Optimization (RO) algorithm [37]. Cuevas et al. used physical principles of the thermal-energy motion mechanism and proposed States of Matter Search (SMS) algorithm [38]. The nuclear collision reactions including scattering and absorption were used by Wagner et al. and Particle Collision algorithm (PCA) was proposed [39]. The push and pull forces of positive and negative ions gave inspiration to Javidy et al. and Ions Motion algorithm (IMO) was introduced [40]. The final group of meta-heuristics imitates the human behaviours or operations to do with the being human. Tabu Search (TS) algorithm by Glover is one of the most famous human-based meta-heuristics [41]. It was designed to prevent the search mechanics from the local minimas stored in a tabu list or memory. Kumar et al. introduced Socio Evolution Learning Optimization (SELO) algorithm by analyzing how humans organized as families effect other individuals and trigger a social learning process [42]. The teaching and learning order in a classroom was investigated by Rao et al. and Teaching Learning Based Optimization (TLBO) algorithm was proposed [43].

When the short story of the meta-heuristics given above is investigated, it might be thought that existing algorithms are enough and there is no need for a new meta-heuristic technique. However, No-Free-Lunch (NFL) theorem states that each meta-heuristic algorithm has different capabilities and a single algorithm for solving all optimization problems with the highest efficiency does not exist [5]. As an expected result of this situation, designing new meta-heuristic algorithm after analyzing work-flow of an intelligent organizations of nature still protects its importance for further advances in computer, information and other engineering disciplines. In this study, a new meta-heuristic algorithm named as Immune Plasma (IP) algorithm was introduced. The IP algorithm is the first meta-heuristic technique that is based on a treatment method known as immune plasma or convalescent plasma. Experimental studies carried out with a set of different optimization problems showed that IP algorithm is capable of obtaining better solutions for most of the problems compared to the other meta-heuristics. The rest of the paper is organized as follows: The background of the immune plasma technique and how its fundamental operations are guided for describing steps of the IP algorithm are given in Section II. The results of the experiments and comparative studies are presented in Section III. Finally, conclusion and possible future works with the IP algorithm are summarized in Section IV.

## II. IMMUNE PLASMA ALGORITHM

An antigen can be described as a foreign invader such as parasite, fungi, bacteria or virus or a part of these creatures that can cause an infection in the host [44]-[46]. When an infection is triggered by the related antigens, the immune system starts a set of complex defence procedures to seek out and destroy them with the help of the lymphoid organs
that are responsible for producing and maturing lymphocytes such as T and B lymphocytes [44]-[46]. The T and B lymphocytes or cells play key roles in the adaptive immune response of the whole system and immune memory of the host. Both T and B lymphocytes are produced in the bone marrow. However, while the T cells mature in the thymus and T stands for thymus, the B cells continue maturing in the bone marrows [44]-[46]. The B cells are equipped with $B$ cell receptors on their membrane and can bind to specific antigen with these receptors [44]-[46]. When the B lymphocyte binds to a specific antigen, it calls upon a kind of T cells named as helper T cell or Th cell. The helper T cell secretes chemicals known as interleukins and interferons near to the B lymphocytes. These secretions allow the B lymphocytes to multiply. Moreover, they mature the $B$ cells into plasma cells [44]-[46]. The Fig. 1 illustrates how a B cell binds to a specific antigen and matures into plasma cell with the help of Th cell.


FIGURE 1. The relationship between $B, T$ and plasma cells

Plasma cells contribute to the defence by producing antibodies that are also called immunoglobulins for short Igs [44]-[46]. Antibodies are actually proteins and each antibody consists of two heavy and two light polypeptide chains. The heavy and light chains connect via covalent bonds and they form a Y-shaped structure [44]-[46]. The chains of an antibody contain constant and variable regions. The constant regions are responsible for binding other structures such as the membranes of the different immune system cells. The variable regions are designed with a specific set of amino acids and help to bind particular antigens for which the antibodies are build [44]-[46]. The constant and variable regions of two hypothetical antibodies and how they bind to their specific antigens are depicted in the Fig. 2.

Each plasma cell is programmed to synthesize one specific antibody and antibodies visible in the blood or seen on the membranes of the immune system cells. In either existence form, they contribute the defence mechanism for the several scenarios given below:

- When a free-floating antibody determines and binds to its particular antigen, a virus can lose its capabilities that


FIGURE 2. Structure of an antibody and connection with an antigen
manage the virus binding operations on the receptors of the healthy cells.

- The antibodies can label particular antigens or infected cells for the other immune system cells that can destroy them.
- The antibodies and their particular antigens can be aggregated to form insoluble antibody-antigen complex and inactivate the functionalities of pathogens.
The antibody response of the immune system to an antigen never seen before is given within a few weeks [44]-[46]. After an infection begins, the level of specific antibodies rises slowly and reaches to a peak around ten days and decreases with time. However, the level of these specific antibodies is not low as in the initial state of the infection and the immune system produces a huge volume of higher avidity antigens between one or three days for the subsequent challenges with the same antigen [44]-[46]. As stated earlier, the plasma cells produce antibodies and secrete them into the bloodstream. However, some individuals with the weak immune systems or immune system diseases are not capable of producing sufficient amounts of antibodies [44]-[46]. For the infected individuals, the blood or antigen rich part of it called plasma from patients who have recovered for the same infection can be used as a valuable source and a treatment method known as the convalescent plasma or immune plasma has been introduced and tested successfully for a wide variety of diseases [47]-[49]. The strong and biologically evident ideas lying behind the immune plasma treatment guide designing a completely new meta-heuristic named as IP algorithm. In the IP algorithm, while each individual in the population indicates a possible solution of the problem being optimized, immune response of an individual represents the quality of the corresponding solution. The defence operations managed by the immune system for maturing the B cells and producing
specific antibodies of the antigen at the beginning of the infection directly contribute to the exploration or diversification characteristic of the IP algorithm. Moreover, determining the individual or individuals recovered shortly after from an infection and transferring the plasma or plasmas to the critical individual or individuals with the same infection maintain a steady exploitation or intensification in the IP algorithm. For understanding the general concept of the IP algorithm, The Fig. 3 should be investigated.


## A. GENERATING INITIAL INDIVIDUALS

As stated earlier, each individual of the IP algorithm corresponds to the possible solution of the problem being considered. Assume that there are $D$ different decision parameters of the considered optimization problem, the $k t h$ individual of the population of size $P S$ showed by the $x_{k}$ can be generated with the Eq. (1). In Eq. (1), $x_{k j}$ is matched with the $j t h$ decision parameter of the $x_{k}$. Also, $x_{j}^{l o w}$ and $x_{j}^{h i g h}$ are lower and upper bounds of the $j$ th parameter, respectively. Finally, $\operatorname{rand}(0,1)$ is a randomly determined number between 0 and +1 .

$$
\begin{gather*}
x_{k j}=x_{j}^{l o w}+\operatorname{rand}(0,1)\left(x_{j}^{\text {high }}-x_{j}^{\text {low }}\right)  \tag{1}\\
k=\{1,2, \ldots, P S\} \text { and } j=\{1,2, \ldots, D\}
\end{gather*}
$$

## B. INFECTION SPREADING AND IMMUNE SYSTEM RESPONSE

A small portion of infected individuals can effect the whole population. The secretions of the infectious individuals carry the antigens. When the secretions of an infectious individual enter the body of another individual, the immune system of the new host gives a specific response to protect the host against an infection. For modeling how the secretions of an individual suffering from a possible infection effects another individual and trigger the immune system to generate a specific response, the Eq. (2) given below is used by the IP algorithm. In Eq. (2), $x_{k j}$ is the randomly determined $j t h$ parameter of the $x_{k}$ individual being infected and $x_{k j}^{i n f}$ is the newly calculated $j t h$ parameter of the $x_{k}^{i n f}$ that is used on behalf of the infectious $x_{k}$ individual. The $x_{m j}$ is also the $j t h$ parameter of the previously infected and randomly selected $x_{m}$ individual.

$$
\begin{gather*}
x_{k j}^{i n f}=x_{k j}+\operatorname{rand}(-1,+1)\left(x_{k j}-x_{m j}\right)  \tag{2}\\
k=\{1,2, \ldots, P S\} \text { and } m=\{1,2, \ldots, P S\}-\{k\}
\end{gather*}
$$

If the immune system response of the infectious $x_{k}$ individual is initiated quickly and the amount of specialized antibodies is increased substantially, it is said that the immune system of the $x_{k}$ individual recognizes the antigens and immune system memory is updated for the subsequent encounter of the same pathogens-antigens or their mutants. In IP algorithm, the amount of specific antibodies of an individual is directly related with the objective function value calculated for the same individual. Assume that $f$ is the
objective function of the optimization problem being considered and $x_{k}$ is the $k t h$ individual of the population of size $P S$. When the $x_{k}^{i n f}$ and its objective function value showed by $f\left(x_{k}^{i n f}\right)$ is better than the objective function value of the $x_{k}$ showed by $f\left(x_{k}\right)$, the $j$ th parameter of the $x_{k}$ is set to $x_{k j}^{i n f}$. Otherwise, the $j$ th parameter of the $x_{k}$ individual remains without change as in the Eq. (3) for a minimization problem.

$$
x_{k j}=\left\{\begin{array}{cl}
x_{k j}^{i n f} ; & \text { if } f\left(x_{k j}^{i n f}\right)<f\left(x_{k}\right)  \tag{3}\\
x_{k j} ; & \text { if } f\left(x_{k j}^{i n f}\right) \geq f\left(x_{k}\right)
\end{array}\right\}
$$

## C. PLASMA EXTRACTION AND TRANSFER

The immune system responses of the individuals to an infection can be vary in one individual to another. While some of the infected individuals require intense care, some of the individuals in the same infected population recover more quickly without complex treatments and they can contribute to the treatment processes of the emerging patient or patients. One of the ways in which recovered individuals contribute to the treatment of the emerging patients is the method known as the convalescent plasma or immune plasma. The immune plasma method mainly depends on transferring antibodies from the blood of the recovered individuals into the critical patients. In the IP algorithm, plasma transfer operations are started by determining number of donors $(N o D)$ and number of receivers $(N o R)$. After determining $N o D$ and NoR, IP algorithm decides which individuals should be donors and which individuals should be receivers. While the donor individuals are determined as the best $N o D$ individual or individuals of the populations of size $P S$, the receiver individuals are determined as the worst $N o R$ individual or individuals in the same population. Assume that $x_{k}^{r c v}$ is the $k t h$ receiver individual and $x_{m}^{d n r}$ is the randomly determined donor individual. For modeling the plasma transfer from the $x_{m}^{d n r}$ individual to the $x_{k}^{r c v}$ receiver individual, the IP algorithm uses the Eq. (4) given below.

$$
\begin{gather*}
x_{k j}^{r c v-p}=x_{k j}^{r c v}+\operatorname{rand}(-1,+1)\left(x_{k j}^{r c v}-x_{m j}^{d n r}\right)  \tag{4}\\
j=\{1,2, \ldots, D\}
\end{gather*}
$$

In Eq. (4), $x_{k}^{r c v-p}$ individual represents the $x_{k}^{r c v}$ after plasma treatment and $x_{k j}^{r c v-p}$ is matched with the $j$ th parameter of the $x_{k}^{r c v-p}$ individual. If the immune system response of the $x_{k}^{r c v}$ individual after one dose plasma showed by $f\left(x_{k}^{r c v-p}\right)$ is better than the immune system response of the donor individual showed by $f\left(x_{m}^{d n r}\right)$, the $x_{k}^{r c v}$ individual is updated with the $x_{k}^{r c v-p}$ and plasma treatment for $x_{k}^{r c v}$ continues with the $x_{m}^{d n r}$ donor individual. When the decision mechanism that is used to update $x_{k}^{r c v}$ with $x_{k}^{r c v-p}$ is investigated, it is clearly seen that $x_{k}^{r c v-p}$ must be better than $x_{m}^{d n r}$ and intrinsically better than $x_{k}^{r c v}$. The idea lying behind executing this kind of comparative mechanism is to provide a clear vision about the efficiency of the plasma treatment for the $x_{k}^{r c v}$ and possible usage of the next dose of plasma. If the first dose of the plasma significantly contributes to the


FIGURE 3. General concept of the IP algorithm
$x_{k}^{r c v}$ and immune response of the $x_{k}^{r c v}$ after plasma treatment becomes better than the immune response of the $x_{m}^{d n r}$ donor individual, it is assumed that the $x_{k}^{r c v}$ receiver is now capable of resisting the infection similar to the $x_{m}^{d n r}$ donor and the plasma treatment should be continued. For the subsequent plasma dose, if the immune response of the $x_{k}^{r c v}$ individual after new dose showed by $f\left(x_{k}^{r c v-p}\right)$ is better than the immune system response of the receiver individual showed by $f\left(x_{k}^{r c v}\right)$, the $x_{k}^{r c v}$ individual is updated with the $x_{k}^{r c v-p}$ and plasma treatment of $x_{k}^{r c v}$ continues with the $x_{m}^{d n r}$ donor individual. Because of the reason that new $x_{k}^{r c v}$ is already better than the $x_{m}^{d n r}$ if the first dose of the plasma successes, the decision whether the plasma treatment continues with the next dose or not is made by simply comparing $f\left(x_{k}^{r c v}\right)$ and $f\left(x_{k}^{r c v-p}\right)$ values.

The plasma treatment should be completed at a time after controlling its efficiency on the selected patient. If the immune system response of the $x_{k}^{r c v}$ for the first dose of plasma is not better than the immune system response of the $x_{m}^{d n r}$, the $x_{k}^{r c v}$ receiver is simply strengthen by changing its parameters with the corresponding parameters of the $x_{m}^{d n r}$ donor individual to guarantee that one dose plasma is transferred and then plasma treatment is completed. If it is understood that the plasma treatment will be completed after the second or subsequent doses, there is no need to update the $x_{k}^{r c v}$ receiver with the information of the $x_{m}^{d n r}$ because of the contribution of the first plasma dose on the $x_{k}^{r c v}$. The Alg. (1) describes in detail how the mentioned treatment strategy is executed in the IP algorithm.

The immune response or antibody level of an individual

```
Algorithm 1 Plasma transfer operations in the IP algorithm
//Plasma transfer for critical individuals
doseControl \([1 \ldots N o R] \leftarrow\) set each element to 1
dIndexes \([1 \ldots N o D] \leftarrow\) get the indexes of the donors
\(r\) Indexes \([1 \ldots N o R] \leftarrow\) get the indexes of the receivers
treatmentControl \([1 \ldots N o R] \leftarrow\) set each element to 1
    for \(i \leftarrow 1 \ldots N o R\) do
        \(k \leftarrow\) rIndexes \([i]\) and \(m \leftarrow\) a random element from dIndexes
        \(x_{k}^{r c v}, x_{m}^{d n r} \leftarrow\) get the \(k t h\) and \(m t h\) individuals from the population
        while treatmentControl \([i]==1\) do
            if \(t_{c r}<t_{\max }\) then
                \(t_{c r} \leftarrow t_{c r}+1\) and \(x_{k}^{r c v-p} \leftarrow\) plasma treatment to \(x_{k}^{r c v}\) with \(x_{m}^{d n r}\) using Eq. (4)
                    if doseControl \([i]==1\) then
                        if \(f\left(x_{k}^{r c v-p}\right)<f\left(x_{m}^{d n r}\right)\) then
                        doseControl \([i] \leftarrow\) doseControl \([i]+1\) and update \(x_{k}^{r c v}\) with \(x_{k}^{r c v-p}\)
                        else
                        Update \(x_{k}^{r c v}\) with \(x_{m}^{d n r}\)
                        Set treatmentControl \([i]\) to 0 for completing transfer
            end if
            else \(i f\left(x_{k}^{r c v-p}\right)<f\left(x_{k}^{r c v}\right)\) then
                        Update \(x_{k}^{r c v}\) with \(x_{k}^{r c v-p}\)
                        else
                    end if
                end if
                Update \(x_{\text {best }}\) with \(x_{k}^{r c v}\) if \(f\left(x_{k}^{r c v}\right)<f\left(x_{\text {best }}\right)\)
        end if
    end whil
    end for
```

who recovered and contributed to the treatment processes of the emerging patient or patients as plasma donor changes as time goes by. With the completion of the plasma treatment, IP algorithm applies a controlled-randomize procedure for changing the previously determined donor individual or individuals. If the random number generated between 0 and +1 is less than the ratio between current fitness evaluation $\left(t_{c r}\right)$ and predetermined maximum fitness evaluations $\left(t_{\max }\right)$, each parameter of the $x_{m}^{d n r}$ individual or solution is modified by guiding the previously assigned values of them as described
in Eq. (5). When the approach modeled for updating donor individual or individuals is analyzed, it is clearly seen that the probability of protecting antibody composition of a donor individual is increased with the subsequent evaluations. By executing this kind of mechanism, a donor individual can get a chance of strengthening the immune system memory for the same or similar infections. However, if the random number generated between 0 and +1 is higher than the $t_{c r} / t_{\text {max }}$, it is assumed that the immune system response of the individual helped critical patient or patients as donor is strong but not enough to obtain stationary antibody memory for the current antigen and its parameters are re-initialized with the Eq. (1).

$$
\begin{equation*}
x_{m j}^{d n r}=x_{m j}^{d n r}+\operatorname{rand}(-1,+1) x_{m j}^{d n r} \tag{5}
\end{equation*}
$$

For summarizing how IP algorithm generates initial individuals, manages distribution of infection, determines immune responses, selects donor and receiver individuals, uses plasmas for the receivers and finally updates donors, the detailed pseudo-code given in the Alg. (2) should be investigated. The infection distribution (lines between 6 and 14 in the pseudo-code of Alg. (2)) is the stage that maintains the diversification or exploration property of the IP algorithm. As mentioned before, the individuals of the population correspond to the possible solutions of IP algorithm. In the infection distribution, each individual is infected with a randomly selected individual. In other words, a candidate solution is generated at the neighborhood of each individual and problem space gets a chance of searching. The plasma transfer between donor and receiver individuals (lines between 16 and 44 in the pseudo-code of Alg. (2)) helps the exploitation or intensification operations. Especially, when a receiver is treated with the same plasma, the neighborhood of the solution represented with that receiver is searched more sensitively. The donor update (lines between 46 and 57 in the pseudo-code of Alg. (2)) is a stage that contributes both exploitation and exploration properties of the IP algorithm. At this state, a donor can be changed completely and a new region in the search space is discovered. In addition to this, a donor can be modified slightly and the neighborhood of the solution represented with this donor is searched more sensitively.

When the detailed pseudo-code of the IP algorithm given in the Alg. (2) is controlled, it is clearly seen that the number of evaluations or number of calls to calculate objective function values per cycle-iteration can vary. If the first dose of the plasma significantly contributes to the treatment of a patient, the subsequent dose is prepared and plasma transfer continues. Even though the number of evaluations per cycle changes in the IP algorithm, it does not cause a problem for the fair comparison with other meta-heuristics. For a fair comparison between meta-heuristics, the value of maximum evaluations abbreviated as $t_{\text {max }}$ in the Alg. (2) is determined first and then competitor meta-heuristics are terminated when they reach to the predetermined $t_{\max }$. Assuming that the IP algorithm is used for solving a $D$-dimensional problem
requiring calculation of an objective function with the complexity of $O(D)$, the running time of the IP algorithm is found equal to $O\left(t_{\max } \times D\right)$.

```
Algorithm 2 Fundamental steps of the IP algorithm
    : Assign values to \(P S, D, N \circ D\) and \(N o R\) control parameters.
    Set \(x_{\text {best }}\) as the best individual of the \(P S\) individuals.
    Select \(t_{\text {max }}\) and set \(t_{c r}\) to \(P S\).
    Select \(t_{m a x}\) and set \(t_{c r}\)
while \(t_{c r}<t_{\text {max }}\) do
    while \(t_{c r}<t_{\text {max }}\) do
/Infection distribution
        for \(k \leftarrow 1 \ldots P S\) do
        \(\begin{aligned} \text { or } k_{c r} & <t_{\text {max }} \text { then }\end{aligned}\)
            \(t_{c r} \leftarrow t_{c r}+1\) and \(x_{k}^{i n f} \leftarrow\) infect \(x_{k}\) with \(x_{m}\) using Eq. (2)
            if \(f\left(x_{k}^{i n f}\right)<f\left(x_{k}\right)\) then
                    Update \(x_{k}\) with \(x_{k}^{i n f}\) as described in Eq. (3)
                    Update \(x_{\text {best }}\) with \(x_{k}\) if \(f\left(x_{k}\right)<f\left(x_{\text {best }}\right)\)
            end if
        end if
        end for
        //Plasma transfer for critical individuals
        doseControl \([1 \ldots N o R] \leftarrow\) set each element to 1
        dIndexes \([1 \ldots N o D] \leftarrow\) get the indexes of the donors
        rIndexes \([1 \ldots N o R] \leftarrow\) get the indexes of the receivers
        treatmentControl \([1 \ldots N o R] \leftarrow\) set each element to 1
        for \(i \leftarrow 1 \ldots N o R\) do
            \(k \leftarrow r I n d e x e s[i]\) and \(m \leftarrow\) a random element from dIndexes
            \(x_{k}^{r c v}, x_{m}^{d n r} \leftarrow\) get the \(k t h\) and \(m t h\) individuals from the population
            while treatmentControl \([i]==1\) do
                if \(t_{c r}<t_{\max }\) then
                    \(t_{c r} \leftarrow t_{c r}+1\) and \(x_{k}^{r c v-p} \leftarrow\) plasma treatment to \(x_{k}^{r c v}\) with \(x_{m}^{d n r}\) using Eq. (4)
                    if doseControl \([i]==1\) then
                        if \(f\left(x_{k}^{r c v-p}\right)<f\left(x_{m}^{d n r}\right)\) then
                        doseControl \([i] \underset{r c v}{\leftarrow}\) doseControl \([i]+1\)
                        Update \(x_{k}^{r c v}\) with \(x_{k}^{r c v-p}\)
                        else
                        Update \(x_{k}^{r c v}\) with \(x_{m}^{d n r}\)
                        Set treatmentControl \([i]\) to 0 for completing transfer
                        end if
                    else if \(f\left(x_{k}^{r c v-p}\right)<f\left(x_{k}^{r c v}\right)\) then
                        Update \(x_{k}^{r c v}\) with \(x_{k}^{r c v-p}\)
                        else
                        Set treatmentControl \([i]\) to 0 for completing transfer
                                end if
nd
                        end if
Update \(x_{\text {best }}\) with \(x_{k}^{r c v}\) if \(f\left(x_{k}^{r c v}\right)<f\left(x_{b e s t}\right)\),
            end if
        end while
        end for
        //Donor update
        for \(i \leftarrow 1 \ldots N o D\) do
            if \(t_{c r}<t_{\text {max }}\) then
            \(t_{c r}<t_{m a x}\) then
            \(t_{c r_{n}} \leftarrow t_{c r}+1\) and \(m \leftarrow d\) Indexes \([i]\)
\(x_{m}^{d_{n}} \leftarrow\) get the \(m t h\) individual from the population
            \(x_{m}^{d n r} \leftarrow\) get the \(m t h\) individual from the population
            if \(\left(t_{c r} / t_{\max _{n r}}\right)<\operatorname{rand}(0,1)\) then
                Update \(x_{m}^{d n}\) using Eq. (5)
            else
                        Update \(x_{m}^{d n r}\) using Eq. (1)
            end if
Update \(x_{\text {best }}\) with the \(x_{m}^{d n r}\) if \(f\left(x_{m}^{d n r}\right)<f\left(x_{\text {best }}\right)\)
        end if
    end for
    end for
end while
```

The calculation of the running time of the IP algorithm in terms of maximum evaluation numbers and cost of objective function simplifies a generalized comparison with other meta-heuristics. However, the effect of the interior operations carried out in the infection distribution, plasma transfer and donor update should also be taken into account and included in the calculation of the running time of the IP algorithm. When the IP algorithm with the $P S$ individuals is used to solve $D$-dimensional problem of $O(D)$, the computational complexity of the infection distribution is found $O(P S \times D)$. For determining receiver and donor individuals, the IP algorithm utilizes from a sorting algorithm for which its computational complexity is $O(P S \times \log P S)$. After determining receiver and donor individuals, the computational complexity of giving one dose plasma for each of the $N o R$ receivers and updating $N o D$ donors is found $O(P S \times \log P S+N o R \times$ $D+N o D \times D)$. By considering the special requirements
of different operations, the overall computational complexity of the IP algorithm for a cycle or iteration is defined as $O(P S \times \log P S+D \times(P S+N o R+N o D))$.

## III. EXPERIMENTAL STUDIES

In order to analyze the solving capabilities of the IP algorithm on different scenarios, the whole experimental studies were divided into four parts ${ }^{1}$. In the first part of the experimental studies, IP algorithm was tested on solving 30 -dimensional benchmark problems by assigning different values to the $P S$, $N o R$ and $N o D$ control parameters. The results of the IP algorithm were also compared with the results of the PSO [11], DE [7], RCBBO [9], CS [12], FA [13], GSA [34], ABC [16] and AMO [50] algorithms. The second part of the experimental studies was devoted to the performance investigation of the IP algorithm on high-dimensional problems. The benchmark problems including 100 and 200 parameters were solved by the IP algorithm and its results were compared with the PSO [11], GSA [34], BA [14], FPA [15], SMS [38], FA [13], GA [6], MFO [18] and ALO [19] algorithms. In the third part of the experimental studies, ten bound constrained, single-objective and computationally expensive benchmark functions first presented at the CEC 2015 were solved with the IP algorithm. The results of the IP algorithm for CEC 2015 benchmark functions were compared with the results of the SOA [31], SHO [30], GWO [17], PSO [11], MFO [18], MVO [23], SCA [21], GSA [34], GA [6] and DE [7]. Finally, in the fourth part of the experimental studies, a complex engineering problem that depends on decomposing EEG signal into noise and noise-free parts was solved with the IP algorithm and its results were compared with the results of the GA [6], PSO [11], DE [7], ABC [16], GSA [34], MFO [18], SCA [21] and SSA [25].

## A. SOLVING CLASSICAL BENCHMARK PROBLEMS WITH IP ALGORITHM

The experimental studies in this subsection is related to the analysis of the IP algorithm over the 30 dimensional classical benchmark functions. Formulations, lower and upper bounds of these functions are summarized in the Table 1. For the benchmark functions given in the Table 1 except the $f_{8}$, the global minimum value is zero. Only for the $f_{8}$ function, the global minimum value is equal to $-D \times 418.98$ where $D$ shows the number of parameters. In the experiments, the population size of the IP algorithm is set to 30 . In order to understand that how the performance of the IP algorithm changes with the different values of the $N o R$ and $N o D$ parameters, nine different combinations are used. The total evaluation number is set to 150,000 for the $f_{1}, f_{6}, f_{10}, f_{12}$ and $f_{13}$ functions, 200,000 for the $f_{2}$ and $f_{11}$ functions, 300,000 for the $f_{7}, f_{8}$ and $f_{9}$ functions. Finally, the total evaluation number is set to 500,000 for the $f_{3}, f_{4}$ and $f_{5}$ functions. For each benchmark function, 30 independent runs with random seeds are carried out. The mean best objective

[^0]function values and standard deviations are recorded and summarized in the Table 2.

The results given in the Table 2 give important information about the appropriate $N o R$ and $N o D$ combination of the IP algorithm. While the IP algorithm is capable of obtaining global best solutions of the $f_{6}, f_{9}, f_{10}$ and $f_{11}$ functions for all of the nine $N o R$ and $N o D$ combinations, more qualified solutions of the $f_{1}, f_{2}, f_{3}, f_{4}, f_{5}, f_{7}, f_{8}, f_{12}$ and $f_{13}$ functions can be found by the IP algorithm with the subtly determined $N o R$ and $N o D$ parameters. For $f_{5}, f_{8}$, $f_{12}$ and $f_{13}$ functions, IP algorithm shows better performance by setting both $N o R$ and $N o D$ parameters to their smallest value compared to the other parameter configurations. For $f_{1}$ function, if there is more than one receiver in other words the $N o R$ is bigger than 1 , the $N o D$ parameter should be chosen equal or bigger than the $N o R$ parameter. Similar generalizations can also be made about the $f_{3}$ function by considering the obtained results. For this benchmark function, the IP algorithm should set the $N o D$ parameter higher than the $N o R$ parameter. Finally, for the $f_{2}$ and $f_{4}$ functions, the IP algorithm produce better results by setting the $N o R$ and $N o D$ to 2 or 3 when compared to the other $N o R$ and $N o D$ configurations.

The values assigned to the $N o R$ and $N o D$ parameters of the IP algorithm have an impact on the convergence performance of it. For providing a visual representation about the convergence characteristics of the IP algorithm with varying $N o R$ and $N o D$ parameters, some curves are plotted and illustrated in the Fig. 4 and Fig. 5. In the Fig. 4, the NoR parameter is set to a fixed value while the $N o D$ parameter is changed. In the Fig. 5, the $N o R$ parameter is changed while the $N o D$ parameter is set to a fixed value. The curves of the figures help to make a rough generalization about that the IP algorithm converges more quickly when the $N o D$ parameter is chosen equal or less than the $N o R$ parameter. As mentioned before, the IP algorithm supports the a receiver with the plasma of the selected donor. If most of the receivers are supported with the plasma taken from the same donor, the neighborhood of the solution represented with the selected donor is examined continuously and the convergence speed of the IP algorithm is accelerate intrinsically. Even though there are more than one donor with the condition that number of donors is equal or less than the number of receivers, examining donors with the similar qualities still contributes to the performance of the IP algorithm. However, it should be noticed that the convergence speed accelerated at the initial cycles with the usage of small $N o D$ parameter can cause trapping local optimums especially for the problems in which there are local optimums relatively close to the global optimum or optimums.

In order to analyze how the qualities of the final solutions of the IP algorithm change with the increased population sizes, two different values including 50 and 100 are assigned to the $P S$ and the benchmark functions given in the Table 1 are solved again. The total evaluation number is set to 150,000 for the $f_{1}, f_{6}, f_{10}, f_{12}$ and $f_{13}$ functions, 200, 000

TABLE 1. Classical benchmark functions used in experiments

| Name | Range | Formulation |
| :---: | :---: | :---: |
| Sphere | [-100, 100] | $f_{1}(\vec{x})=\sum_{i=1}^{D}\left(x_{i}^{2}\right)$ |
| Schwefel2.22 | [-10, 10] | $f_{2}(\vec{x})=\sum_{i=1}^{D}\left\|x_{i}\right\|+\prod_{i=1}^{D}\left\|x_{i}\right\|$ |
| Schwefel1.2 | [-100, 100] | $f_{3}(\vec{x})=\sum_{i=1}^{D} \sum_{j=1}^{i} x_{j}$ |
| Schwefel1.2 | [-100, 100] | $f_{4}(\vec{x})=\max _{i}\left(\left\|x_{i}\right\|, 1 \leq i \leq D\right)$ |
| Rosenbrock | [-30, 30] | $f_{5}(\vec{x})=\sum_{i=1}^{D-1}\left(100\left(x_{i+1}-x_{i}^{2}\right)^{2}+\left(x_{i}-1\right)^{2}\right)$ |
| Step | [-100, 100] | $f_{6}(\vec{x})=\sum_{i=1}^{D}\left(\left\lfloor x_{i}+0.5\right\rfloor\right)^{2}$ |
| Random | [-1.28, 1.28] | $f_{7}(\vec{x})=\sum_{i=1}^{D}\left(i x_{i}^{4}\right)+$ random $[0,1)$ |
| Schwefel | [-500, 500] | $f_{8}(\vec{x})=\sum_{i=1}^{D}\left(-x_{i} \sin \left(\sqrt{\left\|x_{i}\right\|}\right)\right)$ |
| Rastrigin | [-5.12, 5.12] | $f_{9}(\vec{x})=\sum_{i=1}^{D}\left(x_{i}^{2}-10 \cos \left(2 \pi x_{i}\right)+10\right)$ |
| Ackley | [-32, 32] | $f_{10}(\vec{x})=20+e-20 \exp \left(-0.2 \sqrt{\frac{1}{D} \sum_{i=1}^{D} x_{i}^{2}}\right)-\exp \left(\frac{1}{D} \sum_{i=1}^{D} \cos \left(2 \pi x_{i}\right)\right)$ |
| Griewank | [-600, 600] | $f_{11}(\vec{x})=\frac{1}{4000}\left(\sum_{i=1}^{D} x_{i}^{2},\right)-\left(\prod_{i=1}^{D} \cos \left(\frac{x_{i}}{\sqrt{i}}\right)\right)+1$ |
| Penalized | $[-50,50]$ | $\begin{gathered} f_{12}(\vec{x})=\frac{\pi}{D}\left(10 \sin ^{2}\left(\pi y_{i}\right)+\left(\sum_{i=1}^{D}\left(y_{i}-1\right)^{2}\left(1+10 \sin ^{2}\left(\pi y_{i+1}\right)\right)\right)\right. \\ + \\ \sum_{i=1}^{D} u\left(x_{i}, 10,100,4\right) \end{gathered}$ |


| Penalized | [-50, 50] | $\sum_{i=1} u\left(x_{i}, 10,100,4\right)$ |
| :---: | :---: | :---: |
|  |  | $u\left(x_{i}, a, k, m\right)=\left\{\begin{array}{cc} k\left(x_{i}-a\right)^{m}, & x_{i}>a \\ 0, & -a \leq x_{i} \leq a \\ k\left(-x_{i}-a\right)^{m}, & x_{i} \end{array}\right\} \quad y_{i}=1+\frac{1}{4}\left(x_{i}+1\right)$ |
| Penalized1 | [-50, 50] | $\begin{gathered} f_{13}(\vec{x})=0.1\left(10 \sin ^{2}\left(\pi y_{i}\right)+\left(\sum_{i=1}^{D}\left(y_{i}-1\right)^{2}\left(1+10 \sin ^{2}\left(\pi y_{i+1}\right)\right)\right)\right. \\ + \\ \sum_{i=1}^{D} u\left(x_{i}, 10,100,4\right) \end{gathered}$ |
|  |  | $u\left(x_{i}, a, k, m\right)=\left\{\begin{array}{cc} k\left(x_{i}-a\right)^{m}, & x_{i}>a \\ 0, & -a \leq x_{i} \leq a \\ k\left(-x_{i}-a\right)^{m}, & x_{i} \end{array}\right\} \quad y_{i}=1+\frac{1}{4}\left(x_{i}+1\right)$ |

for the $f_{2}$ and $f_{11}$ functions, 300,000 for the $f_{7}, f_{8}$ and $f_{9}$ functions. Finally, the total evaluation number is set to 500,000 for the $f_{3}, f_{4}$ and $f_{5}$ functions. The $N o R$ parameter is set to 1 and the $N o D$ parameter is set to 1 and 2 , respectively. For each benchmark function, 30 independent runs with random seeds are carried out. The mean best objective function values and standard deviations are recorded and summarized in the Table 3. When the results given in the Table 3 are investigated, it is clearly seen that the IP algorithm with the increasing population size still protects its performance on the $f_{6}, f_{9}, f_{10}$ and $f_{11}$ functions. While the IP algorithm finds more qualified solutions for the $f_{5}$ and $f_{8}$ functions with the $P S$ equal to 50 , the population size equal to 30 is found more appropriate for the $f_{1}, f_{2}, f_{3}, f_{4}, f_{7}$, $f_{12}$ and $f_{13}$ functions. Because of the different characteristics of the used benchmark functions, the requirements of the IP algorithm to do with the $P S, N o R$ and $N o D$ parameters can be vary. However, the results given in the Table 2 and Table 3 help for making a generalization that the $P S$ parameter can be chosen between between 30 and 50 and the $N o R$ and $N o D$ parameters can be set to 1 or 2 .

For verifying the results of the IP algorithm, it is compared with the PSO [11], DE [7], RCBBO [9], CS [12], FA [13], GSA [34], ABC [16] and AMO [50] algorithms. The popula-
tion or colony size of these algorithms is taken equal to 50 or 100 for setting the number of evaluations to 100 per cycle or iteration [50]. In the comparisons, the population size of the IP algorithm is also taken equal to 50 . The $N o R$ parameter is set to 1 for each benchmark function. Moreover, the $N o D$ parameter is set to 2 for $f_{3}, f_{4}$ and $f_{7}$ functions while it is set to 1 for the other benchmark functions. The total evaluation number is set to 150,000 for the $f_{1}, f_{6}, f_{10}, f_{12}$ and $f_{13}$ functions, 200,000 for the $f_{2}$ and $f_{11}$ functions, 300,000 for the $f_{7}, f_{8}$ and $f_{9}$ functions, 500,000 for the $f_{3}, f_{4}$ and $f_{5}$ functions [50]. The mean best objective function values of the 30 independent runs and standard deviations are summarized in the Table 4.

From the results given in the Table 4, it is seen that the IP algorithm produces equal or better solutions than the compared meta-heuristics for eleven of the thirteen benchmark functions and shows its comparative performance with the average rank found equal to 1.3077 and overall rank found equal to 1 . Only for the $f_{12}$ and $f_{13}$ functions, the IP algorithm lags behind two meta-heuristics and its rank is determined as 3 . The idea lying behind the distribution of the infection between individuals provides an efficient exploration capability for the IP algorithm. In addition to this, the plasma transfer mechanism that starts with the de-
TABLE 2. Results of the IP algorithm with different $N o R$ and $N o D$ parameter values

| Fn. |  | $N o R=1$ |  |  | $N o R=2$ |  |  | $N o R=3$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $N o D=1$ | $N o D=2$ | $N o D=3$ | $N o D=1$ | $N o D=2$ | $N o D=3$ | $N o D=1$ | NoD=2 | $N o D=3$ |
| $f_{1}$ | Mean | $4.584737 \mathrm{e}-270$ | $3.789457 \mathrm{e}-264$ | $7.622723 \mathrm{e}-210$ | $1.477167 \mathrm{e}-247$ | $\mathbf{0 . 0 0 0 0 0 0}+\mathbf{0 0}$ | $\mathbf{0 . 0 0 0 0 0 0}+00$ | $1.596746 \mathrm{e}-223$ | $\mathbf{0 . 0 0 0 0 0 0}+\mathbf{0 0}$ | $\mathbf{0 . 0 0 0 0 0 0}+00$ |
|  | Std. | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ |
| $f_{2}$ | Mean | $6.984169 \mathrm{e}-231$ | $2.567990 \mathrm{e}-196$ | $5.248317 \mathrm{e}-155$ | $2.850815 \mathrm{e}-227$ | $2.769813 \mathrm{e}-282$ | $2.755805 \mathrm{e}-250$ | $2.075237 \mathrm{e}-219$ | $3.463669 \mathrm{e}-289$ | 3.792181e-302 |
|  | Std. | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $2.823289 \mathrm{e}-154$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ |
| $f_{3}$ | Mean | $1.774811 \mathrm{e}-143$ | $\mathbf{0 . 0 0 0 0 0 0}+00$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $2.394175 \mathrm{e}+02$ | $1.936706 \mathrm{e}-283$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $3.236258 \mathrm{e}+02$ | $2.734727 \mathrm{e}+00$ | $\mathbf{0 . 0 0 0 0 0 0}+00$ |
|  | Std. | $9.637998 \mathrm{e}-143$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $1.037086 \mathrm{e}+03$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $1.195234 \mathrm{e}+03$ | $8.206728 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ |
| $f_{4}$ | Mean | $2.008090 \mathrm{e}-47$ | $1.233475 \mathrm{e}-153$ | $1.462673 \mathrm{e}-168$ | $7.173733 \mathrm{e}-72$ | $1.569312 \mathrm{e}-186$ | 7.237433e-260 | 8.235588e-30 | $9.620043 \mathrm{e}-171$ | 5.683667e-262 |
|  | Std. | $1.099876 \mathrm{e}-46$ | $6.756023 \mathrm{e}-153$ | $0.000000 \mathrm{e}+00$ | $2.773148 \mathrm{e}-71$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $4.510792 \mathrm{e}-29$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ |
| $f_{5}$ | Mean | 5.477595e-02 | $2.799752 \mathrm{e}+01$ | $2.826561 \mathrm{e}+01$ | $3.598711 \mathrm{e}+01$ | $1.048155 \mathrm{e}+00$ | $2.779750 \mathrm{e}+01$ | $5.277339 \mathrm{e}+01$ | $3.486574 \mathrm{e}+01$ | $1.139031 \mathrm{e}+01$ |
|  | Std. | $1.086144 \mathrm{e}-01$ | $8.637723 \mathrm{e}-02$ | $1.651070 \mathrm{e}-01$ | $6.043880 \mathrm{e}+01$ | $2.263503 \mathrm{e}+00$ | $1.259441 \mathrm{e}-01$ | $3.283248 \mathrm{e}+01$ | $2.905658 \mathrm{e}+01$ | $1.765911 \mathrm{e}+01$ |
| $f_{6}$ | Mean | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0}+00$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 0}+00$ | $\mathbf{0 . 0 0 0 0 0 0}+00$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ |
|  | Std. | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ |
| $f_{7}$ | Mean | $2.154104 \mathrm{e}-04$ | $1.033819 \mathrm{e}-05$ | $1.256575 \mathrm{e}-05$ | $9.948510 \mathrm{e}-04$ | $1.823647 \mathrm{e}-04$ | 1.417827e-06 | $1.894527 \mathrm{e}-03$ | $7.819080 \mathrm{e}-04$ | $2.975616 \mathrm{e}-04$ |
|  | Std. | $3.430556 \mathrm{e}-04$ | $1.818616 \mathrm{e}-05$ | $2.053878 \mathrm{e}-05$ | $8.998333 \mathrm{e}-04$ | $2.383373 \mathrm{e}-04$ | $5.669494 \mathrm{e}-06$ | $2.970506 \mathrm{e}-03$ | $1.042715 \mathrm{e}-03$ | $5.500870 \mathrm{e}-04$ |
| $f_{8}$ | Mean | -1.256554e+04 | -5.779741e+03 | $-5.737285 \mathrm{e}+03$ | $-1.046854 \mathrm{e}+04$ | $-1.251024 \mathrm{e}+04$ | $-5.833471 \mathrm{e}+03$ | $-1.055187 \mathrm{e}+04$ | $-1.077194 \mathrm{e}+04$ | $-1.224037 \mathrm{e}+04$ |
|  | Std. | $2.162409 \mathrm{e}+01$ | $2.237178 \mathrm{e}+02$ | $1.825124 \mathrm{e}+02$ | $3.669849 \mathrm{e}+02$ | $1.066222 \mathrm{e}+02$ | $1.959748 \mathrm{e}+02$ | $4.533353 \mathrm{e}+02$ | $2.715433 \mathrm{e}+02$ | $3.448724 \mathrm{e}+02$ |
| $f_{9}$ | Mean | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e}+00$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0}+00$ | $\mathbf{0 . 0 0 0 0 0 0 e}+00$ | $\mathbf{0 . 0 0 0 0 0 0}+00$ |
|  | Std. | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ |
| $f_{10}$ | Mean | $4.440892 \mathrm{e}-16$ | $4.440892 \mathrm{e}-16$ | $4.440892 \mathrm{e}-16$ | $4.440892 \mathrm{e}-16$ | $4.440892 \mathrm{e}-16$ | $4.440892 \mathrm{e}-16$ | $4.440892 \mathrm{e}-16$ | $4.440892 \mathrm{e}-16$ | $4.440892 \mathrm{e}-16$ |
|  | Std. | $1.002933 \mathrm{e}-31$ | $1.002933 \mathrm{e}-31$ | $1.002933 \mathrm{e}-31$ | $1.002933 \mathrm{e}-31$ | $1.002933 \mathrm{e}-31$ | $1.002933 \mathrm{e}-31$ | $1.002933 \mathrm{e}-31$ | $1.002933 \mathrm{e}-31$ | $1.002933 \mathrm{e}-31$ |
| $f_{11}$ | Mean | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ | $\mathbf{0 . 0 0 0 0 0 0 e}+00$ | $\mathbf{0 . 0 0 0 0 0 0 e + 0 0}$ |
|  | Std. | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ | $0.000000 \mathrm{e}+00$ |
| $f_{12}$ | Mean | 1.578347e-32 | $9.730136 \mathrm{e}-02$ | $4.575892 \mathrm{e}-01$ | $6.960183 \mathrm{e}-03$ | $1.695838 \mathrm{e}-30$ | $1.342649 \mathrm{e}-01$ | $4.440423 \mathrm{e}-03$ | $3.745442 \mathrm{e}-06$ | $7.882587 \mathrm{e}-14$ |
|  | Std. | $1.545535 \mathrm{e}-34$ | $3.638779 \mathrm{e}-02$ | $8.436380 \mathrm{e}-02$ | $2.629163 \mathrm{e}-02$ | $2.985404 \mathrm{e}-30$ | $2.987308 \mathrm{e}-02$ | $2.128388 \mathrm{e}-02$ | $1.150514 \mathrm{e}-05$ | $4.317471 \mathrm{e}-13$ |
| $f_{13}$ | Mean | 1.502115e-32 | $8.932541 \mathrm{e}-02$ | $4.122044 \mathrm{e}-01$ | $3.304023 \mathrm{e}-03$ | $2.090997 \mathrm{e}-30$ | $1.161165 \mathrm{e}-01$ | $1.041948 \mathrm{e}-05$ | $3.701284 \mathrm{e}-04$ | $2.509591 \mathrm{e}-07$ |
|  | Std. | $4.281179 \mathrm{e}-35$ | $3.767177 \mathrm{e}-02$ | $6.021590 \mathrm{e}-02$ | $1.807447 \mathrm{e}-02$ | $3.978424 \mathrm{e}-30$ | $3.382516 \mathrm{e}-02$ | $2.212770 \mathrm{e}-05$ | $1.409899 \mathrm{e}-03$ | $1.374245 \mathrm{e}-06$ |


|  | 01－20IIEL6＊ | こ0－ə L8IEZ0．1 | Lて－29102I899 | て0－ə LLIL9 ${ }^{\circ} \mathrm{E}$ | ¢¢－26LII8でャ | plS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| と0－əて0ttt0 8 | 60－əてIE6L0 I | て0－20SLI68． | Iて－ə！Ittを6＊ | て0－əItSZE6 ${ }^{\text {8 }}$ | て\＆－ə¢IIZ0S＊ | urəw |  |
| ع0－วItL6I6．9 | 0I－ว¢EtS9S＇S | て0－əヤ9LLて0＇I | Lて－2LSt990＊ | て0－26LL8E9 ${ }^{\circ} \mathrm{E}$ | $\dagger \varepsilon^{-\partial S E S S t S}{ }^{\text {－}}$ | ${ }^{\text {P }}$ ¢ ${ }^{\text {S }}$ | ZIf |
| E0－วとEEL09\％6 |  | 20－2¢¢E0S6 ${ }^{\text {I }}$ | Iて－2LS9Z989 | て0－ə9をL0عL＇6 | てE－ว LtE8LS 1 | uъวN |  |
| $00^{+2000000 * 0}$ | $00+20000000$ | $00^{+2000000 *}$ | $00+20000000$ | $00+20000000$ | $00^{+2000000 * 0}$ | ＇plS | If |
| 00＋2000000＊0 | 00＋2000000\％ | 00＋2000000\％ | 00＋2000000＊0 | 00＋2000000＊0 | 00＋2000000＊0 | иеวһ |  |
| IE－วยE6200＇I | ¢I－2SE0t $80^{\circ} \mathrm{I}$ |  | IE－ว EE6Z00 $^{\text {I }}$ | IE－ว EE6Z00 $^{\text {I }}$ | IE－əEE6Z00＇ 1 | pls | If |
| 9I－2て680tt゙も | 9［－2909E66 L | 9I－əて680tt゙t | 91－əて680tt゙t | 9I－əて680tt゙も | 9I－əて680tt゙も | u®วN |  |
| $00^{+2000000 * 0}$ | $00^{+2000000 *}$ | $00^{+2000000 * 0}$ | $00^{+2000000 * 0}$ | $00+2000000{ }^{\circ}$ | $00+2000000{ }^{\circ}$ | pls | $6 f$ |
| 00＋2000000\％ | 00＋2000000\％ | 00＋2000000＊0 | 00＋2000000\％ | 00＋2000000\％ | 00＋2000000＊0 | uеว |  |
| て0＋əとE69E1＊I | 10＋2ち89095 8 | て0＋əL0Z6Lt゙I | てI－29¢z0¢s¢ | て0＋ə8LILEでて | ［0＋260†て91＇z | P7S | $8 f$ |
| ع0＋269298［ ${ }^{\text {－}}$－ | t0＋208てt七で ${ }^{-}$ | E0＋28LSS99＇§－ | t0＋26t69š＇İ－ | E0＋${ }^{\text {It }}$ L6LL＇${ }^{-}$ | t0＋ətSc9cz＇${ }^{-}$ | uеда | $f$ |
| †0－əと68とて，${ }^{\text {－}}$ | เ0－ə¢9IてE8＊${ }^{\text {c }}$ | ¢0－26009をS＇6 | t0－29てt9L6 I | ¢0－29I98I8 ${ }^{\text {I }}$ | t0－29csoct ${ }^{\circ} \mathrm{E}$ | PIS | Lf |
| t0－ə¢09cz8 1 | 七0－əてカIt0でと | ¢ 0 －2686I6t＇L | t0－2tS68S6 I | S0－26I8EE0 ${ }^{\circ}$ | t0－2t0Itcsi＇$冖$ | uran |  |
| $00^{+2000000 *}$ | $00+2000000 \cdot 0$ | $00+20000000$ | $00+20000000$ | $00+2000000{ }^{\circ}$ | $00^{+2000000 *}$ | PIS | 9 |
| 00＋2000000\％ | 00＋2000000\％ | 00＋2000000\％ | 00＋2000000\％ | 00＋2000000\％ | 00＋2000000\％ | uran | $f$ |
| L0－288L0tを゙て | 00＋วて0LS9t•8 |  | て0－ว L8t6S0 ${ }^{\circ}$ | Z0－əEZLLE9＊8 | L0－2tt1980＇ | plS | $9 f$ |
| L0＋2け6Z6LLて | $00+26 t$ Z0LS $\mathcal{L}$ |  | て0－əLIZ66t「て | 10＋əてSL66L | て0－2¢6SLLtiS | uеว |  |
| 9で－269IEtL＇I | て0－əIL096けて | 七L－əて8t66でI |  | ESI－acz09SL゙9 | $9 \dagger^{-29}$ L8660 ${ }^{\text {I }}$ | ＇pls | tf |
| Lて－a¢ZLLtS＇† | て0－26Itをで「I | ¢L－ə6ISZLEて | 91－วと0と8tを＇I |  | Lt－2060800 ${ }^{\text {－}}$ | иеวһ |  |
| IてI－əてEと6Et 1 | ¢て－29¢It6¢ 1 | 00＋2000000＊0 | ¢9－ətccolでt | 00＋2000000＊ | とャI－3866LE9\％6 | ＇plS | \＆f |
| てZI－26け8Lて9「て | 9て－ว88¢Z96て |  | 99－ə8SZL6L＊L | 00＋2000000\％ |  | uеว |  |
| LS－əヤ8LE61＇¢ | ¢9－ə¢t98LI | IZI－əSE96I8．6 | 8\＆I－วヤLIS6でS | $00+20000000$ | 00＋2000000＊ | PfS | zf |
| 8S－2L6LLS0＊9 | 99－əて06を6でて | LZI－ə88てLt8＊ | 6EI－əIS0089＊6 | 96I－2066L9S ${ }^{-2}$ | LEz－269It86＊9 | uедN |  |
| 9L－əて8910¢＇S |  | 9¢I－ə19EL90「て | 9¢I－266ZEtL L | $00^{+2000000 *}$ | 00＋2000000＊0 | pls | If |
| LL－ə9てLE89＊6 | 0L－ə8IL0Z6 8 | LSI－əعL98Lで十 | 9¢I－əIZLtE0゙て | 七9て－əLSt68L＇E | 0Lて－ə LELt8S＇t | uеวN |  |
| $\checkmark=G^{o} N$ pux $\mathrm{I}=y^{\circ} \mathrm{N}$ | $\mathrm{I}=G^{\circ}{ }_{N}$ pue $\mathrm{I}=y^{\circ}{ }^{\circ} \mathrm{N}$ | $\zeta=T^{\circ}{ }_{N}$ pux $\mathrm{I}=\mathcal{Y}^{\circ} \mathrm{N}$ | $\mathrm{L}=\Pi^{\circ} \mathrm{N}$ pue $\mathrm{L}=y^{\circ} \mathrm{N}$ | $\zeta=T^{\circ}{ }_{N}$ pux $\mathrm{I}=\mathcal{Y}^{\circ} \mathrm{N}$ | $\mathrm{L}=G^{\circ} \mathrm{N}$ pue $\mathrm{I}=y^{\circ} \mathrm{N}$ | ${ }^{\mathrm{U}}{ }_{\mathrm{H}}$ |  |
| $00 \mathrm{~L}=S$ d |  | $0 \mathrm{G}=S d$ |  | $0 \varepsilon=S d$ |  |  |  |




FIGURE 4. Convergence curves of the IP algorithm with varying $N o D$ parameters for the 30 -dimensional $f_{1}$ (a), $f_{3}$ (b), $f_{6}$ (c), $f_{10}$ (d) and $f_{11}$ (e) functions


FIGURE 5. Convergence curves of the IP algorithm with varying $N o R$ parameters for the 30 -dimensional $f_{1}$ (a), $f_{4}$ (b), $f_{7}$ (c), $f_{9}$ (d) and $f_{12}$ (e) functions
termination of the receiver and donor individuals, continues with the treatment of the receiver or receivers and terminates with adjustment of antibody density of the donor or donors significantly contributes to the exploitation characteristic of the IP algorithm. The effect of this unique mechanism of the IP algorithm becomes more apparent for the $f_{1}, f_{2}, f_{3}, f_{4}, f_{7}$ and $f_{10}$ benchmark functions.

The mean best objective function values, average and overall ranks of the IP algorithm show its comparative performance. However, some statistical evidences about the performance of the IP algorithm should be provided. In order to decide that the solutions found by the IP algorithm are strongly enough to prove the efficiency of the IP algorithm with statistical outputs, the Wilcoxon signed-rank test that is one of the most commonly used non-parametric tests is used. In the Wilcoxon signed-rank test, the significance level showed by $\rho$ is taken equal to 0.05 . If the $\rho$ value calculated for the two competitors is less than 0.05 , it is accepted that there is a statistical difference between competitors in favor of one of them. Otherwise, it is said that the statistical difference between two competitors is not meaningful for deciding in favor of one of them. The Wilcoxon signedrank test results between IP algorithm and other tested metaheuristics are given in the Table (5). In Table (5), $W+$ column corresponds to the sum of the ranks for which IP algorithm is worse than the compared meta-heuristic. Similarly, $W-$ column shows the sum of the ranks for which IP algorithm is better than the compared meta-heuristic. Finally, $Z$-value is equal to the mean difference between IP algorithm and other technique. When the test results summarized in the Table (5) are investigated, it is seen that the superiority of the IP algorithm is also proven statistically. While the statistical significance is in favor of IP algorithm compared to the PSO, DE, RCBBO, CS, FA, GSA and ABC, there is no statistical difference between IP and AMO algorithms. Even though the results found by the IP algorithm are better or equal to the results of the AMO for eleven of thirteen problems, they are not enough to generate a statistically significant difference.

Another investigation about the IP algorithm is carried out how the execution time of it changes with the different values assigned to the $P S, N o R$ and $N o D$ parameters. For each 30-dimensional benchmark problem, the IP algorithm coded with C programming language is tested 30 different times on a PC equipped with a single core 1.33 GHz Intel processor by using the previously mentioned termination criteria. The average execution times in terms of second over the 30 independent runs and related standard deviations are calculated and summarized at the Table 6. The results given in the Table 6 show that the execution time of the IP algorithm increases slightly with the size of population even though the termination criteria is same. The main reason lying behind this kind of change is directly related with the donor and receiver selection. When the population size is increased from 30 to 50 or 100 , determination of the donor and receiver individuals requires more comparisons and brings extra computational burden to the execution time
of the IP algorithm. Another important situation that should be considered when analyzing the execution time of the IP algorithm is the number of donor and receiver individuals. The results in the Table 6 indicate that the number of donor and receiver individuals does not increase the execution time of the IP algorithm substantially compared to the selection of the donor and receiver individuals.

## B. SOLVING HIGH-DIMENSIONAL BENCHMARK PROBLEMS WITH IP ALGORITHM

The results of the IP algorithm for 30 dimensional benchmark functions provide information about the comparative and promising performance of it. However, the performance of the IP algorithm should also be evaluated on solving high dimensional problems and comparative studies should be carried out for deciding whether the mechanisms of the IP algorithm are still useful or not. For this purpose, the benchmark functions ranging from $f_{1}$ to $f_{12}$ given in the Table 1 are solved with the IP algorithm by setting the number of parameters of to 100 and compared with the MFO [18], PSO [11], GSA [34], BA [14], FPA [15], SMS [38], FA [13] and GA [6]. In order to provide a fair comparison with the MFO, PSO, GSA, BA, FPA, SMS, FA and GA, the population size of the IP is 30 and total evaluation number is 30,000 for each benchmark function [18]. The $N o R$ parameter of the IP algorithm is taken equal to 1 for each benchmark function. Moreover, the $N o D$ parameter is set to 2 for $f_{3}, f_{4}$ and $f_{9}$ functions while it is set to 1 for the other benchmark functions. When the results calculated after 30 different runs in the Table 7 is analyzed, it is understood that the IP algorithm still protects its solving capabilities even though the dimensionality of the problems is increased. For ten of the twelve benchmark functions, the IP algorithm outperforms other competitors and its overall rank is determined as 1 . While the IP algorithm is the third best method for the $f_{4}$ on the basis of the mean objective function values, it lags behind GSA, MFO, FPA and PSO for $f_{12}$ function and its rank is determined as 5 .

For deciding whether the results of the IP algorithm generate statistical difference in favor of the IP algorithm compared to the MFO, PSO, GSA, BA, FPA, SMS, FA and GA, the Wilcoxon signed-rank test with the significance level 0.05 is used and test outputs are given in the Table 9 . As seen from the test results in the Table 9, the capability of the IP algorithm is also proven statistically. While the IP algorithm is found statistically significant compared to the MFO, PSO, GSA, FPA, SMS and FA with the $\rho$ value equal to 0.00781 , its dominance is more apparent compared to the BA and GA with the $\rho$ value equal to 0.00024 .

The benchmark functions ranging from $f_{1}$ to $f_{12}$ are solved one more again with IP algorithm by setting the number of parameters to 200 and obtained results of the IP algorithm are compared with the ALO [19], PSO [11], SMS [38], BA [14], FPA [15], CS [12], FA [13] and GA [6]. For a fair comparison between algorithms, the population size is set to 100 and total evaluation number is 500,000 [19]. Each

| $\checkmark$ | $\mathcal{E}$ | $\bigcirc$ | $L$ | 8 | 6 | $\downarrow$ | 9 | I | yuey I［p．əə＾O |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IEZ6＊ | 69L0＊$\dagger$ | 29t8 $\dagger$ | 269L＇9 | $29+8 \cdot 9$ | 80EでL | †SI9＊$\dagger$ | S8ES＊9 | LLOE ${ }^{\text {I }}$ | yuey | ıəィV |
| $\checkmark$ | † | I | L | 8 | 6 | S | 9 | $\varepsilon$ | yuey | $\varepsilon^{1} f$ |
| $8 \downarrow^{-20808}{ }^{\text {² }}$ ， | 0 －2988でて | £ย－268¢で9 | ¢0－26ESI＇t | $\dagger 0$－əてE66＊ | ع0－20009＊6 | $\dagger$ I－əらて8でて | 90－ə¢ILE＇I | Iて－ə02I8．9 | ${ }^{\text {P7 }}$ S |  |
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| ZE－วS0LS＇I | Iて－28て6İI | 0て－28SE0て | $90^{-2} \downarrow 698^{\circ} 8$ | I0－20ILO ${ }^{-1}$ | $\varepsilon 0^{-2} 0000^{\circ}$ Z | SI－əヤIIL＇† | E0－2000E＇8 | Iて－29て98＊9 | UとวW |  |
| I | I | L | 9 | S | 6 | I | 8 | I | yuey | ${ }^{\text {IIf }}$ |
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| 00＋20000＊0 | 0I－2S900＊S | 0I－26ャヤナ・ | $\mathcal{E} 0^{-2000 t}{ }^{\text {I }}$ | 00＋ว8EZİI | 20－200L9＊$\dagger$ | 80－əZ801＊${ }^{\text {－}}$ | $90^{-2 \dagger} \downarrow 098^{\circ}$ 亿 | IE－26Z00＊ | ${ }^{\text {pld }}$ |  |
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|  | ［0＋28［［［ 9 | て0＋2988E＊ $\mathcal{L}$ | Z0＋20とてL゙L | て0＋2ャIESて | L0－208SL＇S | E0＋2SEI8 1 | Z0＋2SILI「9 | てI－əて0SS＇S | ${ }^{\text {p }}$ ¢ ${ }^{\text {S }}$ |  |
| t0＋269Sて＇I－ | 七0＋ə LOSて＇${ }^{-}$ | $\mathcal{E} 0+266 \dagger 0{ }^{\circ}{ }^{-}$ |  |  | †0＋289Sて＇${ }^{-}$ | 七0＋29 LZI＇$^{-}$ | ع0＋28LZ8．8－ | t0＋269Sて＇I－ | UセวW |  |
| 乙 | 6 | $t$ | 9 | $L$ | $\mathcal{E}$ | S | 8 | I | yuey | Lf |
| t0－ə8S0L＊ | $\varepsilon 0^{-20006}{ }^{\circ}$ | $\varepsilon 0^{-2000 \varepsilon^{*}} \mathrm{I}$ | $\varepsilon 0^{-2} 000 \varepsilon^{*} 6$ | E0－20008＊${ }^{-2}$ | $\varepsilon 0^{-2000 \chi^{*} \mathrm{I}}$ | $\varepsilon 0^{-2000 巾}{ }^{\text {I }}$ | $\varepsilon 0^{-2000 I}{ }^{\circ} \dagger$ | S0－209ES 6 | ${ }^{\text {P7 }}$ S |  |
| E0－2000L ${ }^{\text {－}}$ |  | $\mathcal{E} 0^{-2} 0006^{\circ} \mathrm{E}$ | \＆0－2000て＇8 | \＆0－20009＊6 | $\varepsilon 0^{-2} 0000^{\circ} \mathrm{E}$ | \＆${ }^{-2} 000 \chi^{\circ} \dagger$ | て0－200SE＇I | S0－26I6t＊L | UセวW |  |
| I | $\varepsilon$ | † | 8 | L | 6 | S | 9 | I | yuey | 9 9 |
| $00+20000 \cdot 0$ | 0て－əโEL0＊$\downarrow$ | 6I－20ع89＊S | t0－2E6SI＇t | $90-29 t \downarrow \chi^{*}$－ | L0－20SII ${ }^{-1}$ | $\downarrow$ I－260عどて | 0L－2899 ${ }^{\circ} 9$ | $00^{+20000 * 0}$ | ${ }^{\text {Pl }}$ S |  |
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| $\dagger$ | 乙 | L | 8 | 9 | 6 | $\varepsilon$ | S | I | yuey | ${ }^{9} f$ |
| 00＋28191＇乙 | 20－200 $00^{\circ} \mathrm{L}$ | L0－ə0でしく | L0＋2¢96E0 ${ }^{\circ}$ | $00+28816{ }^{\circ}$ | L0＋28 $279^{\circ} \mathrm{E}$ | 00＋วع6Z0＊I | I0＋2 2 IE08＊ | 20－2t6S0＊s | － P ¢ S |  |
| 00＋2LI81＇t | て0－200Iナ゙カ | ［0＋2［800て |  | $00+226008$ | 10＋2069t＊ 9 | 10－20LS9 ${ }^{\text {－}}$ | 10＋əて0Z69 $\dagger$ | て0－2Z66t％ | UとวW |  |
| $\varepsilon$ | 6 | $\checkmark$ | † | 9 | L | S | 8 | I | yuey | ${ }^{\text {f }}$ |
| ¢0－289† ${ }^{\text {c }}$－ | $00+2 L \angle \downarrow$－ | 0I－2668İI | 20－200I0＊ | 10－20tt9＊9 | 00＋2E\＆99＇乙 | 10－200をナて | 00＋2ISES＇乙 | ヤL－วヤ66でI | ${ }^{\text {P }}+\mathrm{S}$ |  |
| ¢0－əてZ98＊ | I0＋2てZS8 ${ }^{\text {I }}$ | 0I－220E6\％ | 20－200tS＇S | $00+288 \varepsilon$ ¢ $\mathcal{L}$ | $00+28 \varepsilon L 6{ }^{\circ}$ L | 10－209Iでて | 00＋2L666 ${ }^{\circ}$ |  | uセวW |  |
| $\varepsilon$ | 6 | 9 | $\bigcirc$ | t | 8 | 乙 | L | I | yuey | $\varepsilon f$ |
| †0－29¢ZL＇8 | て0＋29695＇9 | ［0－2099て＇ | $\mathcal{E} 0-2000 \overbrace{}^{*} 9$ | $\dagger 0-$－ $2860 \cdot 9$ | て0＋209を起8 | II－288L9 $\mathcal{L}$ | 00＋ə 8LLでて | $00^{+200000}$ | ${ }^{\text {P7 }}$ S |  |
| 七0－2†068．8 | \＆0＋コLZ0t | ［0－209ZİI | て0－200Z8＊ | E0－2000t＊ | \＆0＋วてL6S ${ }^{\circ}$ | ［ I－ə8E08＊ | $00+2 \angle \downarrow 86^{\circ}$ て | SLZ－ət8IS＊ | UセวW |  |
| 乙 | $\mathcal{E}$ | 9 | 8 | $L$ | 6 | S | $\downarrow$ | I | yuey | ${ }^{\text {f }}$ |
| てを－ə0てIナ゙を | $9 \mathrm{I}^{-20} 0 \downarrow \varepsilon \varsigma^{\circ} \mathrm{S}$ |  | Z0－ə008E＊${ }^{\text {c }}$ | $\dagger 0-26560 \cdot 8$ | て0－ə00てナ゙を | 0I－26SLL | ［I－əESSで 6 | 8\＆โ－ว［¢6でS | ${ }^{\text {PI }}$ S |  |
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| $0 \downarrow^{-2 \dagger} \dagger$ ¢ $9^{\circ} 8$ | 0て－20986² | 8I－28ナLE＇${ }^{\text {c }}$ | $\varepsilon 0^{-2} 000 L^{\prime}$ I | 90－2S959＊S | ［0－ə0LEL ${ }^{-}$¢ | $\dagger$［－29［09＊S | 0 I－ว0† ${ }^{-2}$ ¢ | 9SI－əLtE0「Z | UマวW |  |
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TABLE 5. Statistical comparison between meta-heuristics for 30 dimensional problems

| IPA vs. | Sum of Ranks |  | $Z$-val. | $\rho$-val. | Sign. |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $W+$ | $W-$ |  |  |  |
| PSO | 12 | 66 | 2.07963 | 0.01877 | IPA |
| DE | 11 | 55 | 1.91252 | 0.02790 | IPA |
| RCBBO | 12 | 66 | 2.07963 | 0.01877 | IPA |
| CS | 12 | 66 | 2.07963 | 0.01877 | IPA |
| FA | 12 | 66 | 2.08043 | 0.01874 | IPA |
| GSA | 12 | 66 | 2.07963 | 0.01877 | IPA |
| ABC | 10 | 45 | 1.73392 | 0.04146 | IPA |
| AMO | 18 | 47 | 1.24598 | 0.10638 | - |

TABLE 6. Average execution times of the IP algorithm for 30 dimensional problems

| Fn. |  | $\begin{aligned} & \hline P S=30 \\ & \hline \text { NoR }=1 \end{aligned}$ |  | $\begin{aligned} & \hline P S=50 \\ & \hline N o R=1 \end{aligned}$ |  | $P S=100$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | NoR $=1$ |  |  |
|  |  | NoD $=1$ | NoD $=2$ | $N o D=1$ | NoD $=2$ | NoD $=1$ | $N o D=2$ |
| $f_{1}$ | Mean |  |  | 0.231 | 0.259 | 0.257 | 0.288 | 0.340 | 0.334 |
|  | Std. | $6.227 \mathrm{e}-02$ | $2.403 \mathrm{e}-02$ | $2.498 \mathrm{e}-02$ | $3.063 \mathrm{e}-02$ | $4.398 \mathrm{e}-02$ | $3.748 \mathrm{e}-02$ |
| $f_{2}$ | Mean | 0.391 | 0.390 | 0.398 | 0.414 | 0.476 | 0.440 |
|  | Std. | $3.772 \mathrm{e}-02$ | 7.006e-02 | $2.203 \mathrm{e}-02$ | $3.481 \mathrm{e}-02$ | $2.471 \mathrm{e}-02$ | $3.623 \mathrm{e}-02$ |
| $f_{3}$ | Mean | 4.368 | 4.424 | 4.461 | 4.727 | 4.790 | 4.843 |
|  | Std. | $2.839 \mathrm{e}-01$ | $2.087 \mathrm{e}-01$ | $4.661 \mathrm{e}-01$ | $5.499 \mathrm{e}-01$ | $2.802 \mathrm{e}-01$ | 2.586e-01 |
| $f_{4}$ | Mean | 0.752 | 0.766 | 0.954 | 0.877 | 1.056 | 0.935 |
|  | Std. | $2.218 \mathrm{e}-02$ | $4.679 \mathrm{e}-02$ | $1.688 \mathrm{e}-01$ | $2.995 \mathrm{e}-02$ | $4.508 \mathrm{e}-02$ | $7.168 \mathrm{e}-02$ |
| $f_{5}$ | Mean | 1.055 | 1.122 | 1.380 | 1.176 | 1.414 | 1.435 |
|  | Std. | $2.848 \mathrm{e}-02$ | 3.933e-02 | $4.900 \mathrm{e}-02$ | $4.738 \mathrm{e}-02$ | $4.922 \mathrm{e}-02$ | $1.633 \mathrm{e}-01$ |
| $f_{6}$ | Mean | 0.963 | 0.982 | 1.103 | 1.022 | 1.146 | 1.118 |
|  | Std. | $2.021 \mathrm{e}-02$ | $2.720 \mathrm{e}-02$ | $3.561 \mathrm{e}-02$ | $9.500 \mathrm{e}-02$ | $1.103 \mathrm{e}-01$ | $1.817 \mathrm{e}-01$ |
| $f_{7}$ | Mean | 1.751 | 1.895 | 2.070 | 1.905 | 2.122 | 1.982 |
|  | Std. | $6.892 \mathrm{e}-02$ | 3.456e-01 | $1.049 \mathrm{e}-01$ | $2.288 \mathrm{e}-01$ | $2.786 \mathrm{e}-01$ | $2.650 \mathrm{e}-01$ |
| $f_{8}$ | Mean | 1.906 | 1.843 | 1.992 | 1.867 | 2.085 | 1.932 |
|  | Std. | $2.359 \mathrm{e}-01$ | $7.934 \mathrm{e}-02$ | $2.223 \mathrm{e}-01$ | $3.898 \mathrm{e}-02$ | $4.353 \mathrm{e}-01$ | 1.576e-01 |
| $f_{9}$ | Mean | 1.731 | 1.783 | 1.914 | 1.922 | 2.073 | 1.967 |
|  | Std. | $9.404 \mathrm{e}-02$ | $2.420 \mathrm{e}-01$ | $3.497 \mathrm{e}-01$ | $2.851 \mathrm{e}-01$ | $4.132 \mathrm{e}-01$ | $4.425 \mathrm{e}-02$ |
| $f_{10}$ | Mean | 1.430 | 1.397 | 1.465 | 1.485 | 1.526 | 1.580 |
|  | Std. | $1.733 \mathrm{e}-01$ | $2.200 \mathrm{e}-01$ | $1.351 \mathrm{e}-01$ | $1.103 \mathrm{e}-01$ | $5.229 \mathrm{e}-02$ | 1.246e-01 |
| $f_{11}$ | Mean | 2.776 | 2.642 | 3.257 | 3.250 | 3.398 | 3.523 |
|  | Std. | $1.381 \mathrm{e}-01$ | $2.064 \mathrm{e}-01$ | $6.062 \mathrm{e}-01$ | $6.984 \mathrm{e}-01$ | $5.392 \mathrm{e}-01$ | $3.442 \mathrm{e}-01$ |
| $f_{12}$ | Mean | 2.379 | 2.501 | 2.458 | 2.633 | 2.754 | 2.737 |
|  | Std. | $7.689 \mathrm{e}-02$ | $1.794 \mathrm{e}-01$ | $1.865 \mathrm{e}-01$ | $3.692 \mathrm{e}-01$ | $1.944 \mathrm{e}-01$ | $1.282 \mathrm{e}-01$ |
| $f_{13}$ | Mean | 2.379 | 2.575 | 2.497 | 2.599 | 2.554 | 2.675 |
|  | Std. | 8.987e-02 | $3.246 \mathrm{e}-02$ | $2.977 \mathrm{e}-01$ | 8.347e-02 | $1.722 \mathrm{e}-01$ | $1.189 \mathrm{e}-01$ |

benchmark problem is solved 30 different times with the random seeds and mean best objective function values and standard deviations are presented at the Table 8. The results given in the Table 8 prove that the IP algorithm shows the best performance among the ALO, PSO, SMS, BA, FPA, CS, FA and GA with the average rank calculated as 2.333. While the IP algorithm outperforms other competitors for the $f_{1}, f_{2}$, $f_{6}, f_{7}, f_{8}, f_{10}, f_{11}$ and $f_{12}$ functions, it lags slightly behind the ALO and becomes the second best algorithm for the $f_{5}$ function. However, when the performance of the IP algorithm on solving $f 3$ and $f_{4}$ functions is investigated, it is seen that the unique operations of infection distribution, receiver and donor determination, plasma transfer and subsequent donor modification lose some advantageous sides.

## C. SOLVING CEC2015 BENCHMARK PROBLEMS WITH IP ALGORITHM

In the final part of the experimental studies, the performance of the IP algorithm is analyzed by solving ten different computationally expensive benchmark functions represented at the CEC 2015 [51]. The complexities of the benchmark problems of the CEC 2015 are tried to be increased by applying some rotation, shifting or both rotation and shifting operations. Moreover, some of the problems are generated
by combining or hybridizing classical benchmark functions. The lower and upper bounds of the benchmark functions are determined -100 and +100 , respectively [51]. The details about the benchmark problems including their names, their base functions and the reference values using as the global minimums are summarized in the Table 10 [51].

Each 30-dimensional benchmark function given in the Table 10 is solved with the IP algorithm for which $N o R$ and $N o D$ parameters are set to 1 and its results are compared with the SOA [31], SHO [30], GWO [17], PSO [11], MFO [18], MVO [23], SCA [21], GSA [34], GA [6] and DE [7] algorithms. For providing a fair comparison, the population size of the algorithms is 100 and total evaluation number is 100,000 for each benchmark function [31]. When the mean best objective function values and standard deviations calculated after 30 different runs in the Table 11 are controlled, it is seen that the IP algorithm with the average and overall ranks equal to 1.8000 and 1 respectively outperforms $\mathrm{SOA}, \mathrm{SHO}$, GWO, PSO, MFO, MVO, SCA, GSA, GA and DE. While the $f_{3}, f 4, f_{5}, f_{6}, f_{7}, f_{8}, f_{9}$ and $f_{10}$ functions are solved more robustly by the IP algorithm, SOA performs better than the tested meta-heuristics on the $f_{1}$ function and GSA performs better than the tested meta-heuristics on the $f_{2}$ function.

In order to investigate that whether the results of the IP algorithm are enough to generate a statistical difference in favor of the same algorithm or not, the Wilcoxon signed-rank test with the significance level equal to 0.05 is utilized and test outputs are listed in the Table 12. While the IP algorithm proves its statistical significance with the $\rho$ values calculated as $0.00195,0.02734,0.03710$ and 0.04882 compared to SOA, SHO, GWO, MFO, SCA, GSA, GA and DE, its results are not enough to generate statistical difference compared to PSO and MVO algorithms. Even though the the statistical significance is not in favor of IP algorithm compared to PSO and MVO algorithms, it should be noticed that IP algorithm produces better results than both of the PSO and MVO on eight of ten benchmark problems.

## D. SOLVING SIGNAL DECOMPOSITION PROBLEMS WITH IP ALGORITHM

Abbass et al. [52]-[54] have recently introduced a new optimization problem that has a strong relationship with the big data concept of the computer science and the unique properties of the newly introduced problem have attracted the researchers for solving it with the techniques developed by guiding the well-known meta-heuristics. They directly utilized from the measurement results of the EEG signals when describing their problems and stated that decomposing the obtained EEG signals into two different parts is the main motivation of the problem. The EEG measurements for a second are classified based on the number of time series and problem instances with four time series are named as D4 and D 4 N and problem instances with twelve time series are named as D12 and D12N [52]-[54]. In the D4 and D4N, four signal sources are utilized for measurements and two signal sources are used in modeling of the noise part [52]-[54].
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TABLE 8. Comparison between IP algorithm and other meta-heuristics for 200 dimensional problems

| Fn. |  | IPA | ALO [19] | PSO [11], [19] | SMS [19], [38] | BA [14], [19] | FPA [15], [19] | CS [12], [19] | FA [13], [19] | GA [6], [19] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | Mean | 1.1523e-189 | $7.8900 \mathrm{e}-07$ | $2.3799 \mathrm{e}+01$ | $1.0392 \mathrm{e}+03$ | $1.1173 \mathrm{e}+03$ | $5.5989 \mathrm{e}+01$ | $3.8000 \mathrm{e}-05$ | $7.6128 \mathrm{e}+01$ | $2.2775 \mathrm{e}+02$ |
|  | Std. | $0.0000 \mathrm{e}+00$ | $1.1000 \mathrm{e}-07$ | $1.1721 \mathrm{e}+01$ | $4.2430 \mathrm{e}-01$ | $2.0731 \mathrm{e}+04$ | $3.2678 \mathrm{e}+01$ | $1.8500 \mathrm{e}-05$ | $1.5744 \mathrm{e}+00$ | $1.8656 \mathrm{e}+02$ |
|  | Rank | 1 | 2 | 4 | 8 | 9 | 5 | 3 | 6 | 7 |
| $f_{2}$ | Mean | 2.0701e-144 | $5.3082 \mathrm{e}+02$ | $2.3787 \mathrm{e}+02$ | $1.8324 \mathrm{e}+03$ | $3.8428 \mathrm{e}+03$ | $2.8060 \mathrm{e}+02$ | $4.0010 \mathrm{e}+02$ | $6.1119 \mathrm{e}+02$ | $6.3226 \mathrm{e}+03$ |
|  | Std. | $1.1305 \mathrm{e}-143$ | $2.2267 \mathrm{e}+02$ | $2.2432 \mathrm{e}+01$ | $1.2200 \mathrm{e}-02$ | $4.6828 \mathrm{e}+02$ | $6.9384 \mathrm{e}+00$ | $8.6560 \mathrm{e}-01$ | $7.1219 \mathrm{e}+01$ | $1.0927 \mathrm{e}+03$ |
|  | Rank | 1 | 5 | 2 | 7 | 8 | 3 | 4 | 6 | 9 |
| $f_{3}$ | Mean | $1.6826 \mathrm{e}+05$ | $2.3314 \mathrm{e}+03$ | $4.6933 \mathrm{e}+03$ | $2.0349 \mathrm{e}+03$ | $1.0908 \mathrm{e}+03$ | $2.4219 \mathrm{e}+04$ | $1.2957 \mathrm{e}+04$ | $1.4852 \mathrm{e}+04$ | $1.1206 \mathrm{e}+04$ |
|  | Std. | $1.3627 \mathrm{e}+05$ | $5.0718 \mathrm{e}+02$ | $5.0357 \mathrm{e}+02$ | $3.7800 \mathrm{e}-01$ | $4.7506 \mathrm{e}+02$ | $8.5400 \mathrm{e}+03$ | $6.3375 \mathrm{e}+02$ | $6.4184 \mathrm{e}+03$ | $3.9861 \mathrm{e}+03$ |
|  |  | 9 | 3 | 4 | 2 | 1 | 8 | 6 | 7 | 5 |
| $f_{4}$ | Mean | $8.3428 \mathrm{e}+01$ | $3.0580 \mathrm{e}+01$ | $4.0111 \mathrm{e}+01$ | $3.0026 \mathrm{e}+02$ | $6.5667 \mathrm{e}+01$ | $3.7689 \mathrm{e}+01$ | $3.0936 \mathrm{e}+01$ | $2.7360 \mathrm{e}+00$ | $1.0154 \mathrm{e}+02$ |
|  | Std. | $1.2702 \mathrm{e}+00$ | $1.1446 \mathrm{e}+00$ | $5.8790 \mathrm{e}-01$ | $2.3000 \mathrm{e}-03$ | $2.8293 \mathrm{e}+00$ | $2.4572 \mathrm{e}+00$ | $1.6877 \mathrm{e}+00$ | $5.4729 \mathrm{e}-01$ | $2.5321 \mathrm{e}+00$ |
|  | Rank | 8 | 3 | 6 | 2 | 7 | 5 | 4 | 1 | 9 |
| $f_{5}$ | Mean | $1.9816 \mathrm{e}+02$ | $1.6704 \mathrm{e}+02$ | $9.1123 \mathrm{e}+02$ | $3.8635 \mathrm{e}+03$ | $1.4108 \mathrm{e}+03$ | $3.1507 \mathrm{e}+03$ | $3.3267 \mathrm{e}+02$ | $1.3217 \mathrm{e}+03$ | $9.6449 \mathrm{e}+02$ |
|  | Std. | $3.9420 \mathrm{e}-01$ | $4.9746 \mathrm{e}+01$ | $9.5245 \mathrm{e}+01$ | $5.3290 \mathrm{e}-01$ | $5.9107 \mathrm{e}+02$ | $1.4906 \mathrm{e}+03$ | $1.5988 \mathrm{e}+02$ | $1.1476 \mathrm{e}+02$ | $7.4876 \mathrm{e}+02$ |
|  | Rank | 2 | 1 | 4 | 9 | 7 | 8 | 3 | 6 | 5 |
| $f_{6}$ | Mean | $0.0000 \mathrm{e}+00$ | $7.6000 \mathrm{e}-07$ | $4.3421 \mathrm{e}+01$ | $2.4944 \mathrm{e}+03$ | $5.1206 \mathrm{e}+01$ | $1.6699 \mathrm{e}+02$ | $8.1700 \mathrm{e}-05$ | $7.8420 \mathrm{e}+01$ | $4.8256 \mathrm{e}+02$ |
|  | Std. | $0.0000 \mathrm{e}+00$ | $7.3900 \mathrm{e}-08$ | $1.4206 \mathrm{e}+01$ | $3.0000 \mathrm{e}-04$ | $1.2005 \mathrm{e}+01$ | $4.1109 \mathrm{e}+01$ | $4.5500 \mathrm{e}-05$ | $2.3405 \mathrm{e}+00$ | $2.7861 \mathrm{e}+02$ |
|  | Rank | 1 | 2 | 4 | 9 | 5 | 7 | 3 | 6 | 8 |
| $f_{7}$ | Mean | 7.7848e-04 | $5.0546 \mathrm{e}-02$ | $1.7321 \mathrm{e}+01$ | $2.8359 \mathrm{e}+01$ | $2.4344 \mathrm{e}+00$ | $4.8391 \mathrm{e}+00$ | $4.0131 \mathrm{e}-01$ | $2.7300 \mathrm{e}-02$ | $1.1656 \mathrm{e}+02$ |
|  | Std. | $1.1574 \mathrm{e}-03$ | $1.4407 \mathrm{e}-02$ | $4.0133 \mathrm{e}+00$ | $1.9900 \mathrm{e}-05$ | $1.2756 \mathrm{e}-01$ | $1.5354 \mathrm{e}+00$ | $8.7070 \mathrm{e}-03$ | $4.1100 \mathrm{e}-03$ | $6.0161 \mathrm{e}+01$ |
|  | Rank | 1 | 3 | 7 | 8 | 5 | 6 | 4 | 2 | 9 |
| $f_{8}$ | Mean | -6.1749e+04 | -4.4426e+04 | $-1.8136 \mathrm{e}+04$ | $-3.5969 \mathrm{e}+04$ | $-2.5632 \mathrm{e}+04$ | $-4.5771 \mathrm{e}+04$ | $-5.2600 \mathrm{e}+04$ | $-3.9753 \mathrm{e}+04$ | $-2.8660 \mathrm{e}+04$ |
|  | Std. | $4.8328 \mathrm{e}+02$ | $1.4425 \mathrm{e}+03$ | $4.9624 \mathrm{e}+03$ | $8.7650 \mathrm{e}-01$ | $8.6947 \mathrm{e}+02$ | $3.0978 \mathrm{e}+03$ | $1.5604 \mathrm{e}+02$ | $6.4969 \mathrm{e}+02$ | $1.0110 \mathrm{e}+03$ |
|  | Rank | 1 | 4 | 9 | 6 | 8 | 3 | 2 | 5 | 7 |
| $f_{9}$ | Mean | 1.1293e+02 | $6.1389 \mathrm{e}+02$ | $7.4858 \mathrm{e}+02$ | $4.8001 \mathrm{e}+02$ | $7.2338 \mathrm{e}+02$ | $7.0295 \mathrm{e}+02$ | $5.4158 \mathrm{e}+02$ | $4.7545 \mathrm{e}+02$ | $1.6458 \mathrm{e}+03$ |
|  | Std. | $4.6876 \mathrm{e}+01$ | $6.6795 \mathrm{e}+01$ | $2.4301 \mathrm{e}+01$ | $2.3650 \mathrm{e}-01$ | $1.0096 \mathrm{e}+02$ | $6.9653 \mathrm{e}+01$ | $4.1889 \mathrm{e}+01$ | $2.8058 \mathrm{e}+01$ | $3.7155 \mathrm{e}+01$ |
|  | Rank | 1 | 5 | 8 | 3 | 7 | 6 | 4 | 2 | 9 |
| $f_{10}$ | Mean | $4.4409 \mathrm{e}-16$ | $2.3058 \mathrm{e}+00$ | $1.5183 \mathrm{e}+01$ | $1.7293 \mathrm{e}+01$ | $1.8159 \mathrm{e}+01$ | $1.7544 \mathrm{e}+01$ | $1.7654 \mathrm{e}+01$ | $2.4297 \mathrm{e}+00$ | $2.0361 \mathrm{e}+01$ |
|  | Std. | $1.0029 \mathrm{e}-31$ | $2.5542 \mathrm{e}-01$ | $5.7627 \mathrm{e}-01$ | $9.7400 \mathrm{e}-02$ | $6.7775 \mathrm{e}-02$ | $1.6684 \mathrm{e}-01$ | $2.9820 \mathrm{e}+00$ | $3.8545 \mathrm{e}-02$ | $1.4256 \mathrm{e}-01$ |
|  | Rank | 1 | 2 | 4 | 5 | 8 | 6 | 7 | 3 | 9 |
| $f_{11}$ | Mean | 0.0000e+00 | $7.4240 \mathrm{e}-03$ | $3.2412 \mathrm{e}+03$ | $4.8015 \mathrm{e}+03$ | $4.9370 \mathrm{e}+03$ | $1.8074 \mathrm{e}+02$ | $1.1910 \mathrm{e}-03$ | $1.7048 \mathrm{e}+00$ | $3.3068 \mathrm{e}+03$ |
|  | Std. | $0.0000 \mathrm{e}+00$ | $6.5100 \mathrm{e}-03$ | $1.3749 \mathrm{e}+02$ | $8.5320 \mathrm{e}-01$ | $2.6842 \mathrm{e}+02$ | $3.6084 \mathrm{e}+01$ | $1.1480 \mathrm{e}-03$ | $1.4301 \mathrm{e}-02$ | $1.1330 \mathrm{e}+02$ |
|  | Rank | 1 | 3 | 6 | 8 | 9 | 5 | 2 | 4 | 7 |
| $f_{12}$ | Mean | $1.4009 \mathrm{e}-01$ | $5.3982 \mathrm{e}+00$ | $4.0700 \mathrm{e}+05$ | $1.0000 \mathrm{e}+08$ | $1.6900 \mathrm{e}+09$ | $4.3700 \mathrm{e}+07$ | $1.0000 \mathrm{e}+10$ | $2.3426 \mathrm{e}+01$ | $8.1400 \mathrm{e}+09$ |
|  | Std. | $9.6674 \mathrm{e}-02$ | $5.9591 \mathrm{e}-01$ | $4.7700 \mathrm{e}+05$ | $1.9900 \mathrm{e}-05$ | $4.2800 \mathrm{e}+08$ | $3.2200 \mathrm{e}+07$ | $4.5000 \mathrm{e}-03$ | $5.5985 \mathrm{e}-01$ | $9.5400 \mathrm{e}+08$ |
|  | Rank | 1 | 2 | 4 | 6 | 7 | 5 | 9 | 3 | 8 |
| Average |  | 2.3333 | 2.9167 | 5.1667 | 6.0833 | 6.7500 | 5.5833 | 4.2500 | 4.2500 | 7.6667 |
| Overall |  | 1 | 2 | 5 | 7 | 8 | 6 | 3 | 3 | 9 |

TABLE 9. Statistical comparison between meta-heuristics for 100 dimensional problems

| IPA vs. | Sum of Ranks |  | $Z$-val. | $\rho$-val. | Sign. |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $W+$ | $W-$ |  |  |  |
| MFO | 0 | 28 | 2.41755 | 0.00781 | IPA |
| PSO | 0 | 28 | 2.41755 | 0.00781 | IPA |
| GSA | 0 | 28 | 2.41755 | 0.00781 | IPA |
| BA | 0 | 78 | 3.48710 | 0.00024 | IPA |
| FPA | 0 | 28 | 2.41755 | 0.00781 | IPA |
| SMS | 0 | 28 | 2.41755 | 0.00781 | IPA |
| FA | 0 | 28 | 2.41755 | 0.00781 | IPA |
| GA | 0 | 78 | 3.48710 | 0.00024 | IPA |

TABLE 10. CEC 2015 benchmark functions used in the experiments

| Function | Name | Related Basic Functions | Ref. |
| :--- | :--- | :--- | :---: |
| $f_{1}$ | Rotated Bent Cigar Function | Bent Cigar function | 100 |
| $f_{2}$ | Rotated Discus Function | Discus function | 200 |
| $f_{3}$ | Shifted and Rotated Weierstrass function | Weierstrass function | 300 |
| $f_{4}$ | Shifted and Rotated Katsuura function | Katsuura function | 500 |
| $f_{5}$ | Shifted and Rotated HappyCat function | HappyCat function | 600 |
| $f_{6}$ | Shifted and Rotated HGBat function | HGBat function <br> $f_{7}$ | Shifted and Rotated Expanded Griewank's <br> plus Rosenbrock's function |
| $f_{8}$ | Shifted and Rotated Expanded Scaffer's | Rosenbrock's function <br> Expanded Scaffer's $f_{6}$ <br> function | 800 |
| $f_{6}$ function | Hybrid function 2 (N=4) | Griewank's function <br> Weierstrass function | 1100 |
| $f_{10}$ | Compositional function 2 (N=3) | Rosenbrock's function <br> Scaffer's $f_{6}$ function |  |

In the other problem instances, twenty-five different signal sources are used for both obtaining required EEG signal and measurement artifacts. While the D12 and D12N instances are related with the first twelve signal sources, the remaining signal sources are overlapped with the signal sources used for obtaining main EEG signals. Even though measurement noise is included in all problem instances, the problem instances ended with $N$ abbreviation are also complicated with the extra noise addition as their names imply [52]-[54].
Given that $X$ is a matrix and it has $N$ rows and $M$ columns. The $N$ value actually represents the number of time series and $M$ value corresponds to the lengths of each time series. $S$ is an $N \times M$ dimensional matrix and it represents one of the four problem instances. Also, $A$ is a square matrix of size $N \times N$ and used to transform $S$ into $X$ matrix. For understanding how the $X, S$ and $A$ matrices are related with each other, the Eq. (6) should be controlled [52]-[54]. As stated earlier, the main purpose of the problem is decomposing the $S$ matrix into appropriate matrices. The noiseless component of the $S$ matrix is matched with the $S 1$ matrix and it is known that the $S 1$ should be similar to the original $S$ matrix. In addition to this, the noise or measurement artifacts on the $S$ matrix corresponds to the $S 2$ matrix [52]-[54]. Although the $S$ matrix is decomposed into $S 1$ and $S 2$ matrices, the sum of $S 1$ and $S 2$ matrices must be equal to the $S$ matrix and the sum of transformed $S 1$ and $S 2$ matrices must also be equal to the $X$ matrix as described in the Eq. (7) and Eq. (8), respectively [52]-[54].

Although the connection of these matrices is described with simple matrix operations, obtaining the $S 1$ and $S 2$ matrices from $S$ by considering described purpose of the problem is not so straightforward. However, Abbass et al. [52]-[54] showed that some statistical indicators about the $X, A$ and $S 1$ matrix being guessed can be useful for guiding the division of the $S$ matrix. One of the statistical indicators that can be utilized for guiding the division of the $S$ matrix and calculated as in Eq. (9) is related with the correlation coefficients of Pearson [52]-[54]. In the Eq. (9), $C$ is the matrix showing Pearson correlation coefficients and $\operatorname{var}(X)$ is the variance matrix. Also, $\operatorname{var}(A \times S 1)$ and $\operatorname{covar}(X, A \times S 1)$ are variance and covariance matrices, respectively [52]-[54]. While the $S 1$ is extracted from the original $S$ matrix, it is considered that the off-diagonal elements of the $C$ matrix should be minimized and the other elements of the same $C$ matrix should be maximized [52]-[54].

$$
\begin{gather*}
X=A \times S  \tag{6}\\
S=S 1+S 2  \tag{7}\\
X=A \times S 1+A \times S 2  \tag{8}\\
C=\frac{\operatorname{covar}(X, A \times S 1)}{\operatorname{var}(X) \times \operatorname{var}(A \times S 1)} \tag{9}
\end{gather*}
$$

After splitting $S$ matrix into $S 1$ and $S 2$ matrices and calculating $C$, the relevance of the $S 1$ matrix with the original $S$ matrix and appropriateness of the $C$ matrix should be measured. By aiming at determining quality of the division, Abbass et al. [52]-[54] presented objective functions given in the Eq. (10) and Eq. (11). The objective function given in the Eq. (10) describes the appropriateness of the matrix showed by $C$. Other objective given in Eq. (11) is devoted to the calculation of similarity between the $S$ and $S 1$ matrices [52][54]. When the first and second objective function values are investigated, it is understood that an accurate signal decomposition should minimize them. If the $S 1$ matrix that minimizes the sum of the equally weighted $f_{1}$ and $f_{2}$ given as $\left(f_{1}+f_{2}\right)$ is tried to be found, an optimization problem with the single objective is easily introduced [52]-[54]. If both $f_{1}$ and $f_{2}$ objective functions are tried to be minimized simultaneously, it is said that there are more than one objectives required to be optimized and a multi-objective big data optimization problem can be defined. For single and multiobjective interpretations of the problems, lower and upper bounds of the elements in $S 1$ matrix are set to -8 and +8 [52]-[54].

$$
\begin{gather*}
f_{1}=\frac{1}{\left(N^{2}-N\right)} \sum_{i \neq j}\left(C_{i j}\right)^{2}+\frac{1}{N} \sum_{i}\left(1-C_{i i}\right)^{2}  \tag{10}\\
f_{2}=\frac{1}{N \times M} \sum_{i j}\left(S_{i j}-S 1_{i j}\right)^{2} \tag{11}
\end{gather*}
$$

TABLE 11. Comparison between IP algorithm and other meta-heuristics for 30 dimensional CEC 2015 problems

| Fn. |  | IPA | SOA [31] | SHO [30], [31] | GWO [17], [31] | PSO [11], [31] | MFO [18], [31] | MVO [23], [31] | SCA [21], [31] | GSA [31], [34] | GA [6], [31] | DE [7], [31] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | Mean | $1.28 \mathrm{e}+06$ | $2.55 \mathrm{e}+05$ | $2.28 \mathrm{e}+06$ | $2.02 \mathrm{e}+06$ | $4.37 \mathrm{e}+05$ | $1.47 \mathrm{e}+06$ | $6.06 \mathrm{e}+05$ | $7.65 \mathrm{e}+06$ | $3.20 \mathrm{e}+07$ | $8.89 \mathrm{e}+06$ | $6.09 \mathrm{e}+06$ |
|  | Std. | $4.46 \mathrm{e}+05$ | $2.45 \mathrm{e}+05$ | $2.18 \mathrm{e}+06$ | $2.01 \mathrm{e}+06$ | $1.81 \mathrm{e}+05$ | $1.00 \mathrm{e}+06$ | $5.02 \mathrm{e}+05$ | $3.07 \mathrm{e}+06$ | $2.98 \mathrm{e}+06$ | $6.95 \mathrm{e}+06$ | $5.11 \mathrm{e}+06$ |
|  | Rank | 4 | 1 | 7 | 6 | 2 | 5 | 3 | 9 | 11 | 10 | 8 |
| $f_{2}$ | Mean | $5.46 \mathrm{e}+04$ | $5.53 \mathrm{e}+06$ | $3.13 \mathrm{e}+05$ | $5.65 \mathrm{e}+06$ | $9.41 \mathrm{e}+03$ | $1.97 \mathrm{e}+04$ | $1.43 \mathrm{e}+04$ | $7.33 \mathrm{e}+08$ | $4.58 \mathrm{e}+03$ | $2.97 \mathrm{e}+05$ | $4.40 \mathrm{e}+04$ |
|  | Std. | $1.01 \mathrm{e}+04$ | $8.37 \mathrm{e}+04$ | $2.10 \mathrm{e}+05$ | $2.19 \mathrm{e}+06$ | $4.82 \mathrm{e}+03$ | $1.46 \mathrm{e}+04$ | $1.03 \mathrm{e}+04$ | $2.33 \mathrm{e}+08$ | $1.09 \mathrm{e}+03$ | $2.85 \mathrm{e}+03$ | $2.75 \mathrm{e}+04$ |
|  | Rank | 6 | 9 | 8 | 10 | 2 | 4 | 3 | 11 | 1 | 7 | 5 |
| $f_{3}$ | Mean | 3.20e+02 | 3.20e+02 | $3.20 \mathrm{e}+02$ | 3.20e+02 | 3.20e+02 | 3.20e+02 | $3.20 \mathrm{e}+02$ | $3.20 \mathrm{e}+02$ | $3.20 \mathrm{e}+02$ | $3.20 \mathrm{e}+02$ | $3.20 \mathrm{e}+02$ |
|  | Std. | $7.21 \mathrm{e}-03$ | 3.71e-03 | 3.76e-02 | $7.08 \mathrm{e}-02$ | 8.61e-02 | $9.14 \mathrm{e}-02$ | 3.19e-02 | $7.53 \mathrm{e}-02$ | $1.02 \mathrm{e}-03$ | $2.78 \mathrm{e}-02$ | $1.15 \mathrm{e}-03$ |
|  | Rank | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $f_{4}$ | Mean | 5.01e+02 | $9.54 \mathrm{e}+02$ | $9.13 \mathrm{e}+02$ | $9.20 \mathrm{e}+02$ | $8.65 \mathrm{e}+02$ | $1.33 \mathrm{e}+03$ | $1.09 \mathrm{e}+03$ | $1.76 \mathrm{e}+03$ | $1.75 \mathrm{e}+03$ | $1.26 \mathrm{e}+03$ | $3.34 \mathrm{e}+03$ |
|  | Std. | $1.64 \mathrm{e}-01$ | $2.12 \mathrm{e}+02$ | $1.85 \mathrm{e}+02$ | $1.78 \mathrm{e}+02$ | $2.16 \mathrm{e}+02$ | $3.45 \mathrm{e}+02$ | $2.81 \mathrm{e}+02$ | $2.30 \mathrm{e}+02$ | $2.79 \mathrm{e}+02$ | $1.86 \mathrm{e}+02$ | $3.01 \mathrm{e}+02$ |
|  | Rank | 1 | 5 | 3 | 4 | 2 | 8 | 6 | 10 | 9 | 7 | 11 |
| $f_{5}$ | Mean | $6.00 \mathrm{e}+02$ | $2.47 \mathrm{e}+03$ | $1.29 \mathrm{e}+04$ | $2.26 \mathrm{e}+04$ | $1.86 \mathrm{e}+03$ | $7.35 \mathrm{e}+03$ | $3.82 \mathrm{e}+03$ | $2.30 \mathrm{e}+04$ | $3.91 \mathrm{e}+06$ | $2.91 \mathrm{e}+05$ | $5.39 \mathrm{e}+04$ |
|  | Std. | $1.91 \mathrm{e}-02$ | $1.40 \mathrm{e}+03$ | $1.15 \mathrm{e}+04$ | $2.07 \mathrm{e}+04$ | $1.28 \mathrm{e}+03$ | $3.82 \mathrm{e}+03$ | $2.44 \mathrm{e}+03$ | $1.91 \mathrm{e}+04$ | $2.70 \mathrm{e}+06$ | $1.67 \mathrm{e}+05$ | $2.40 \mathrm{e}+04$ |
|  | Rank | 1 | 3 | 6 | 8 | 2 | 5 | 4 | 7 | 11 | 10 | 9 |
| $f_{6}$ | Mean | $7.00 \mathrm{e}+02$ | $7.02 \mathrm{e}+02$ | $7.02 \mathrm{e}+02$ | $7.02 \mathrm{e}+02$ | $7.02 \mathrm{e}+02$ | $7.02 \mathrm{e}+02$ | $7.02 \mathrm{e}+02$ | $7.06 \mathrm{e}+02$ | $7.08 \mathrm{e}+02$ | $7.08 \mathrm{e}+02$ | $7.06 \mathrm{e}+02$ |
|  | Std. | $2.71 \mathrm{e}-02$ | 5.76e-01 | 6.76e-01 | $7.07 \mathrm{e}-01$ | $7.75 \mathrm{e}-01$ | $1.10 \mathrm{e}+00$ | $9.40 \mathrm{e}-01$ | $9.07 \mathrm{e}-01$ | $1.32 \mathrm{e}+00$ | $2.97 \mathrm{e}+00$ | $3.87 \mathrm{e}+00$ |
|  | Rank | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 8 | 11 | 11 | 8 |
| $f_{7}$ | Mean | 8.27e+02 | $1.65 \mathrm{e}+03$ | $1.86 \mathrm{e}+03$ | $3.49 \mathrm{e}+03$ | $3.43 \mathrm{e}+03$ | $9.93 \mathrm{e}+03$ | $2.58 \mathrm{e}+03$ | $6.73 \mathrm{e}+03$ | $6.07 \mathrm{e}+05$ | $5.79 \mathrm{e}+04$ | $5.60 \mathrm{e}+03$ |
|  | Std. | 3.86e+00 | $2.12 \mathrm{e}+03$ | $1.98 \mathrm{e}+03$ | $2.04 \mathrm{e}+03$ | $2.77 \mathrm{e}+03$ | $8.74 \mathrm{e}+03$ | $1.61 \mathrm{e}+03$ | $3.36 \mathrm{e}+03$ | $4.81 \mathrm{e}+05$ | $2.76 \mathrm{e}+04$ | $5.15 \mathrm{e}+04$ |
|  | Rank | 1 | 2 | 3 | 6 | 5 | 9 | 4 | 8 | 11 | 10 | 7 |
| $f_{8}$ | Mean | 9.12e+02 | $1.00 \mathrm{e}+03$ | $1.00 \mathrm{e}+03$ | $1.00 \mathrm{e}+03$ | $1.00 \mathrm{e}+03$ | $1.00 \mathrm{e}+03$ | $1.00 \mathrm{e}+03$ | $1.00 \mathrm{e}+03$ | $1.00 \mathrm{e}+03$ | $1.00 \mathrm{e}+03$ | $1.00 \mathrm{e}+03$ |
|  | Std. | $2.10 \mathrm{e}-01$ | $7.35 \mathrm{e}-01$ | $1.43 \mathrm{e}-01$ | $1.28 \mathrm{e}-01$ | $7.23 \mathrm{e}-02$ | $2.20 \mathrm{e}-01$ | $5.29 \mathrm{e}-02$ | $9.79 \mathrm{e}-01$ | $5.33 \mathrm{e}+00$ | $3.97 \mathrm{e}+00$ | $4.05 \mathrm{e}+00$ |
|  | Rank | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| $f_{9}$ | Mean | 1.12e+03 | $1.32 \mathrm{e}+03$ | $1.38 \mathrm{e}+03$ | $1.40 \mathrm{e}+03$ | $1.35 \mathrm{e}+03$ | $1.37 \mathrm{e}+03$ | $1.39 \mathrm{e}+03$ | $1.35 \mathrm{e}+03$ | $1.41 \mathrm{e}+03$ | $1.36 \mathrm{e}+03$ | $1.65 \mathrm{e}+03$ |
|  | Std. | $1.29 \mathrm{e}+00$ | $1.34 \mathrm{e}+01$ | $2.42 \mathrm{e}+01$ | $5.81 \mathrm{e}+01$ | $1.12 \mathrm{e}+02$ | $8.97 \mathrm{e}+01$ | $5.42 \mathrm{e}+01$ | $1.11 \mathrm{e}+02$ | $7.73 \mathrm{e}+01$ | $5.39 \mathrm{e}+01$ | $3.00 \mathrm{e}+01$ |
|  | Rank | 1 | 2 | 7 | 9 | 3 | 6 | 8 | 3 | 10 | 5 | 11 |
| $f_{10}$ | Mean | $1.62 \mathrm{e}+03$ | $3.78 \mathrm{e}+03$ | $4.25 \mathrm{e}+03$ | $7.29 \mathrm{e}+03$ | $7.10 \mathrm{e}+03$ | $7.60 \mathrm{e}+03$ | $7.34 \mathrm{e}+03$ | $7.51 \mathrm{e}+03$ | $9.30 \mathrm{e}+03$ | $8.96 \mathrm{e}+03$ | $6.08 \mathrm{e}+03$ |
|  | Std. | $4.09 \mathrm{e}+00$ | $2.32 \mathrm{e}+03$ | $1.73 \mathrm{e}+03$ | $2.45 \mathrm{e}+03$ | $3.12 \mathrm{e}+03$ | $1.29 \mathrm{e}+03$ | $2.47 \mathrm{e}+03$ | $1.52 \mathrm{e}+03$ | $1.94 \mathrm{e}+03$ | $6.32 \mathrm{e}+03$ | $5.83 \mathrm{e}+03$ |
|  | Rank | 1 | 2 | 3 | 6 | 5 | 9 | 7 | 8 | 11 | 10 | 4 |
| Average |  | 1.8000 | 2.9000 | 4.2000 | 5.4000 | 2.6000 | 5.1000 | 4.0000 | 6.7000 | 7.8000 | 7.3000 | 6.6000 |
| Overall |  | 1 | 3 | 5 | 7 | 2 | 6 | 4 | 9 | 11 | 10 | 8 |

TABLE 12. Statistical comparison between meta-heuristics for CEC2015 problems

| IPA vs. | Sum of Ranks |  | $Z$-val. | $\rho$-val. | Sign. |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{W}+$ | W - |  |  |  |
| SOA | 8 | 37 | 1.65632 | 0.04882 | IPA |
| SHO | 0 | 45 | 2.88563 | 0.00195 | IPA |
| GWO | 0 | 45 | 2.88563 | 0.00195 | IPA |
| PSO | 17 | 28 | 0.56759 | 0.28515 | - |
| MFO | 8 | 37 | 1.65632 | 0.04882 | IPA |
| MVO | 17 | 28 | 0.56759 | 0.28515 | - |
| SCA | 0 | 45 | 2.88563 | 0.00195 | IPA |
| GSA | 6 | 39 | 1.92135 | 0.02734 | IPA |
| GA | 0 | 45 | 2.88563 | 0.00195 | IPA |
| DE | 7 | 38 | 1.78526 | 0.03710 | IPA |

In order to analyze that whether the IP algorithm still protects its capabilities for complex engineering problems or not, single objective D4, D4N, D12 and D12N instances are solved with the IP algorithm and its results are compared with the results of the GA [6], PSO [11], DE [7], ABC [16], GSA [34], MFO [18], SCA [21] and SSA [25]. For each algorithm, the population or colony size is set to 50 and maximum fitness evaluations are taken equal to 10,000 . The crossover and mutation probabilities of the GA is 0.95 and 0.001 , respectively [6]. In addition to these, the best $20 \%$ of the whole GA population are preserved at each generation by the elitism strategy. For the PSO algorithm, given that $x_{j}^{\text {min }}$ and $x_{j}^{\text {max }}$ are lower and upper bounds of the $j t h$ decision parameter, lower and upper bounds of the velocity are $\left(x_{j}^{\min }-x_{j}^{\max }\right) \times 0.2$ and $\left(x_{j}^{\max }-x_{j}^{\min }\right) \times 0.2$ [11]. While the inertia weight is determined between 0.2 and 0.9 , the $c_{1}$ and $c_{2}$ acceleration coefficients are taken equal to 2 [11]. The crossover rate of the DE is set to 0.90 and the scaling factor is adjusted randomly between 0.2 and 0.8 [7]. The limit parameter of the ABC algorithm is calculated as $(P S \times D) / 2$ [16]. For the MFO, the $b$ constant used in the calculations of the logarithmic spiral is 1 [18]. The $a$ constant of the SCA is set to 2 [21]. The $c_{1}$ coefficient of the SSA is calculated by using the formula $2 e^{-\left(16 l^{2} / L^{2}\right)}$ where $l$ is the current iteration and $L$ is the maximum number of iterations [25]. Finally, the $N o R$ and $N o D$ parameters of the IP algorithm are set to 8 and 4.

For each algorithm, problem instances are solved 30 times with different random seeds. The mean best, best objective function values and standard deviations are recorded and presented at the Table 13. The results given in the Table 13 show that the IP algorithm filters the measurement noise and obtains more robust EEG signals compared to the GA, PSO, DE, ABC, GSA, MFO, SCA and SSA algorithms for all of the four problem instances. While the mean best objective function values obtained by the IP algorithm are between 1.0597 and 12.3272 times better than its competitors for the D4 instance, the mean best objective function values obtained by the IP algorithm are also between 1.0353 and 11.9848 times better than its competitors for the D4N instance. More-

TABLE 13. Comparison between IP algorithm and other meta-heuristics for D4, D4N, D12 and D12N instances

| Alg. |  | Instances |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | D4 | D4N | D12 | D12N |
| IPA | Mean | $1.6599 \mathrm{e}+00$ | 1.6989e+00 | 1.8370e+00 | $1.8359 \mathrm{e}+00$ |
|  | Best | $1.5458 \mathrm{e}+00$ | $1.5871 \mathrm{e}+00$ | $1.7710 \mathrm{e}+00$ | $1.7076 \mathrm{e}+00$ |
|  | Std. | $6.1728 \mathrm{e}-02$ | $5.2602 \mathrm{e}-02$ | $3.8295 \mathrm{e}-02$ | $5.2990 \mathrm{e}-02$ |
|  | Rank | 1 | 1 | 1 | 1 |
| GA | Mean | $2.1300 \mathrm{e}+00$ | $2.1491 \mathrm{e}+00$ | $2.8016 \mathrm{e}+00$ | $2.7769 \mathrm{e}+00$ |
|  | Best | $1.8930 \mathrm{e}+00$ | $1.8715 \mathrm{e}+00$ | $2.5454 \mathrm{e}+00$ | $2.3848 \mathrm{e}+00$ |
|  | Std. | $1.5558 \mathrm{e}-01$ | $1.5647 \mathrm{e}-01$ | $1.5078 \mathrm{e}-01$ | $1.5087 \mathrm{e}-01$ |
|  | Rank | 3 | 3 | 3 | 3 |
| PSO | Mean | $7.8788 \mathrm{e}+00$ | $7.8962 \mathrm{e}+00$ | $1.0634 \mathrm{e}+01$ | $1.0613 \mathrm{e}+01$ |
|  | Best | $7.2433 \mathrm{e}+00$ | $7.5527 \mathrm{e}+00$ | $1.0024 \mathrm{e}+01$ | $1.0271 \mathrm{e}+01$ |
|  | Std. | $2.7104 \mathrm{e}-01$ | $2.2522 \mathrm{e}-01$ | $1.9250 \mathrm{e}-01$ | 1.5696e-01 |
|  | Rank | 6 | 6 | 6 | 6 |
| DE | Mean | $1.4654 \mathrm{e}+01$ | 1.6886e+01 | $2.2396 \mathrm{e}+01$ | $2.2439 \mathrm{e}+01$ |
|  | Best | $7.4238 \mathrm{e}+00$ | $5.3421 \mathrm{e}+00$ | $2.1890 \mathrm{e}+01$ | $2.2020 \mathrm{e}+01$ |
|  | Std. | $6.3289 \mathrm{e}+00$ | $7.0483 \mathrm{e}+00$ | $2.0155 \mathrm{e}-01$ | $1.7023 \mathrm{e}-01$ |
|  | Rank | 7 | 7 | 9 | 9 |
| ABC | Mean | $2.0042 \mathrm{e}+01$ | $2.0101 \mathrm{e}+01$ | $2.1958 \mathrm{e}+01$ | $2.1954 \mathrm{e}+01$ |
|  | Best | $1.8982 \mathrm{e}+01$ | $1.9608 \mathrm{e}+01$ | $2.1599 \mathrm{e}+01$ | $2.1431 \mathrm{e}+01$ |
|  | Std. | $4.2809 \mathrm{e}-01$ | $3.2692 \mathrm{e}-01$ | 1.9688e-01 | 2.2401e-01 |
|  | Rank | 8 | 8 | 7 | 7 |
| GSA | Mean | $1.7590 \mathrm{e}+00$ | $1.7588 \mathrm{e}+00$ | $2.1962 \mathrm{e}+00$ | $2.2106 \mathrm{e}+00$ |
|  | Best | $1.6384 \mathrm{e}+00$ | $1.5660 \mathrm{e}+00$ | $2.0587 \mathrm{e}+00$ | $2.1154 \mathrm{e}+00$ |
|  | Std. | $7.9340 \mathrm{e}-02$ | 8.6096e-02 | $5.6204 \mathrm{e}-02$ | 4.3377e-02 |
|  | Rank | 2 | 2 | 2 | 2 |
| MFO | Mean | $2.0462 \mathrm{e}+01$ | $2.0361 \mathrm{e}+01$ | $2.2027 \mathrm{e}+01$ | $2.1970 \mathrm{e}+01$ |
|  | Best | $1.9546 \mathrm{e}+01$ | $1.9852 \mathrm{e}+01$ | $2.1819 \mathrm{e}+01$ | $2.1394 \mathrm{e}+01$ |
|  | Std. | $3.1975 \mathrm{e}-01$ | $3.5109 \mathrm{e}-01$ | 1.2472e-01 | 2.2827e-01 |
|  | Rank | 9 | 9 | 8 | 8 |
| SCA | Mean | $6.0747 \mathrm{e}+00$ | $6.4380 \mathrm{e}+00$ | $6.9154 \mathrm{e}+00$ | $6.8059 \mathrm{e}+00$ |
|  | Best | $3.0410 \mathrm{e}+00$ | $3.5316 \mathrm{e}+00$ | $5.8082 \mathrm{e}+00$ | $2.3134 \mathrm{e}+00$ |
|  | Std. | $1.4271 \mathrm{e}+00$ | $1.0361 \mathrm{e}+00$ | $4.6994 \mathrm{e}-01$ | $1.0449 \mathrm{e}+00$ |
|  | Rank | 5 | 5 | 5 | 5 |
| SSA | Mean | $2.7771 \mathrm{e}+00$ | $2.8256 \mathrm{e}+00$ | $3.0998 \mathrm{e}+00$ | $3.1211 \mathrm{e}+00$ |
|  | Best | $2.6027 \mathrm{e}+00$ | $2.6706 \mathrm{e}+00$ | $2.9668 \mathrm{e}+00$ | $2.9541 \mathrm{e}+00$ |
|  | Std. | $1.1751 \mathrm{e}-01$ | 8.5527e-02 | $7.3073 \mathrm{e}-02$ | 7.7361e-02 |
|  | Rank | 4 | 4 | 4 | 4 |

over, while the mean best objective function values obtained by the IP algorithm are between 1.1955 and 12.1916 times better than its competitors for the D12 instance, the mean best objective function values obtained by the IP algorithm are also between 1.2041 and 12.2223 times better than its competitors for the D12N instance. The effect of the plasma that is extracted from a donor and transferred into a receiver becomes more dominant on the exploitation mechanism of the IP algorithm and significantly improves the qualities of the final solutions when the difficulty and dimensionality of the problems increase as in the considered signal decomposition problems. Modifying a receiver solution by changing all of the parameters with the support of the donor or the plasma extracted from it helps preserving promising solution more longer in the population and searching the vicinity of the promising solution more steadily.

## IV. CONCLUSION

The convalescent plasma or immune plasma is one of the well-known treatment methods based on transferring the antibodies of an individual who has recovered previously to another patient or patients of the same infection. In this study, the simple but efficient idea lying behind the plasma treatment was investigated and a new meta-heuristic algorithm named as Immune Plasma algorithm for short IPA was introduced. Each individual of a population in IP algorithm
is matched with the possible solution of the optimization problem being solved and immune response of an individual to the spreading infection corresponds to the appropriateness or quality of the solution. In order to analyze the capabilities of the IP algorithm, a set of experimental studies was conducted. In the first part of the experiments, thirteen classical benchmark problems were solved with IP algorithm by assigning different values to the specific $N o R$ and $N o D$ parameters. The second part of the experimental studies was devoted to the analysis the IP algorithm on high dimensional benchmark problems. In the third part of the experimental studies, complex benchmark problems presented at the CEC 2015 were solved with the IP algorithm. Finally, in the fourth part of the experimental studies, the IP algorithm was used to solve a complex engineering problem.

The results of the experimental studies were compared with the standard implementations of the previously introduced well-known meta-heuristic algorithms including GA, PSO, DE, RCBBO, CS, FA, GSA, AMO, ABC, BA, MFO, FPA, SMS, ALO, SOA, SHO, GWO, MVO, SCA and SSA. From the detailed comparisons between IP algorithm and other meta-heuristics, it was concluded that IP algorithm is capable of obtaining better solutions for most of the benchmark problems. The model used to distribute infection between individuals provides an efficient exploration mechanism. This efficient exploration mechanism is balanced by a detailed exploitation operation in which donor individual or individuals are used as plasma sources for the emerging patient or patients and more than one dose plasma can be transferred to the patient or patients if required. In future, the performance of the IP algorithm can be analyzed by solving different constrained or non-constrained single and multiobjective optimization problems. The discrete variants of the IP algorithm can also be developed and tested. Moreover, IP algorithm can be modified by using different infection distribution approaches or adaptive IP algorithm variants by assigning required values to the $N o R$ and $N o D$ parameters for each infection period dynamically can be introduced.

## REFERENCES

[1] Ilhem Boussaid, Julien Lepagnot, and Patrick Siarry. A survey on optimization metaheuristics. Information Sciences, 237:82-117, 2013.
[2] John Silberholz and Bruce Golden. Comparison of metaheuristics. In Handbook of Metaheuristics, pages 625-640. Springer, 2010.
[3] W. Gao, J. Zhang, Q. Liu, L. Jiang, Y. Wang, M. Yin, and Y. Zhou. Binary artificial immune algorithm for adaptive visual detection. IEEE Access, 6:51587-51597, 2018.
[4] A. A. Al-Omoush, A. A. Alsewari, H. S. Alamri, and K. Z. Zamli. Comprehensive review of the development of the harmony search algorithm and its applications. IEEE Access, 7:14233-14245, 2019.
[5] Xin-She Yang. Nature-inspired optimization algorithms: challenges and open problems. Journal of Computational Science, page 101104, 2020.
[6] Mandavilli Srinivas and Lalit M Patnaik. Genetic algorithms: A survey. Computer, 27(6):17-26, 1994.
[7] Kenneth V Price. Differential evolution. In Handbook of Optimization, pages 187-214. Springer, 2013.
[8] Hans-Georg Beyer and Hans-Paul Schwefel. Evolution strategies-a comprehensive introduction. Natural Computing, 1(1):3-52, 2002.
[9] Dan Simon. Biogeography-based optimization. IEEE Transactions on Evolutionary Computation, 12(6):702-713, 2008.
[10] Marco Dorigo, Mauro Birattari, and Thomas Stutzle. Ant colony optimization. IEEE Computational Intelligence Magazine, 1(4):28-39, 2006.
[11] Russell C. Eberhart and Yuhui Shi. Particle swarm optimization: developments, applications and resources. In Proceedings of the 2001 Congress on Evolutionary Computation, volume 1, pages 81-86. IEEE, 2001.
[12] Xin-She Yang and Suash Deb. Cuckoo search via levy flights. In 2009 World Congress on Nature \& Biologically Inspired Computing (NaBIC), pages 210-214. IEEE, 2009.
[13] Xin-She Yang. Firefly algorithm, levy flights and global optimization. In Research and Development in Intelligent Systems XXVI, pages 209-218. Springer, 2010.
[14] Xin-She Yang. A new metaheuristic bat-inspired algorithm. In Nature Inspired Cooperative Strategies for Optimization (NICSO 2010), pages 65-74. Springer, 2010.
[15] Xin-She Yang. Flower pollination algorithm for global optimization. In International Conference on Unconventional Computing and Natural Computation, pages 240-249. Springer, 2012.
[16] Dervis Karaboga and Bahriye Basturk. A powerful and efficient algorithm for numerical function optimization: artificial bee colony (abc) algorithm. Journal of Global Optimization, 39(3):459-471, 2007.
[17] Seyedali Mirjalili, Seyed Mohammad Mirjalili, and Andrew Lewis. Grey wolf optimizer. Advances in Engineering Software, 69:46-61, 2014.
[18] Seyedali Mirjalili. Moth-flame optimization algorithm: A novel natureinspired heuristic paradigm. Knowledge-based Systems, 89:228-249, 2015.
[19] Seyedali Mirjalili. The ant lion optimizer. Advances in Engineering Software, 83:80-98, 2015.
[20] Seyedali Mirjalili. Dragonfly algorithm: a new meta-heuristic optimization technique for solving single-objective, discrete, and multi-objective problems. Neural Computing and Applications, 27(4):1053-1073, 2016.
[21] Seyedali Mirjalili. Sca: a sine cosine algorithm for solving optimization problems. Knowledge-based Systems, 96:120-133, 2016.
[22] Seyedali Mirjalili and Andrew Lewis. The whale optimization algorithm. Advances in Engineering Software, 95:51-67, 2016.
[23] Seyedali Mirjalili, Seyed Mohammad Mirjalili, and Abdolreza Hatamlou. Multi-verse optimizer: a nature-inspired algorithm for global optimization. Neural Computing and Applications, 27(2):495-513, 2016.
[24] Shahrzad Saremi, Seyedali Mirjalili, and Andrew Lewis. Grasshopper optimisation algorithm: theory and application. Advances in Engineering Software, 105:30-47, 2017.
[25] Seyedali Mirjalili, Amir H Gandomi, Seyedeh Zahra Mirjalili, Shahrzad Saremi, Hossam Faris, and Seyed Mohammad Mirjalili. Salp swarm algorithm: A bio-inspired optimizer for engineering design problems. Advances in Engineering Software, 114:163-191, 2017.
[26] Ali Asghar Heidari, Seyedali Mirjalili, Hossam Faris, Ibrahim Aljarah, Majdi Mafarja, and Huiling Chen. Harris hawks optimization: Algorithm and applications. Future Generation Computer Systems, 97:849-872, 2019.
[27] Afshin Faramarzi, Mohammad Heidarinejad, Seyedali Mirjalili, and Amir H. Gandomi. Marine predators algorithm: A nature-inspired metaheuristic. Expert Systems with Applications, 152:113377, 2020.
[28] Shimin Li, Huiling Chen, Mingjing Wang, Ali Asghar Heidari, and Seyedali Mirjalili. Slime mould algorithm: A new method for stochastic optimization. Future Generation Computer Systems, 111:300-323, 2020.
[29] Y. Chou, S. Kuo, L. Yang, and C. Yang. Next generation metaheuristic: Jaguar algorithm. IEEE Access, 6:9975-9990, 2018.
[30] Gaurav Dhiman and Vijay Kumar. Spotted hyena optimizer: a novel bio-inspired based metaheuristic technique for engineering applications. Advances in Engineering Software, 114:48-70, 2017.
[31] Gaurav Dhiman and Vijay Kumar. Seagull optimization algorithm: Theory and its applications for large-scale industrial engineering problems. Knowledge-Based Systems, 165:169-196, 2019.
[32] T. Dutta, S. Bhattacharyya, S. Dey, and J. Platos. Border collie optimization. IEEE Access, 8:109177-109197, 2020.
[33] Ilker Birbil and Shu-Chering Fang. An electromagnetism-like mechanism for global optimization. Journal of Global Optimization, 25(3):263-282, 2003.
[34] Esmat Rashedi, Hossein Nezamabadi-pour, and Saeid Saryazdi. Gsa: A gravitational search algorithm. Information Sciences, 179(13):2232-2248, 2009.
[35] Richard A Formato. Central force optimization: a new deterministic gradient-like optimization metaheuristic. Opsearch, 46(1):25-51, 2009.
[36] Hamed Shah-Hosseini. The intelligent water drops algorithm: a natureinspired swarm-based optimization algorithm. International Journal of Bio-inspired Computation, 1(1-2):71-79, 2009.
[37] Jihong Shen and Yan Li. Light ray optimization and its parameter analysis. In 2009 International Joint Conference on Computational Sciences and Optimization, volume 2, pages 918-922. IEEE, 2009.
[38] Erik Cuevas, Alonso Echavarria, and Marte A Ramirez-Ortegon. An optimization algorithm inspired by the states of matter that improves the balance between exploration and exploitation. Applied Intelligence, 40(2):256-272, 2014.
[39] Wagner F Sacco and Ana Carolina Rios-Coelho. A new metropolis optimisation method, the cross-section particle collision algorithm: some preliminary results. International Journal of Nuclear Energy Science and Technology, 10(1):59-71, 2016.
[40] Behzad Javidy, Abdolreza Hatamlou, and Seyedali Mirjalili. Ions motion algorithm for solving optimization problems. Applied Soft Computing, 32:72-79, 2015.
[41] Fred Glover. Tabu search. ORSA Journal on Computing, 1(3):190-206, 1989.
[42] Meeta Kumar, Anand J Kulkarni, and Suresh Chandra Satapathy. Socio evolution \& learning optimization algorithm: A socio-inspired optimization methodology. Future Generation Computer Systems, 81:252-272, 2018.
[43] R Venkata Rao, VJ Savsani, and J Balic. Teaching-learning-based optimization algorithm for unconstrained and constrained real-parameter optimization problems. Engineering Optimization, 44(12):1447-1462, 2012.
[44] Peter J Delves and Ivan M Roitt. The immune system. New England Journal of Medicine, 343(1):37-49, 2000.
[45] NIH. Understanding the immune system how it works. National Institute of Allergy and Infectious Diseases, 07-5423:1-63, 2007.
[46] Jacqueline Parkin and Bryony Cohen. An overview of the immune system. The Lancet, 357(9270):1777-1789, 2001.
[47] Ikbal Ok Bozkaya and Namık Yasar Ozbek. Use of convalesant plasma in covid-19 infection. Turkiye Cocuk Hastaliklari Dergisi, 14:51-54, 2020.
[48] Ivan FN Hung, Kelvin KW To, Cheuk-Kwong Lee, Kar-Lung Lee, Kenny Chan, Wing-Wah Yan, Raymond Liu, Chi-Leung Watt, Wai-Ming Chan, and Kang-Yiu Lai. Convalescent plasma treatment reduced mortality in patients with severe pandemic influenza a (h1n1) 2009 virus infection. Clinical Infectious Diseases, 52(4):447-456, 2011.
[49] Chenguang Shen, Zhaoqin Wang, Fang Zhao, Yang Yang, Jinxiu Li, Jing Yuan, Fuxiang Wang, Delin Li, Minghui Yang, and Li Xing. Treatment of 5 critically ill patients with covid-19 with convalescent plasma. Jama, 323(16):1582-1589, 2020.
[50] Xiangtao Li, Jie Zhang, and Minghao Yin. Animal migration optimization: an optimization algorithm inspired by animal migration behavior. Neural Computing and Applications, 24(7):1867-1877, 2014.
[51] Q. Chen, B. Liu, Q. Zhang, J.J. Liang, P.N. Suganthan, and B.Y. Qu. Problem definitions and evaluation criteria for cec 2015 special session on bound constrained single-objective computationally expensive numerical optimization. In Evolutionary Computation (CEC), 2015 IEEE Congress on, pages 84-88, 2015.
[52] Hussein A Abbass. Calibrating independent component analysis with laplacian reference for real-time eeg artifact removal. In International Conference on Neural Information Processing, pages 68-75. Springer, 2014.
[53] Sim Kuan Goh, Hussein A Abbass, Kay Chen Tan, and Abdullah Al Mamun. Artifact removal from eeg using a multi-objective independent component analysis model. In International Conference on Neural Information Processing, pages 570-577. Springer, 2014.
[54] Sim Kuan Goh, Kay Chen Tan, Abdullah Al-Mamun, and Hussein A Abbass. Evolutionary big optimization (bigopt) of signals. In 2015 IEEE Congress on Evolutionary Computation (CEC), pages 3332-3339. IEEE, 2015.


SELCUK ASLAN received M.Sc. and Ph.D. degrees from the Department of Computer Engineering, Erciyes University, Kayseri Turkey in 2013 and 2017, respectively. He is currently working as associate professor at the Department of Computer Engineering, Nevşehir Hacı Bektaş Veli University, Nevşehir, Turkey. His research interests include meta-heuristics, applications of metaheuristics in engineering, parallel and distributed computation.


SERCAN DEMIRCI received the B.S. degree (high honors) in computer engineering from Eastern Mediterranean University, Famagusta, North Cyprus, in 2008, the M.S. degree in 2010, and the Ph.D. degree in 2018 in information technology from the International Computer Institute in Ege University, Izmir, Turkey. He is an Assistant Professor with the Computer Engineering Department, Ondokuz Mayıs University, Samsun, Turkey. His research interests include P2P networks, live streaming, wireless sensor networks, cognitive radio networks, and optimization problems in communication networks.


[^0]:    ${ }^{1}$ Source code is available upon request.

