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Impact of Channel Aging on Reconfigurable
Intelligent Surface Aided Massive MIMO Systems

with Statistical CSI
Anastasios Papazafeiropoulos, Ioannis Krikidis, Pandelis Kourtessis

Abstract—The incorporation of reconfigurable intelligent sur-
face (RIS) into massive multiple-input-multiple-output (mMIMO)
systems can unleash the potential of next-generation networks by
improving the performance of user equipments (UEs) in service
dead zones. However, their requirement for accurate channel
state information (CSI) is critical, and especially, applications
with UE mobility that induce channel aging make challenging the
achievement of adequate quality of service. Hence, in this work,
we investigate the impact of channel aging on the performance of
RIS-assisted mMIMO systems under both spatial correlation and
imperfect CSI conditions. Specifically, by accounting for channel
aging during both uplink training and downlink data trans-
mission phases, we first perform minimum mean square error
(MMSE) channel estimation to obtain the UE effective channels
with low overhead similar to conventional systems without RIS.
Next, we derive the downlink achievable sum spectral efficiency
(SE) with regularized zero-forcing (RZF) precoding in closed-
form being dependent only on large-scale statistics by using the
deterministic equivalent (DE) analysis. Subsequently, we present
the attractive optimization of the achievable sum SE with respect
to the phase shifts and the total transmit power that can be
performed every several coherence intervals due to the slow
variation of the large-scale statistics. Numerical results validate
the analytical expressions and demonstrate the performance
while allowing the extraction of insightful design conclusions for
common scenarios including UE mobility. In particular, channel
aging degrades the performance but its impact can be controlled
by choosing appropriately the frame duration or by increasing
the number of RIS elements.

Index Terms—Reconfigurable intelligent surface (RIS), channel
aging, channel estimation, achievable spectral efficiency, beyond
5G networks.

I. INTRODUCTION

Emerging applications bring challenges that demand ever-
higher data rates and increased connectivity/coverage together
with ultra-reliable and low-latency wireless communication
(URLLC) requirements. Especially, these applications have
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led to the development of disruptive technologies such as
massive multiple-input multiple-output (mMIMO) systems
and millimeter-wave (mmWave) communications [1]. Unfor-
tunately, existing techniques incur additional power and hard-
ware costs while they cannot guarantee an adequate quality
of service (QoS) in dead zones due to obstacles. For exam-
ple, mMIMO exhibits poor performance in low scattering
conditions, and the large number of active elements might
result in prohibitive energy usage. In particular, they focus on
improvements regarding the transmission and reception, while
the wireless propagation environment is left uncontrollable.
Furthermore, the time-varying and random nature of the wire-
less channel constitute the ultimate impediment to achieving
the URLLC and rate targets.

In this direction, sixth generation (6G) networks, aiming
at covering the higher rate demands and more stringent
constraints, have appeared with the reconfigurable intelligent
surface (RIS) being among its proposed promising technolo-
gies. Actually, RIS has attracted significant attention since it
overcomes the aforementioned issues [2]–[13]. Specifically, a
RIS is a software-defined surface that is usually attached to
existing infrastructure to alleviate blockage effects. It consists
of a large number of individually-controlled, low-cost, and
nearly passive elements. A RIS achieves to adapt to changes
in the propagation environment and modify the radio waves
since each of its elements can induce an adjustable phase shift
to each incident signal, which enables a dynamic control over
the wireless propagation channel. For instance, in [3], a min-
imization of the transmit power at the base station (BS) with
signal-to-interference-plus-noise ratio (SINR) constraints took
place in a RIS-assisted multi-user (MU) multiple-input single-
output (MISO) communication system by jointly optimizing
the precoding and reflecting beamforming matrices (RBMs).
In [4], the sum rate was maximized subject to a transmit
power constraint, while in [5], the sum rate was optimized by
accounting also for correlated Rayleigh fading and inevitable
hardware impairments at both the transceiver and the RIS.
Similarly, in [6], the maximization of the minimum UE rate
was studied in the case of a large number of antennas, in [7],
the impact of hardware impairments was evaluated, and in [11],
the impact of imperfect CSI on the outage probability was
investigated. Notably, given that RIS-assisted MIMO systems,
having a reduced number of active radio frequency (RF)
chains, can achieve similar performance to mMIMO without
RIS [13], it is indicated that a more cost and energy-efficient
implementation of mMIMO is possible.
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To reap the benefits of RIS and mMIMO and arrive at
realistic conclusions, the acquisition of accurate channel state
information (CSI) is of paramount importance [8], [14]–[18].
1 However, channel estimation (CE) in RIS-aided systems is
quite challenging because of two main reasons. First, although
its passive elements render RIS energy-efficient, they make
infeasible conventional CE through transmitting and receiving
pilots, which require active elements. Second, RIS generally
includes a large number of elements, which require a pro-
hibitively high training overhead that severely reduces the
achievable rate. For instance, in [14], an ON/OFF CE scheme
was proposed, where the least-squares estimates of all RIS-
assisted MISO channels with a single user were calculated
one by one. Moreover, other works such as [8], [15] do not
provide analytical expressions for the estimated channel that
could be exploited for the derivation of the spectral efficiency
(SE). In [16], all RIS elements were assumed active during
training but a number of sub-phases equal at least to the
number of RIS elements are required, which results in a lower
rate because the overhead on the coherence time for CE is
larger. Moreover, this method does not provide the covariance
of the estimated channel vector from all RIS elements to a
specific UE but estimates of the individual channels while
leaving the correlation among them unknown. An effective
method with low overhead compared to previous works is to
estimate the cascaded BS-RIS-UE channel in a single phase
based on minimum mean square error (MMSE) as in [5].
Notably, another method, which reduces the overhead has
been presented by exploiting RIS partitioning into subgroups,
e.g., see [18]. Also, therein, an insightful categorization of the
various CE approaches concerning RIS-assisted systems has
been provided.

In practice, CSI is not only imperfect but can also be
outdated because of channel aging [19]–[23]. The cause of
channel aging is the UE mobility, which renders the channel
time-varying, i.e., contrary to the standard block fading model,
the channel evolves with time and is different during each
symbol. Thus, a mismatch appears between the current channel
and the estimated channel used for detection or precoding.
Interestingly, in [22], channel aging was also considered
during the training phase for a more realistic study. Several
works have studied the impact of channel aging in mMIMO
systems as mentioned but little attention has been given to
its effect in RIS-assisted systems despite its great significance
[23].

In principle, the phase shifts optimization lies on two
methodologies with respect to CSI, namely, instantaneous
CSI (I-CSI) [3], [4] and statistical CSI (S-CSI) [5], [6],
[23]–[29]. The first approach suggests the optimization of
the phases at every coherence interval because the related
expressions depend on small-scale fading, while the second
approach concerns expressions that depend on large-scale
statistics, which vary every several coherence intervals. Hence,
the latter approach enables considerably the reduction of the
signal overhead and the computational complexity, which can

1Note that many previous works assumed perfect CSI, which is a highly
unrealistic assumption.

become excessively high in the case of a large number of RIS
elements and BS antennas. Moreover, for the same reasons,
the S-CSI approach is more energy-efficient. Notably, in high
mobility scenarios, which are faster time-varying, the I-CSI
method would be very challenging to be implemented since
the tuning of the RIS parameters should be repeated very
frequently. On the contrary, the application of the S-CSI
appears to be more practical.

A. Motivation/Contributions

Faced with these challenges, the motivation of this work is
to conduct a realistic characterization of the downlink achiev-
able sum SE of RIS-assisted mMIMO systems accounting for
UE mobility and imperfect CSI under correlated Rayleigh fad-
ing conditions, when regularized zero-forcing (RZF) precoding
is applied.

• Contrary to the majority of existing works on RIS-
assisted systems such as [3]–[6], [17], [18], [24]–[28],
which considered static UEs, we account for channel
aging due to UE mobility. To the best of our knowledge,
the only previous works considering channel aging are
[23] and [29]. The former focused on mmWave commu-
nications with LoS links and with a finite number of BS
antennas, while we consider mMIMO systems, correlated
Rayleigh fading, and channel aging during the training
phase too. The latter did not account for correlated fading
mMIMO, and ZF precoding, while we have taken correla-
tion into account and we have focused on mMIMO. Note
that no optimization took place in [29]. In addition, we
have resorted to the deterministic equivalent analysis to
provide the rate for RZF. Also, despite that many previous
works have relied on independent Rayleigh fading e.g.,
[3], [4], we consider correlated Rayleigh fading [30],
which appears unavoidable in practice. Moreover, we
account for S-CSI instead of I-CSI since the former
is more suitable for studying time-varying channels. In
particular, compared to other works, which are based on
statistical CSI such as [5], [6], [23]–[29], our work is the
only one that has studied the impact of channel aging by
taking into account correlated fading, imperfect CSI, and
RZF being a more advanced precoder, which increases the
difficulty for the derivation of closed-form expressions.
For example, compared to [5] focusing on the uplink
and maximal ratio combining (MRC), we have assumed
a more suitable model for RIS correlation, the downlink,
RZF, and we have focused on the impact of channel aging.
Similarly, compared to [6], we have assumed imperfect
CSI, have focused on the sum rate instead of the max-
min rate, and have studied channel aging. Also, although
channel aging has been studied in [29], no correlation has
been considered, ZF instead of RZF has been applied, and
no optimization has been performed.

• We introduce channel aging not only in the downlink data
transmission phase but also during the uplink training
phase as in [22]. In particular, based on [5], we per-
form MMSE estimation and obtain the effective channel
estimate that ages with time. The proposed approach



provides the estimated channel with low overhead and in
closed-form that enables further manipulations to derive
the achievable SE. Previous works, e.g., [8], [15] do not
provide analytical expressions or have other disadvan-
tages such as high overhead and unknown inter-element
correlation [16].

• Exploiting the deterministic equivalent (DE) analysis, we
obtain the DE of the downlink sum SE of RIS-assisted
mMIMO systems with RZF precoding under UE mobility
and correlated Rayleigh fading conditions. The DE results
are of great importance because they provide closed-form
expressions in terms of a convergent system of fixed-point
equations that allow efficient optimization.

• We formulate the maximization problem regarding the
sum SE with respect to RBM and total transmit power
constraints. Notably, given that the sum SE depends only
on large-scale statistics, the proposed optimization can
be performed every several coherence intervals, and thus,
reduce significantly the signal overhead, which is large
in time-varying channels.

• We verify the analytical results with Monte Carlo (MC)
simulations, and we shed light on the impact of channel
aging on the downlink sum SE of a RIS-assisted mMIMO
system due to correlated fading and channel aging. For
comparison, we depict results corresponding to no mo-
bility to show the degradation due to channel aging and
the inferior performance of maximum ratio transmission
(MRT) precoding.

B. Paper Outline

The remainder of this paper is organized as follows. Sec-
tion II presents the system model of a RIS-assisted mMIMO
system with imperfect CSI under correlated Rayleigh fading
and channel aging conditions. Section III describes the CE ac-
counting for channel aging. Section IV presents the downlink
sum SE, while Section V provides the optimization regarding
the RBM and the transmit power. The numerical results are
discussed in Section VI, and Section VII concludes the paper.

C. Notation

Vectors and matrices are denoted by boldface lower and
upper case symbols, respectively. The notations (·)T, (·)H, and
tr(·) represent the transpose, Hermitian transpose, and trace
operators, respectively. The expectation operator is denoted
by E [·] while diag (a) represents an n × n diagonal matrix
with diagonal elements being the elements of vector a. Also,

the notations
a.s.−−−−→

M→∞
and an ≍ bn with an and bn being

two infinite sequences denote almost sure convergence as
M → ∞. The notation lim

x→c
f(x) denotes the limit of f of x

as x approaches c, and the notation ∂f(x)
∂x denotes the partial

derivative of f with respect to x. Finally, b ∼ CN (0,Σ)
represents a circularly symmetric complex Gaussian vector
with zero mean and covariance matrix Σ.

IRS

IRS controller

Base station

M

antennas

       L

elements

Fig. 1. A downlink RIS-assisted mMIMO communication system with M
BS antennas, L RIS elements, and moving K UEs.

II. SYSTEM MODEL

We consider a RIS-assisted downlink mMIMO system,
where a BS, equipped with M antennas communicates with K
single-antenna noncooperative UEs behind obstacles. A RIS,
consisting of L passive reflecting elements is located in the
LoS of the BS to assist the communication with the UEs, e.g.,
imagine the common scenario where both the BS and RIS
are deployed at high altitude and their locations are fixed, as
shown in Fig. 1. The RIS can dynamically adjust the phase
shift induced by each reflecting element on the impinging
electromagnetic waves through a perfect smart controller that
is connected to the BS in terms of a perfect backhaul link. The
size of each RIS element is dH×dV, where dV and dH express
its vertical height and its horizontal width, respectively. The
proposed model considers also the potential presence of direct
links between the BS and the UEs. However, these could be
also neglected in the cases of high penetration losses and/or
big signal blockages.

A. Channel Model

We account for a quasi-static fading model with coherence
bandwidth much larger than the channel bandwidth. We em-
ploy the standard block fading model with each coherence
interval/block including τc = BcTc channel uses, where Bc

and Tc are the coherence bandwidth and the coherence time
in Hz and s, respectively.

Within the transmission in each coherence block and during
the nth time slot, let H1 = [h11 . . . ,h1L] ∈ CM×L and
h2k,n ∈ CL×1 be the LoS channel between the BS and the
RIS and the channel between the RIS and UE k at the nth time
instant. Note that h1i for i = 1, . . . , L denotes the ith column
vector of H1. Similarly, let gk,n ∈ CM×1 be the direct channel
between the BS and UE k at the nth time instant. Despite
that the majority of existing works, e.g., [3], [4], assumed
independent Rayleigh model, in practice, correlated fading
appears, which affects the performance [30]. Thus, h2k,n and



gk,n are described in terms of correlated Rayleigh fading
distributions as

h2k,n =
√

βh2,kR
1/2
RIS,kq2k,n, (1)

gk,n =
√

βg,kR
1/2
BS,kqk,n, (2)

where RRIS,k ∈ C
L×L and RBS,k ∈ C

M×M express the
deterministic Hermitian-symmetric positive semi-definite cor-
relation matrices at the RIS and the BS respectively with
tr (RRIS,k) = L and tr (RBS,k) = M . The correlation
matrices RRIS,k and RBS,k ∀k are assumed to be known by
the network since they can be obtained by existing estimation
methods [31].2 Another way of practical calculation of the
covariance matrices follows. Especially, as can be seen by
the expression of the covariance matrices, they depend on the
distances dBS and dIRS and the angles. The distances are based
on the construction of the BS and the IRS. Moreover, the an-
gles can be calculated when the locations are given. Moreover,
βh2,k and βg,k describe the path-losses of the RIS-UE k and
BS-UE k links, respectively. Especially, βg,k is expected to be
small because of the blockages between the BS and the UEs.
Also, q2k,n ∼ CN (0, IL) and qk,n ∼ CN (0, IM ) denote the
corresponding fast-fading vectors at the nth time instant. Note
that fast fading vectors change within each coherence block,
while the correlation matrices are assumed constant for a large
number of coherence blocks.

The high rank LoS channel H1 is described as

[H1]m,l =
√

β1 exp
(

j
2π

λ
(m− 1) dBS sin θ1,l sinφ1,l

+(l − 1) dRIS sin θ2,m sinφ2,m
)

, (3)

where β1 is the path-loss between the BS and RIS, λ is the
carrier wavelength, while dBS and dRIS are the inter-antenna
separation at the BS and inter-element separation at the RIS,
respectively [16]. Also, θ1,l and φ1,l denote the elevation
and azimuth LoS angles of departure (AoD) at the BS with
respect to RIS element l, and θ2,l and φ2,l denote the elevation
and azimuth LoS angles of arrival (AoA) at the RIS. It is
worthwhile to mention that H1 can be obtained similarly to the
covariance matrices since the dependence of their expressions
on the distances and the angles is similar.

The response of the L elements is described by the diagonal
RBM Θ = diag

(

µ1e
jθ1 , . . . , µLe

jθL
)

∈ CL×L, where θl ∈
[0, 2π] and µl ∈ [0, 1] are the phase and amplitude coefficient
for RIS element l, respectively. Herein, we assume maximum
signal reflection, i.e., µl = 1 ∀l [3].3 For the sake of expo-
sition, the overall channel vector hk,n = gk,n + H1Θh2k,n,
conditioned on Θ is distributed as hk,n ∼ CN (0,Rk), where
Rk = βg,kRBS,k + βh2,kH1ΘRRIS,kΘ

HHH

1. Given that Rk

2The correlation matrices and the path-losses are independent of n because
these represent effects that vary with time in a much slower pace than the
coherence time.

3Recently, it was shown that the amplitude and phase responses are
intertwined in practice, while the assumption of independence between the
amplitude and the phase shift or even a unity amplitude is unrealistic, e.g., see
[32]. However, this assumption regarding independence still allows revealing
fundamental properties of the channel aging of the proposed model, while
the consideration of the phase shift model in [32] is an interesting idea for
extension of the current work, i.e., to study the impact of channel aging on
RIS-assisted systems by accounting for this intertwinement.

depends on the path-losses, the correlation matrices, and H1,
which are all assumed to known as explained previously, Rk

can also be assumed known by the network.
Remark 1: Although, it is uncommon to meet independent

Rayleigh fading in practice [30], in such a case, we have
RRIS,k = IL. Then, the overall covariance becomes Rk =
βd,kRBS,k + β2,kH1H

H

1. Obviously, Rk does not depend on
the RBM and cannot be optimized. Hence, the RIS cannot be
exploited. Nevertheless, note that even under these conditions,
the RIS enhances the communication with an additional signal
to the receiver.

B. Channel Aging

In practice, the relative movement between the UEs and the
RIS, i.e., the UE mobility causes a phenomenon, known as
channel aging [19]–[21].4 In particular, this movement results
in a Doppler shift that makes the channel change with time.
Hence, contrary to the conventional block fading channel
model, the channel coefficients, exhibiting flat fading, vary
from symbol to symbol. However, they are constant within
one symbol. The symbol duration is assumed smaller than or
equal to the coherence time of all UEs. This assumption is
common in works studying the impact of channel aging such
as [19]- [22]. The channel use is denoted by n ∈ {1, . . . , τc}.

Mathematically, the channel realization hk,n at the nth time
instant is modeled as a function of its initial state hk,0 and an
innovation component as [22]

hk,n = αk,nhk,0 + ᾱk,nek,n, (4)

where ek,n ∼ CN (0,Rk) denotes the independent innovation
component at the nth time instant and αk,n = J0(2πfDTsn)
is the temporal correlation coefficient of UE k between the
channel realizations at time 0 and n with J0(·) being the zeroth-
order Bessel function of the first kind, Ts being the channel
sampling duration, and fD = vfc

c being the maximum Doppler

shift.5 Also, we denote ᾱk,n =
√

1− α2
k,n. Note that v is the

velocity of the UE, c = 3×108 m/s is the speed of light, and fc
is the carrier frequency. As can be seen, a higher UE velocity
of the UE or higher delay result in decrease of αk,n though not
monotonically, since there are some ripples. It is worthwhile
to mention that the model in (4) is not autoregressive of first-
order as in previous works [19], [20] since the current channel
is not determined in terms of its state at the previous time
instant, but it depends on its state at an initial time hk,0. The
advantage is that the statistics of the model exactly match with
that of the Jakes’ model [22].

III. CHANNEL ESTIMATION WITH CHANNEL AGING

Perfect CSI is not available in practice but the BS needs
to estimate the channel. On this ground, we consider the

4Normally, all RIS elements have the same relative movement comparing
to a specific UE.

5The second-order statistics of the channel including the path-losses and
αk,n are estimated during the connection establishment when the BS esti-
mates the location and the velocity of the UE. While the path-losses are
estimated using the average pilot power, αk,n can be estimated using the
temporal correlation among the same set of pilots.



standard time-division-duplex (TDD) protocol, where each
block consists of τ channel uses for the uplink training
phase and τd = τc − τ channel uses for the downlink data
transmission phase [33]. The disadvantage of RIS-assisted
systems is that the RIS, which consists of passive elements,
cannot process the received pilot symbols from the UEs to
obtain the estimated channels and cannot send pilots to the
BS for CE. Herein, contrary to ON/OFF channel estimation
schemes such as [14] and [16] that require L + 1 phases, we
perform the CE in a single phase. Notably, the consideration
of the cascaded channel CE instead of the individual channels
has already been applied in several works such as [5], [6].
Actually, it is more beneficial to consider the overall channel
because this allows computing the correlation among inter-
element links, while in the case of individual channels, this
correlation remains unknown. Also, our CE is accompanied
by reduced feedback and allows higher achievable SE due to
the larger pre-log factor since the training overhead is much
lower.

During the uplink training phase, each UE transmits a τ -
length mutually orthogonal training sequences, i.e., ψk =
[ψk,1, . . . , ψk,τ ]

T ∈ Cτ×1. We assume that the pilot sequence
consists of K pilot symbols, which is the minimal number
for channel estimation, i.e., τ ≥ K [34]. Also, Θ is assumed
fixed. Thus, the received signal by the BS at time n is given
by

Yn =
√
pp

K
∑

i=1

hi,nψ
H

i +Wn, (5)

where pp ≥ 0 is the common pilot transmit power for all UEs
and Wn ∈ CM×τ is spatially white additive Gaussian noise
matrix at the BS during this phase. After correlation of the
received signal with the training sequence of UE k 1√

pp
ψk,

we obtain

ỹk,n = hk,n +
1

√
pp

w̃k,n, (6)

where w̃k,n = Wnψk ∼ CN
(

0, σ̃2IM
)

.
Although this received signal can be used to estimate

the channel at any time slot of the block, the estimated
channel will deteriorate as the time interval between training
and transmission increases. On this ground, we consider the
channel estimate at n = K + 1 since the estimate will be
worse at a later instant. Based on (4), the channel at the nth
instant (n ≤ K) can be described in terms of the channel at
time K + 1 as

hk,n = αk,ζ−nhk,ζ + ᾱk,ζ−nẽk,n, (7)

where ẽk,n ∼ CN (0,Rk) is the independent innovation
vector, which relates hk,n and hk,ζ . Also, we have defined
ζ = K + 1 to simplify the notation. Inserting (7) into (6), we
obtain

ỹk,n = αk,ζ−nhk,ζ + ᾱk,ζ−nẽk,n +
1

√
pp

w̃k,n. (8)

By applying the standard minimum mean square error
(MMSE) estimation [33], the BS obtains the channel estimate

of hk,ζ as

ĥk,ζ = αk,ζ−nRkQỹk,n, (9)

where Q =
(

Rk +
σ̃2

pp
IM

)−1

. The estimate ĥk,ζ is distributed

as CN (0,Φk), where Φk = α2
k,ζ−nRkQRk. According to

the orthogonality property of MMSE estimation, the indepen-
dent channel estimation error vector is h̃k,ζ = hk,ζ− ĥk,ζ and
distributed as CN (0,Ψk), where Ψk = Rk − Φk. Notably,
the channel estimate ĥk,ζ in (9) includes the degradation due
to the channel aging.

Remark 2: In the case of no channel aging, i.e., when
αk,ζ−n = 1, we reduce to the conventional block-fading
model. Moreover, as can be seen, the estimation error takes
values between Rk(IM−α2

k,1QRk) and Rk(IM−α2
k,KQRk).

Also, we observe that in the case of no mobility, the estimation
error vanishes as the pilot signal-to-noise ratio (SNR) γ =

pp

σ̃2

increases, while it saturates as lim
γ→∞

Ψk = (1−α2
k,ζ−n)Rk in

the case of channel aging. The latter shows that the estimation
error increases as the UE moves with higher velocity and as
the number of UEs increases since ζ increases.

In Sec. VI, we illustrate the normalized mean square error
(NMSE) defined as

NMSEk =
tr
(

E[(ĥk − hk)(ĥk − hk)
H]
)

tr (E[hkh
H

k])
(10)

= 1− tr(Ψk)

tr(Rk)
. (11)

According to (11), an increase in channel aging results in
the increase of the NMSEk. Overall, channel aging has a
detrimental on channel estimation. Below, we elaborate on its
impact during the downlink transmission.

IV. DOWNLINK TRANSMISSION

The downlink transmission of data from the BS to all UEs
consists of a broadcast channel that has to make use of a
certain precoding strategy in terms of a precoding vector
fk,n ∈ CM×1. In parallel, taking advantage of TDD and its
channel reciprocity, the downlink channel is the Hermitian
transpose of the uplink channel. Thus, the received signal
rk,n ∈ C by UE k during the data transmission phase
(n = K + 1, . . . , τc) can be written as

rk,n = hH

k,nsn + zk,n, (12)

where sn =
∑K

i=1

√
pifi,nxi,n describes the transmit signal

vector by the BS, pi ≥ 0 is the transmit power to UE i,
and zk,n ∼ CN (0, σ2) is complex Gaussian noise at UE k.
Note that fi,n ∈ CM×K and xi,n are the linear precoding
vector and the data symbol with E{|xi,n|2} = 1, respectively.6

The precoding vector is normalized based on the average total
power constraint

E{‖sn‖2} = tr(PFH

nFn) ≤ Pmax, (13)

6If we assume that mmWwave communication takes place, hybrid beam-
forming can be introduced as the best solution that achieves a good trade-off
between cost and complexity as usually adopted in the literature. However,
the study of the impact of channel aging in the mmWwave region is left for
future research due to limited space.



where Fn = [f1,n, . . . , fK,n] ∈ CM×K , P =
diag(p1, . . . , pK), and Pmax > 0 is the total transmit power.
However, the channel hk,n in (12) can be expressed as

hk,n =αk,n−K ĥk + αk,n−K h̃k + ᾱk,n−K ẽk,n

αk,n−K ĥk + ᾱk,n−K ẽk,n, (14)

where ĥk expresses the channel vector at the beginning of the
data transmission phase, and h̃k is the corresponding channel
estimation error.

Substitution of (14) into (12) provides

rk,n = αk,n−K
√
pkh

H

kfk,nxk,n + ᾱk,n−K
√
pkẽ

H

k,nfk,nxk,n

+

K
∑

i6=k

√
pih

H

k,nfi,nxi,n + zk,n. (15)

Although UEs do not have instantaneous CSI, we can
assume that UE k has access to E{ĥH

kfk,nxk,n}. Then, by
using the technique in [35], where UE k is aware of only
the statistical CSI, the received signal is written as

rk,n=αk,n−K
√
pkE{hH

kfk,n}xk,n+ᾱk,n−K
√
pkẽ

H

k,nfk,nxk,n

+αk,n−K
√
pkh

H

kfk,nxk,n − αk,n−K
√
pkE{hH

kfk,n}xk,n

+

K
∑

i6=k

√
pih

H

k,nfi,nxi,n + zk,n. (16)

Proposition 1: The downlink average SE for UE k of an
RIS-assisted mMIMO system, accounting for imperfect CSI
and channel aging, is lower bounded by

SEk =
1

τc

τc
∑

n=K+1

log2 (1 + γk,n), (17)

where γk,n is the achievable SINR at time n given by (18).

Proof: First, based on a similar approach to [36], [37],
the average achievable SE including the achievable SINR γk,n
in the transmission phase is computed for each n. Next, the
average over these SEs is obtained as in (17).

Regarding the achievable SINR γk,n, given the Gaussianity
of the input symbols, it is obtained by accounting for a worst-
case assumption for the computation of the mutual informa-
tion [34, Theorem 1]. In particular, except for E{hH

k,nfk,n}
being the deterministic desired signal detected by UE k, all
others terms are treated as independent Gaussian noise with
zero mean and variance equal to the variance of interference
plus noise.

The following analysis requires M , L, and K increase but
with a given bounded ratio as 0 < lim inf K

M ≤ lim sup K
M <

∞ and 0 < lim inf L
M ≤ lim sup L

M < ∞. Henceforth, this
notation is denoted as M → ∞. Taking into account that,
according to (14), the available CSI at time n is αk,n−K ĥk,

the BS designs its RZF precoder as7

fk,n = αk,n−K

√
λΣĥk, (19)

where λ is a normalization parameter, which is obtained due
to (13) as

λ =
Pmax

α2
k,n−K tr

(

PĤHΣ2Ĥ
) . (20)

Note that Σ ,

(

α2
k,n−KĤĤH+Z+MαIM

)−1

, where Z ∈
C

M×M is an arbitrary Hermitian non negative definite matrix,
and α is a regularization scaled by M to make expressions
converge to a constant as M → ∞. As a result, by denoting
ρ = Pmax

σ2 the SNR at the downlink transmission phase, the
SINR of UE k under RZF precoding can be written as (21)
at the top of the next page. For the sake of convenience, we
denote Sk,n and Ik,n the numerator and denominator of (21),
respectively, i.e., we have γk,n =

Sk,n

Ik,n
.

Based on similar assumptions to [38, Assump. A1-A3]
regarding the covariance matrices under study, we rely on the
DE analysis to obtain the DE downlink SE of UE k.8 The DE

SINR obeys to γk,n − γ̄k,n
a.s.−−−−→

M→∞
0 while the deterministic

SE of UE k obeys to

SEk − SEk
a.s.−−−−→

M→∞
0, (22)

where SEk = 1
Tc

∑Tc

n=K+1 log2(1 + γ̄k,n) based on the domi-
nated convergence and the continuous mapping theorem [39].

Theorem 1: The downlink DE of the SINR of UE k with
RZF precoding at time n, accounting for correlated Rayleigh
fading, imperfect CSI, and channel aging due to UE mobility
is given by (23), where

λ̄ =
Pmax

1
M

∑K
i=1 pi

α2
k,n−K

δλ
i

(1+α2
i,n−K

δi)2

, (24)

δk = 1
M tr(ΦkT), δ̃k = 1

M2 tr
(

(Rk − Φk)T̃(Φk)
)

, δek =
1
M tr

(

RkT̃(Φk)
)

, δλi = 1
M tr

(

ΦiT̃(IM )
)

, ζki =
1

M2 tr
(

RkT̃(Φi)
)

, µki = 1
M2 tr

(

ΦkT̃(Φi)
)

, Qik = ζki+
|δk|2µki

(1+α2
k,n−K

δk)
2 −2Re

{

δ∗kµki

1+α2
k,n−K

δk

}

, with

∗ T=
(

K
∑

i=1

1

M
(

1 + α2
i,n−Kδi

)Φi+αIM

)−1

,

∗ T̃(L) = TLΦiT+
∑K

i=1
δ̃iTΦiT

M(1+α2
i,n−K

δi)
2 , L = Φi, IM

7Despite that RZF precoding is generally suboptimal, it has been applied
selected in the case of mMIMO in many works due to reasons of complexity
and to provide closed-form expressions. In other words, it is common in
mMIMO to consider a linear precoder between the MRT and RZF precoders.
Hence, for these reasons, in this work, we have selected the more optimal
precoder, i.e., RZF despite its complexity. Note that RZF precoding is a very
good choice compared to MRT, and the corresponding derivation of the rate
together with its optimization require delicate manipulations, which raise the
novelty of this work.

8The DE analysis results in deterministic expressions, which make lengthy
Monte-Carlo simulations unnecessary. Also, its results are tight approxima-
tions even for conventional systems with moderate dimensions, e.g., an 8× 8
matrix [39]. Hence, the following DE SINR in (23) is of great practical
importance.



γk,n =
α2
k,n−Kpk|E{hH

kfk,n}|2

α2
k,n−KpkVar {hH

kfk,n}+
∑K

i6=k αi,n−KpiE
{

|hH

k,nfi,n|2
}

+ ᾱ2
k,n−KpkE

{

|ẽH

k,nfk,n|2
}

+ σ2
. (18)

γk,n =
pk|E{hH

kΣĥk}|2

pkVar
{

hH

kΣĥk

}

+
∑K

i6=k pi
α4

i,n−K

α4
k,n−K

E

{

|hH

k,nΣĥi|2
}

+ pk
ᾱ2

k,n−K

α2
k,n−K

E

{

|ẽH

k,nΣĥk|2
}

+
tr(PĤHΣ2Ĥ)

α2
k,n−K

ρ

. (21)

γ̄k,n=
pkδ

2
k

pk δ̃k+pk
ᾱ2
k,n−K

α2
k,n−K

δek+
∑

i6=k

pi
α4
i,n−K(1+α2

k,n−Kδk)
2

α4
k,n−K(1+α2

i,n−Kδi)
2
Qik+

1

M

K
∑

i=1

pi
(1+α2

k,n−Kδk)
2δλi

ρ(1 + α2
i,n−Kδi)

2

(23)

∗ δ̃(L) = (IK−F)
−1 with [F]k,i =

1

M2(1+α2
i,n−K

δi)
tr(ΦkTLT), L = Φi, IM .

Proof: : Please see Appendix A.

V. SUM SE MAXIMIZATION

In this section, we focus on the optimization of the sum SE
of a RIS-assisted time-varying mMIMO system with channel
aging. Specifically, the sum rate maximization problem is
described as

(P1) max
Θ,p≥0

SE =

K
∑

i=1

SEk (25a)

s.t |θ̃l| = 1, l = 1, . . . , L, (25b)
K
∑

i=1

pi ≤ Pmax, (25c)

where we have denoted the elements of Θ as θ̃l = exp (jθl)
for all l and the vector p = [p1, . . . , pK ]T. The first constraint
in (25b) means that each RIS element induces a phase shift
without any change on the amplitude of the incoming signal,
while constraint (25c) ensures that the BS transmit power is
kept below the maximum power Pmax.9

The solution of the optimization problem (P1) is challeng-
ing due to its non-convexity and the unit-modulus constraint
concerning θ̃l. To tackle this difficulty, we consider the alter-
nating optimization (AO) technique, where Θ and p are going
to be solved separately and iteratively. In particular, first, we
focus on finding the optimum Θ given fixed p. Next, we solve
for p with fixed Θ. The iteration of this procedure, where
the sum rate increases at each iteration step, continues until

9The considered optimization problem allocates the available resources
(power vector, RIS configuration) to maximize the total spectral efficiency (i.e,
sum-rate). This is a well-known objective function when the total/aggregate
rate of the network is the key design priority. It is worth also noting that the
sum capacity/rate is a fundamental performance metric (one dimension) in
multi-user networks from information theoretic perspective. To consider QoS
per individual user, the consideration of other objective functions that take
into account fairness (e.g. max-min rate) and/or minimum individual rates is
required, which are beyond the scope of this paper and can be considered for
future work.

convergence to the optimum value since the sum rate is upper-
bounded subject to the power constraint (25c). Note that all
computations take place at the BS.

A. RIS Configuration

The exploitation of the RIS potentials implies the optimiza-
tion of the RBM towards maximum sum SE. The presence
of the RBM appears inside the covariance matrices in the DE
achievable SINR in (23). Given that the logarithm function is
monotonic, it is sufficient to maximize γ̄k,n instead of SEk.
Hence, by assuming infinite resolution phase shifters, the RBM
optimization problem is formulated as

(P2) max
Θ

SE

s.t |θ̃l| = 1, l = 1, . . . , L.
(26)

Although the problem (P2) is non-convex in terms of Θ

and it is subject to a unit-modulus constraint regarding θ̃l,
application of the projected gradient ascent algorithm can
achieve a local optimal solution by projecting the solution onto
the closest feasible point at every step until converging to a sta-
tionary point. Specifically, let the vector ct = [θ̃t,1, . . . , θ̃t,L]

T

include the phases at step t. The next step of the algorithm is
described by

c̃t+1 = ct + µ̃qt, ct+1 = exp (j arg (c̃t+1)) , (27)

where the parameter µ̃ denotes the step size and qt =
∂γ̄k,n

∂c∗t
describes the ascent direction at step t, given below by
Proposition 2.10 Note that the suitable step size at each
iteration is selected based on the backtracking line search
[40]. The solution is obtained by the projection problem
min|θl|=1,l=1,...,L ‖c− c̃‖2 under the unit-modulus constraint.
Algorithm 1 presents the overview of this procedure. For the
sake of convenience, we denote the partial derivative with
respect to c∗t by (·)′.

10Given that the feasible set is the unit circle, then any point x should be
projected on this circle, i.e., it should be x/|x|, which is equal to exp(j∠(x)).



Algorithm 1 Projected Gradient Ascent Algorithm for the RIS
Design

1. Initialisation: c0 = exp (jπ/2)1L, Θ0 = diag (c0), γ̄k,n =
f (Θ0) given by (23); ǫ > 0
2. Iteration t: for t = 0, 1, . . . , do
3. qt =

∂γ̄k,n

∂c∗t
, where ∂γ̄k,n

∂c∗t
is given by Proposition 2;

4. Find µ̃ by backtrack line search (f (Θ0) ,qt, ct) [40];
5. c̃t+1 = ct + µ̃qt;
6. ct+1 = exp (j arg (c̃l+1)); Θl+1 = diag (cl+1);
7. γ̄t+1

k,n = f (Θt+1);
8. Until ‖γ̄t+1

k,n − γ̄tk,n‖2 < ǫ; Obtain Θ⋆ = Θt+1;
9. end for

Proposition 2: The derivative of γ̄k,n with respect to c∗t is
given by

γ̄′k,n =
S′
kIk − SkI

′
k

I2k
, (28)

where

S′
k = 2pkδkδ

′
k, (29)

I ′k = δ̃′k+(δek)
′+

∑

i6=k

α2
i,n−K(1+α2

k,n−Kδk)
2

α2
k,n−K(1+α2

i,n−Kδi)
2
Q′

ik

+
1

M

K
∑

i=1

pi
2(1+α2

k,n−Kδk)δk′δλi + (1+α2
k,n−Kδk)

2(δλi )
′

(1 + α2
i,n−Kδi)

2

+
1

M

K
∑

i=1

pi
α2
i,n−K(1+α2

k,n−Kδk)
2ρδ′iδ

λ
i

(1 + α2
i,n−Kδi)

3

+
∑

i6=k

2α2
i,n−Kα

2
k,n−Kδ

′
k(1+α

2
k,n−Kδk)

α2
k,n−Kρ(1+α

2
i,n−Kδi)

3
Qik

−
∑

i6=k

3α4
i,n−Kδ

′
i(1+α

2
k,n−Kδk)

2

α2
k,n−K(1+α2

i,n−Kδi)
5
Qik (30)

with the auxiliary variables given by

δ̃′k=
1

M
tr
(

(R′
k −Φ′

k)T̃(Φk)+(Rk −Φk)T̃
′(Φk)

)

, (31)

(δek)
′=

1

M
tr
(

R′
kT̃(Φk) +RkT̃

′(Φk)
)

, (32)

T′ = −T(T−1)′T, (33)

(T−1)′ =
1

M

K
∑

i=1

Φ′
i

(

1 + α2
i,n−Kδi

)

− α2
i,n−KΦiδ

′
i

(1 + α2
i,n−Kδi)

2
, (34)

T̃′(Φk) = T′ΦkT+TΦ′
kT+TΦkT

′

+
1

M

K
∑

i=1

δ̃′iTΦiT+ δ̃i(T
′ΦkT+TΦ′

kT+TΦkT
′)

(1 + α2
i,n−Kδi)

3

− 1

M

K
∑

i=1

2α2
i,n−K δ̃iTΦiTδ

′
i

(1 + α2
i,n−Kδi)

, (35)

Q′
ik = ζ′ki+

δkδ
′
kµki + |δk|2µki

(

1+α2
k,n−Kδk

)2 +
2α2

k,n−K |δk|2µkiδ
′
k

(

1+α2
k,n−Kδk

)3

−2Re

{

(δ∗k)
′µki + δ∗kµ

′
ki

1+α2
k,n−Kδk

+
α2
k,n−Kδ

∗
kµkiδ

′
k

(

1+α2
k,n−Kδk

)2

}

, (36)

ζ′ki =
1

M2
tr
(

R′
kT̃(Φi) +RkT̃

′(Φi)
)

, (37)

µ′
ki =

1

M2
tr
(

Φ′
kT̃(Φi) +ΦkT̃

′(Φi)
)

, (38)

λ̄′ =
K
(

1
M tr

(

Z
M + αIM

)

T̃′(IM )− 1
M trT′)

(

1
M trT− 1

M tr
(

Z
M + αIM

)

T̃(IM )
)2 . (39)

Proof: The proof is given in Appendix B.
The RBM beamforming design is based on the gradient

ascent , which results in a significant advantage because the
gradient ascent is derived in a closed-form. This method
comes with low computational complexity because it consists
of simple matrix operations. Specifically, the complexity of
Algorithm 1 is O

(

MN2 +N +M
)

, which consists of the
fundamental system parameters M and N with the number of
RIS elements having the higher (square) impact.

B. Power Allocation

Given a fixed RBM Θ, the objective is the maximization
of the sum SE with respect to p. Specifically, we have

(P3) max
p≥0

SE

s.t

K
∑

i=1

pi ≤ Pmax,
(40)

where SE is given by (25a). This problem is not convex but
a local optimal solution can be obtained by using a weighted
minimum mean square error (MMSE) reformulation of the
sum SE maximization. The SINR γ̄k,n in (23) can be described
as a function of the downlink power coefficients given by the
vector p as

γ̄k,n =
pkqk
cTp

, (41)

where c=[c1, . . . , cK ]T with

qk=δ
2
k, (42)

ck= δ̃k+
ᾱ2
k,n−K

α2
k,n−K

δek +
1

M
δλi , ∀g (43)

cgi =
α4
i,n−K(1+α2

k,n−Kδk)
2

α4
k,n−K(1+α2

i,n−Kδi)
2
Qik

+
1

M

(1+α2
k,n−Kδk)

2δλi
(1 + α2

i,n−Kδi)
2
, ∀g, ∀i 6= g. (44)

The MMSE reformulation includes writing the SINR in (41)
in terms of a single-input and single-output (SISO) channel
that is described as

ỹk =
√
pkqksk +

K
∑

i=1

√
picisi, (45)

where ỹk is the received signal, and si ∈ C expresses the nor-
malized and independent random data signal with E{|si|2 =
1}. The receiver can compute an estimate ŝk = v∗k ỹk of the
desired signal sk by minimizing the MSE ek(p, vk) = [|ŝk −
sk|2], where vk as a scalar combining coefficient. Specifically,
the MSE is written as

ek(p, vk) = v2k (pkqk + cTp)− 2vk
√

qkPk + 1. (46)



The coefficient vk, which minimizes the MSE ek(p, vk) for
a given p, is given by

vk =

√
pkqk

pkqk +
∑K

i=1 pici
. (47)

Substituting vk into (46), the MSE becomes 1/ (1 + γ̄k,n).
According to the weighted MMSE method, we introduce the
auxiliary weight parameter dk ≥ 0 for the MSE ek and focus
on the solution of the following optimization problem

(P4) min
p≥0,

{vk,dk≥0:k=1,...,K}

K
∑

i=1

diei(p,vi)− ln(d1)

s.t
K
∑

i=1

pi ≤ Pmax.

(48)

It is worthwhile to mention that problems (P3) and (P4) are
equivalent because they have the same global optimal solution.
The equivalence relies on the fact that the optimal dk in (48)
is 1/ek = (1 + γ̄k,n). The benefit of the reformulation results
in the following lemma, which is adapted based on [41, Th.
3].

Lemma 1: The block descent coordinate algorithm, de-
scribed as Algorithm 2 below, converges to a local optimum of
(P4) by means of AO among three blocks of variables being
{vk : k = 1, . . . ,K}, {dk : k = 1, . . . ,K}, and p.

Algorithm 2 Block coordinate descent algorithm for solving
(P4)

1. Initialisation: Set p = Pmax

K 1K (arbitrary value) and the
solution accuracy ǫ > 0,
2. while the objective function in (48) is not improved more
than ǫ do

3. vk =
√
pkqk

pkqk+
∑

K
i=1

pici
, i = 1, . . . ,K

4. dk = 1/ek(p, vk), k = 1, . . . ,K
5. Solve the following problem for the current values of vk
and dk:

(P5) min
p≥0

K
∑

i=1

diei(p,vi)

s.t

K
∑

i=1

pi ≤ Pmax,

(49)

6. Update p by the obtained solution to (49)
7. end while

8. Output: p⋆

Algorithm 2 delineates the whole operation for the power
allocation. Step 5 includes a subproblem that has to be solved
in every iteration. Fortunately, its solution can be obtained in
closed-form with

√
pk, k = 1 . . . ,K treated as optimization

variables by decomposing the problem into K independent
subproblems. In particular, the solution is given by

pk = min

(

Pmax,
qkd

2
kv

2
k

(

qkdkv2k +
∑K

i=1 div
2
i ci

)2

)

. (50)

Remark 3: The proposed algorithms, i.e., Algorithms 1 and
2 converge quickly and have low computation complexity.
Moreover, given that both algorithms achieve a local optimum,

and that the overall algorithm is based on AO, the final solution
corresponds to a local optimum, which means that different
initializations will result in different solutions, as will be
shown below in Sec. VI.

The power allocation presents a similar complexity to the
RBM design since similar matrix operations take place in
Algorithm 2, i.e., its complexity is O

(

MN2 +N +M
)

.

VI. NUMERICAL RESULTS

In this section, we elaborate on the numerical results
concerning the downlink sum SE of RIS-assisted mMIMO
systems with channel aging, imperfect CSI, and correlated
Rayleigh fading. MC simulations, portrayed by "✕" marks,
verify our analysis for n → ∞ even for finite (conventional)
system dimensions. This property has been already observed
in previous works relying on DE analysis [20], [38], [39]. For
the sake of comparison, in certain cases, we also depict the
scenarios with MRT precoding, static UEs, and the absence of
RIS.

The simulation setup consists of a a single cell with radius
R = 1000 meters. In the center of the cell, there is a
BS, which consists of a uniform linear array (ULA) with
M = 100 antennas that serve K = 20 moving UEs while
the communication is assisted by an RIS assembled by a
uniform planar array (UPA) of L = 100 elements. The
length of the uplink training duration is τ = K symbols
and the pilot transmit power is pp = 6 dBm. Assuming
that the coherence time and bandwidth are Tc = 2 ms and
Bc = 100 kHz, respectively, i.e., the coherence block consists
of 200 channel uses. Also, σ2 = −174+ 10 log10 Bc. For the
sake of exposition, we assume that the temporal correlation
coefficient αk,n is the same across all UEs.

The correlation matrices RBS,k and RRIS,k are computed
according to [38] and [30], respectively. The size of each RIS
element, required by the latter, is given by dH=dV=λ/4. In
addition, the path-losses corresponding to the BS-to-RIS and
RIS-to-UE k links are given by [3], [6]

β1 =
C1

rα1

1

, β2,k =
C2

rα2

2,k

, (51)

where αi and ri for i = 1, 2 are the path-loss exponent and
distance for link i. Note that C1 = 26 dB and C2 = 28 dB,
which describe the path-losses at a reference distance of 1 m
[12]. In the case of the LoS link, we consider the same value
for βd,k as for β2,k but with an additional penetration loss of
15 dB. The choice of these values has been made based on
the 3GPP Urban Micro (UMi) scenario from TR36.814 for a
carrier frequency of 2 GHz and a noise level of −80 dBm.
In particular, the path-losses for links 1 and 2 are generated
based on the LOS and NLOS versions [42]. Specifically, we
have α1 = 2.2 and α2 = 3.67 while r1 = 8 m and r2 = 60 m.
The Doppler spread, corresponding to a relative velocity of
135 km/h between the BS and the UEs, is fD = 250 Hz.
Moreover, if we assume that the bandwidth is W = 20MHz,
the symbol time is Ts = 1/(2W) = 0.025 µs.

Fig. 2 depicts the relative estimation error per channel
element, i.e., the NMSE versus the downlink SNR for different
velocities. Certain noise floors appear as p → ∞. Moreover,



Fig. 2. NMSE of UE k versus the SNR of an RIS-assisted MIMO system with
imperfect CSI (M = 100, L = 100, K = 20) for different UE velocities
in the cases of uncorrelated fading at the RIS (Analytical results and MC
simulations).

we illustrate the result corresponding to no mobility, which
decreases without bound. In addition, we observe that the error
floors take larger values with increasing mobility (channel
aging). It is shown that the NMSE saturates after 25 dB for
high velocity while it saturates much later for slow velocity.
Note that these results correspond to uncorrelated fading at
the RIS to avoid any RBM optimization because, in this case,
the NMSE is independent of Θ (Remark 1). However, below,
in the case of the sum SE, the optimization with respect to Θ

is applied.

Fig. 3. Downlink achievable sum SE with RZF precoding of an RIS-assisted
MIMO system with channel aging versus the normalized Doppler shift fDTs

for different number of RIS elements L (M = 100, K = 20) (Analytical
results and MC simulations).

In Fig 3, we depict the achievable average SEn versus the
normalized Doppler shift fDTs for n = 160 while varying
the number of RIS elements, i.e., L = 20, 60, 120, 180.
The ripples are caused because of the dependence from the

correlation coefficient, which takes the form of the Bessel
function of zeroth order, i.e., α2

k,n−K = J20(2πfDTsn). It is
shown that by increasing fDTs, the average sum SE decreases.
An increase in fDTs is equivalent to an increase in velocity or
duration of the symbol time. Especially, when fDTs ≈ 0.39,
the sum rate becomes almost zero for the first time, and then
the magnitude fluctuates while tending to zero. Moreover, a
larger RIS in terms of number of elements results in larger
average sum SE but the curves keep the same shape. Even the
zeros of the sum SE appear at the same normalized Doppler
shifts. Hence, the presence of a RIS improves the performance
even in channel aging conditions.

Fig. 4. Downlink achievable sum SE with RZF precoding of an RIS-assisted
MIMO system with channel aging versus the time instant index n for different
velocities v (M = 100, L = 100, K = 20) (Analytical results and MC
simulations).

Fig. 4 shows the achievable average SEn versus the time
instant index n for different UEs velocities. The time index
starts at n = K + 1, where the data transmission begins. As
can be seen, at a given time instant, SEn decreases with UE
mobility. Moreover, as the velocity increases, the first zero
position moves to the left, which suggests that the length of
coherence time should be designed to account for the impact
of channel aging. Also, we depict the scenario with no RIS in
the case v = 40 km/h, which appears lower SE.

Fig. 5 illustrates the achievable downlink sum SE versus the
number of RIS elements L for varying UE mobility in terms
of the relative velocity v. Obviously, SE increases with L as
expected, but an increase in velocity degrades the performance.
The larger the velocity becomes, the larger the loss in the
sum SE is observed. However, an increase with respect to the
number of elements still allows for improving the SE despite
the degradation due to mobility. Also, we show the results
corresponding to static UEs and no RIS that correspond to
the horizontal lines, which are parallel to the x-axis. For the
sake of further comparison, we illustrate the performance of
the simpler MRT precoding under channel aging conditions
(dotted lines), which increases with L but is inferior compared
to RZF.

Fig. 6 shows also the impact of channel aging in terms of the



Fig. 5. Downlink achievable sum SE with RZF precoding of an RIS-assisted
MIMO system with channel aging versus the number of RIS elements L
for different velocities v (M = 100, K = 20) (Analytical results and MC
simulations).

Fig. 6. Downlink achievable sum SE with RZF precoding of an RIS-assisted
MIMO system with channel aging versus the number BS antennas M for
different velocities v (L = 100, K = 20) (Analytical results and MC
simulations).

achievable sum SE with respect to the number of BS antennas
M for different velocities. Generally, the downlink sum rate
presents a rise with M . Notably, we observe that when the
velocity increases, the sum rate decreases while an increase in
the number of BS antennas increases the performance. For the
sake of comparison, we have included the solid lines in terms
of simulation corresponding to the SE with CE performed
according to [16] when v = 10 km/h and v = 100 km/h.
Although the CE in [16] does not account for channel aging,
the achievable sum SE is much lower than the proposed
method due to its high training overhead.

In Fig. 7, we depict the convergence of the proposed
entire algorithm, which is founded on AO and includes the
subproblems of RBM and transmit power optimizations. In

Fig. 7. Downlink achievable sum SE with RZF precoding of an RIS-assisted
MIMO system with channel aging versus the number of iterations for different
velocities v and number of RIS elements L (M = 100, K = 20) (Analytical
results and MC simulations).

particular, the horizontal axis corresponds to the number of
iterations. As can be observed, the convergence is achieved
quite fast for the cases under study, i.e., about 6 iterations are
required. In the same figure, we have shown how the increase
in the number of RIS elements and the channel aging affect
the convergence. As L increases, more iterations are required
to reach convergence because the number of optimization
variables is larger. However, channel aging does not affect
the rate of convergence but only the rate since the number of
optimization variables does not change.

Fig. 8. Downlink achievable sum SE with RZF precoding of an RIS-assisted
MIMO system with channel aging versus 30 channel realizations (M = 100,
L = 100, K = 20) (Analytical results and MC simulations).

In addition, Fig. 8 assesses the dependence on the choice
of the initial points. Specifically, given that the optimization
problem 25c is non-convex, its solution is contingent on
the initialization. Hence, we consider 30 channel realizations



and v = 50 km/h. The overall algorithm, consisted of
Algorithms 1 and 2 is initialized with c0 = exp (jπ/2)1L

and p = Pmax

K 1K . The line corresponding to "Alg. 1-Test"
considers the best initial point out of 100 random initial points
for each channel instance. As observed, different initial points
lead to different solutions. However, the sum SE in both
cases is almost identical, which indicates that the selected
initialization regarding the phase shifts and the transmit power
is a good choice.

VII. CONCLUSION

In this paper, we studied the impact of channel aging on RIS-
assisted mMIMO systems by taking additionally into account
the effects of spatial correlation and imperfect CSI. Having
introduced channel aging and correlated Rayleigh fading not
only during the data transmission phase but also in the uplink
training phase, we obtained the effective channel estimates
and derived the DE achievable sum SE with RZF in closed
form. Next, we provided its maximization with respect to the
RIS phase shifts and power budget constraints by applying an
efficient AO algorithm based on statistical CSI that reduces
both the computational complexity and the feedback overhead.
Hence, we illustrated the impact of channel aging and how
its interconnection with other fundamental parameters affects
performance. For instance, a suitable selection of the number
of RIS elements and the length of the frame duration can
mitigate channel aging. Notably, this work suggests interesting
directions for future research with the study of wideband
systems being of prominent significance.

APPENDIX A
PROOF OF THEOREM 1

Regarding the term in the desired signal power given by
Sk,n, we have

E{hH

kfk,n} = αk,n−KE{(ĥH

k + h̃H

k)Σkĥk} (52)
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where Σk is defined as
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(
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k − α2
k,n−K ĥkĥ

H

k + Z+ αMIM
)−1

.

In (53), we have applied the matrix inversion lemma. In (54),
we have used [43, Lem. 14.3] known as rank-1 perturbation
lemma, [43, Lem. B.26], and [44, Theorem 1]. Also, we have
set δk = 1

M tr(ΦkT).

For the derivation of the DE of the normalization parameter

λ, we focus on the denominator, and we result in
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where, in (57), we have applied the matrix inversion lemma
twice. In (58), we have applied the rank-1 perturbation lemma,
[43, Lem. B.26], and [44, Theorem 1] together with [38,
Theorem 2] for K = IM . In (59), we have denoted δλi =
1
M tr

(

ΦiT̃(IM )
)

.
The term in Ik,n, which includes the deviation from the

average effective channel gain is written as

Var {hH

kfk,n} ≍
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, (62)

where in (60), we have applied the matrix inversion lemma,
[43, Lem. B.26], and [44, Theorem 1]. Next step includes
application of the rank-1 perturbation lemma, [43, Lem. B.26],
and [45, Lem. 10]. and [43, Lem. B.26] again. In (62), we have
used [38, Theorem 2].

Similar steps are followed to derive the DE of the term
including the innovation error. Specifically, we have
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The second term, concerning the multi-user interference, is
obtained as

E{|hH

k,nfi,n|2} = α2
i,n−KE

{

∣

∣

∣

∣

∣

hH

k,nΣiĥi
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∣

∣

∣

∣

∣

2
}

(66)

= α2
i,n−KE

{

hH

k,nΣiĥiĥ
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where the matrix inversion lemma has been applied in (66). In
(68), the mutual independence between ĥi and hk,n, the rank-
1 perturbation lemma, [43, Lem. B.26], and [44, Theorem 1]



are taken into account. However, Σi is not independent of
hk,n. For this reason, application of [38, Lemma 2] gives

Σi = Σik − α2
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where the new matrix Σik is defined as
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By inserting (69) into (68), we result in

E{|hH

k,nfi,n|2} =
Qik

(

1 + α2
i,n−Kδi

)2 , (71)

where Qik is given by (72) at the top of the next page. In
(71), we have applied again the matrix inversion lemma, and
in the last step, we have used the rank-1 perturbation lemma,
[43, Lem. B.26], [44, Theorem 1], and [38, Theorem 2]. The
DE of each term in (72) is obtained as
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1

M2
trΦkT̃(Φi). (75)

Hence, substitution of (73)-(75) into (72) provides Qik.
The definitions of the various parameters are given in the

presentation of the theorem. The DE SINR γ̄k,n is obtained
by substituting (55), (59), (62), (65), and (71) into Sk,n and
Ik,n.

APPENDIX B
PROOF OF PROPOSITION 2

For this proof, we are going to use the following lemma.
Lemma 2: Let A ∈ CM×M be independent of Θ and Rk =

H1Θ RRIS,kΘ
HHH

1, then
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where we have used the property tr (Adiag(ct)) =
(diag(A))T ct.

The gradient of γ̄k,n with respect to c∗t is written as
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I2k
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where the quotient rule derivative was simply applied. We
continue with the computation of the partial derivatives S′

k

and I ′k. Specifically, S′
g is obtained as
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Note that Φ′
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expression is given by
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The computation of the trace of this expression requires
Lemma 2 and that the derivative of the inverse matrix Q is
obtained according to [46, Eq. 40] as Q′ = −Q(Q−1)′Q,
where the derivative of Q−1 is written as
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After inserting (81)-(84) into (80), we obtain S′
k.

The derivative of Ik is based on simple derivative rules and
it requires the computation of the derivatives of δk, δ̃k, δek,
Qik, and λ̄ as shown in (30). Regarding δ′k, it is given by
(81), while δ̃k and δek are obtained similarly as
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The derivative of the normalization parameter is given by
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Moreover, the last required derivative, concerning Qik, is
obtained as
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Having obtained (85), (86), (88), and (89), the derivative of
Ik is derived and the proof is concluded.
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)2 −2α4
k,n−KRe

{

ĥH
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