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#### Abstract

SHA-1 uses a single set of rotation constants within the compression function. However, most other members of the MD4 family of hash functions use multiple sets of rotation constants, i.e. the rotation amounts change with the step being processed.

To our knowledge, no design rationales on the choice of rotation constants are given on any of these hash functions. This is the first paper that analyzes rotations in iterated hash functions. We focus on SHA-1like hash functions and use recent developments in the analysis of these hash functions to evaluate the security implications of using multiple sets of rotation constants in the compression function instead of a single set. Additionally, we give some observations on the set of constants used in SHA-0 and SHA-1.


## 1 Introduction

SHA-0 was introduced in 1993 and SHA-1 was introduced in 1995 without giving any rationales on the design. Both are based on the MD4 design strategy, however the used message expansions are more complex. Additionally, a single set of rotation constants instead of multiple sets are used during state update, i.e. the rotation constants remain the same for all steps. Later on, in 1998, the hash function HAS-160 was specified for use in South Korea's Digital Signature Algorithm. The structure of HAS-160 is very similar to SHA-1. However, one distinct feature is the use of multiple sets of rotation constants (as in MD4 and MD5) instead of a single set. Several questions are open so far:

1. Why were the rotation constants for SHA-1 chosen as they are?
2. Would there be better choices for these constants from a security point of view?
3. Is there a security advantage of using multiple sets of rotation constants instead of a single set?

We attempt to give some answers to these questions. To our knowledge this is the first article which deals with the issue of rotation constants in iterated hash

[^0]functions. The outline and main contributions of this article are as follows. In Section 2, we give a short description of SHA-1 and HAS-160. Afterwards, in Section 3, we review and comment on currently known analysis strategies for SHA-1. This review serves as an important starting point for some comparisons done later in this article. Looking at HAS-160, we see that due to its nonrecursive message expansion the basic building block for most of these strategies (elementary collisions as introduced by [3]) can not be directly applied. However, the Rijmen-Oswald extension [15] can be used to overcome these problems.

Afterwards we turn to the influence of multiple sets of rotation constants. We analyze the effect of multiple sets of rotation constants in simplified models in Section 4 We show that these multiple sets improve the avalanche effect in the first steps of our simplified, linearized model.

Section 5 contains the main contribution. We compare single and multiple sets of rotation constants in hash functions like SHA-1, HAS-160 and variations thereof. We identify two reasons why the complexity of an attack increases when multiple sets are used. Firstly, we show that the weight of collision-producing differences increases and secondly, we show that more conditions are needed due to an optimization trick which is less effective with multiple sets. Here, we also give a first observation on the design of SHA-1. For 80 or more steps, the benefits of multiple sets over a single set of rotation constants is negligible (in terms of Hamming weight of a collision-producing difference). Additionally, we analyze the attack complexity for variants of SHA-1 having different single sets of rotation constants. We show that in the case of full SHA-1 (80 steps), rotating the chaining variable $A$ by 5 to the left and chaining variable $B$ by 2 to the right are the smallest possible values which do not impair security. Finally, we discuss advantages of having these small constants.

### 1.1 Used Notation and Terminology

Table 1 contains a description of symbols used throughout this article. Note that if negative integers are used as rotation constants, the rotation direction is reversed from left to right. Whenever we talk about Hamming weight of differential

Table 1. Used notation

| notation | description |
| :---: | :--- |
| $A \oplus B$ | addition of A and B modulo 2 (XOR) |
| $A+B$ | addition of A and B modulo 2 |
| $A \vee B$ | logical OR of two bit-strings $A$ and $B$ |
| $M_{t}$ | input message word $t$ (32-bits), index $t$ starts with 0 |
| $W_{t}$ | expanded input message word $t$ (32-bits), index $t$ starts with 0 |
| $A \ll n$ | bit-rotation of $A$ by $n$ positions to the left, $0 \leq n \leq 31$ |
| step | the SHA-1 compression function consists of 80 steps |
| round | the SHA- compression function consists of 4 rounds $=4 \times 20$ steps |
| $N$ | number of steps of the compression function |

patterns we refer to the smallest Hamming weight we found using an adapted version [13] of Leon's algorithm [7] for finding low-weight words in linear codes.

## 2 Description of Used Hash Functions

In this section, we shortly describe SHA-1 and the differences of HAS-160 compared to SHA-1.

### 2.1 SHA-0 and SHA-1

The SHA family of hash functions is described in [11]. Briefly, their compression function consists of two phases: a message expansion and a state update transformation. These phases are explained in more detail in the following. SHA-0 and SHA-1 share the same state update, but SHA-0 has a simpler message expansion. Both SHA-0 and SHA-1 consist of 80 steps. Since we will study variable-step versions in this article, we denote the number of steps by $N$.

Message Expansion. In SHA-1, the message expansion is defined as follows. The input is a 512 -bit message, denoted by a row vector $m$. The message is also represented by 1632 -bit words, denoted by $M_{t}$, with $t=0,1, \ldots, 15$.

In the message expansion, this input is expanded linearly into $N 32$-bit words $W_{t}$, also denoted as the $32 N$-bit expanded message word $w$. The words $W_{t}$ are defined as follows.

$$
\begin{align*}
& W_{t}=M_{t}, \quad t=0, \ldots, 15  \tag{1}\\
& W_{t}=\left(W_{t-3} \oplus W_{t-8} \oplus W_{t-14} \oplus W_{t-16}\right) \lll 1, \quad t>15 \tag{2}
\end{align*}
$$

The message expansion of SHA-0 is very similar, but uses:

$$
\begin{equation*}
W_{t}=W_{t-3} \oplus W_{t-8} \oplus W_{t-14} \oplus W_{t-16}, \quad t>15 \tag{3}
\end{equation*}
$$

Consequently, a bit at a certain position $i$ in one of the words of $w$ only depends on the bits at corresponding positions in the words of $m$.

State Update Transformation. The state update transformation starts from a (fixed) initial state for 532 -bit registers and updates them in $N$ steps, using one word $W_{t}$ in every step. Figure 1 illustrates one step of the state update transformation. The function $f$ depends on the step number: steps 0 to 19 (round 1 ) use the $I F$-function and steps 40 to 59 (round 3) use the MAJ-function.

$$
\begin{align*}
f_{\mathrm{if}}(B, C, D) & =B C \oplus \bar{B} D  \tag{4}\\
f_{\mathrm{maj}}(B, C, D) & =B C \oplus B D \oplus C D \tag{5}
\end{align*}
$$

The remaining rounds use a 3 -input XOR. A round constant $K_{t}$ is added in every step. There are four different constants; one for each round. After the last application of the state update transformation, the initial register values are


Fig. 1. One step of the state update transformation of SHA-1
added to the final values, and the result is either the input to the next iteration function or the final digest.

### 2.2 HAS-160

HAS-160 [17] is designed for use with the South Korean KCDSA digital signature algorithm [16]. The output length is 160 bits. A security evaluation of KCDSA by Lim et al. can be found in [9, 5]. An independent English description of HAS-160 is available [10, 8]. HAS-160 can be seen as a predecessor of the HAS-V family of hash functions proposed in [12]. The design is based on SHA-1, however some features are distinct. Subsequently, only the differences to SHA-1 are described.

Round Constants. HAS-160 uses a different set of round constants. We do not need their actual values in this article.

Message Expansion. In SHA-0 and SHA-1, 16 input message words $M_{t}$ are expanded into 80 expanded message words $W_{t}$ using a recursive definition. In HAS-160, the 16 input words are expanded into 20 words (differently for each round) and permuted for each of the four rounds. For actual permutation tables and expansion tables, refer to [10, 8].

Boolean Functions in the State Update. The only difference to SHA-1 is the 3 -input Boolean function used for steps 40-59. We denote this function $f_{\text {has } 3}$.

$$
\begin{equation*}
f_{\mathrm{has3} 3}(B, C, D)=C \oplus(B \vee \bar{D}) \tag{6}
\end{equation*}
$$

The impact of this difference with respect to collision-search attacks is analyzed in Section 5.2.

Rotations in the State Update. In SHA-0 and SHA-1, the chaining variable $A_{t}$ is rotated by 5 bit-positions to the left before it is input to a modular addition.

In HAS-160, this single rotation constant is replaced by multiple constants, i. e. each step within a round rotates $A_{t}$ differently. The actual values are

$$
\begin{array}{r}
S_{1}(t \bmod 20)=\{5,11,7,15,6,13,8,14,7,12,9,11,8,15,6,12,9,14,5,13\} \\
0 \leqslant t \leqslant 79 \tag{7}
\end{array}
$$

In SHA-0 and SHA-1, the chaining variable $B_{t}$ is rotated by 30 bit-positions to the left before it becomes variable $C_{t+1}$. In HAS-160, this single rotation constant is replaced by multiple rotation constants for each round. The actual values are

$$
\begin{array}{lc}
S_{2}(t)=10, & 0 \leqslant t \leqslant 19, \\
S_{2}(t)=17, & 20 \leqslant t \leqslant 39, \\
S_{2}(t)=25, & 40 \leqslant t \leqslant 59,  \tag{8}\\
S_{2}(t)=30, & 60 \leqslant t \leqslant 79 .
\end{array}
$$

Note that this concept of having multiple sets of rotation constants is different to what is referred to as data dependent rotations (DDR).

## 3 Outline of Recent Attacks on SHA-0 and SHA-1

In this section we give an overview and comment on all the analysis techniques that were used in recent years to analyze SHA-0 or SHA-1. The content of this section is the basis for our approach to compare variants of SHA-1 later in this article.

### 3.1 Differential Characteristics

Most recent collision attacks use the following strategy. Firstly, a differential characteristic through the compression function of the hash function is constructed. Secondly, messages are constructed, which follow the characteristic.

### 3.2 Original Chabaud-Joux Approach

In the original approach of Chabaud and Joux [3], the differential characteristic is determined by constructing a linear approximation for all the nonlinear elements of SHA. Subsequently, Chabaud and Joux look for a differential characteristic through this linear approximation. Since a differential characteristic propagates in a deterministic way through a linear function, the characteristic is determined completely by the choice of input difference. Hence, there are $2^{512}$ different characteristics. A fraction of $2^{-160}$ of these, results in a zero output difference (a collision).

Chabaud and Joux use the same linear approximation in every step. Consequently, every local collision contains the same number of corrections, i.e. 5. They impose the additional constraint that the pattern of perturbations is a valid expanded message, which accounts for another reduction factor $2^{-160}$. Hence, there remain 192 "free" bits.

### 3.3 Rijmen-Oswald Extension

In [15], it is proposed to drop the condition that the perturbation pattern should be a valid expanded message. Any collision-producing difference, i. e. input difference that produces output difference zero in the linearized model, can be used. This approach increases the number of free bits to 352 . The approach still results in collisions that are linear combinations of local collisions, each consisting of a perturbation and 5 corrections, but there are now less restrictions on the perturbation pattern.

Until now, it hasn't been demonstrated that this extension can result in better differential characteristics for SHA-1. However, for other hash functions, the improvement could be significant.

### 3.4 Multi-block

In multi-block collisions, we can also use differentials that don't result in a zero output. For instance, in a two-block collision, all we require is that the output difference in both blocks is equal, because then, final feed-forward will result in cancelation of the differences (with a certain probability). For a $z$-block collision, we get $512 z-160$ free bits $(512 z-320$ if we require that the perturbation pattern is a valid expanded message).

### 3.5 Exploiting Non-linearity-Improvements by Wang et al.

If we study the differentials used by Wang et al. [21, 19], then we see that they create even more freedom by allowing differential characteristics that don't follow the linear approximation in the first steps. The propagation of differences through nonlinear functions is non-deterministic and this can be exploited. The possibility to exploit non-linear behavior is also observed in [2]. The RijmenOswald extension can be adapted to exploit this additional freedom.

### 3.6 Removing Conditions

For the second step of the attack, constructing a pair of messages that follows this characteristic, a number of conditions on message words and intermediate chaining variables need to be fulfilled. As already observed in [3], conditions on the first steps can be pre-fulfilled. Using the fact that their exist neutral bits in the compression function, this approach was extended to cover the first 20-22 steps of SHA-0 [1]. Wang et al. employ a different technique called message modification in their collision-search attacks on SHA-0 21 and SHA-1 [19] to pre-fulfill the conditions in more than 20 steps. Note that a variant of this technique is also used in the analysis of MD4 and MD5 [18, 20, 6].

### 3.7 Decrease Final Search Complexity

There are still several ways to speed up the attack. Firstly, it is advantageous to choose the bit position of message differences to be in the MSB, since there a possible change in the carry has no effect. The reason for this is that in this case
no condition on message words and chaining variables are necessary to prevent this carry. A simple optimization is therefore to rotate each word of the difference such that the number of MSBs of value 1 is maximized.

A second trick deals with the implementation of the final search. After prefulfilling some conditions, the remaining conditions can only be fulfilled using random trials. There are two natural ways to talk about the time-complexity of this final search. One is to use the numbers of message pairs needed. In this case, the time complexity can be estimated by $2^{c}$, where $c$ corresponds to the number of conditions that cannot be pre-fulfilled. Another way of looking at it is to use the number of steps as a means to express time complexity. It seems natural to define the time-complexity 1 to be the $N$ steps of the compression function.

A "good" pre-computed 13 -word or 14 -word message-pair can be used as a starting point. Depending on the conditions on the message words $m_{14}, m_{15}$ and $m_{16}$ we get up to 96 degrees of freedom for our final search. If all degrees of freedom are used without finding a collision, a new pre-computed message pair is needed. However, we can stop our step-computations after the first condition with probability $p_{1}=1 / 2$, after the second condition $p_{2}=1 / 4$ and so on. Since we assume random trials for conditions we cannot pre-fulfill, we always estimate the probability for fulfilling the conditions to be 0.5 .

Starting from step 13 or 14 , on average 10 steps are enough. Therefore we estimate the time-complexity of our final search to be $2^{c-3}$ (for $N=80$ ). Joux et al. [4] use a similar reasoning and arrive at $2^{c-2}$. The difference is that there the same amount of computation is assumed for the second message pair. However, the steps for the second message pair are only needed if all conditions are fulfilled in order to check if the messages really collide.

### 3.8 Application of Attacks to HAS-160

Due to the non-recursive structure of the message expansion of HAS-160, a direct application of the Chabaud-Joux approach is not possible. However, using the approach described in 15, generating a differential characteristic for HAS160 is straightforward. Some details on constructing messages that follow this characteristic are given in Section 5.2 .

## 4 Rotations During the Step Update-Analysis of Simplified Models

The original step update function of HAS-160 is defined as follows:

$$
\begin{array}{r}
A_{t+5}=\left(A_{t+4} \lll S_{0}\right)+f\left(A_{t+3}, A_{t+2} \lll S_{1}, A_{t+1} \lll S_{1}\right) \\
+A_{t} \lll S_{1}+W_{t}+K_{t}, \tag{9}
\end{array}
$$

whereas $S_{0}$ has different values for each step of a round and $S_{1}$ has different values for different rounds as defined in Section 2.2. Note that the SHA-1 state update has the same structure, but $S_{0}$ has always a value of 5 and $S_{1}$ has always a value of 30 .

In order to analyze the impact of the multiple constants in $S_{0}$, we use a simplified model of the state update. We replace the modular addition by an XOR and the function $f$ by a 3 -input XOR. In a first approximation, we consider only two chaining variables, and therefore only one bit-rotation.

$$
\begin{equation*}
A_{t+2}=\left(A_{t+1} \lll S_{0}\right) \oplus A_{t} \tag{10}
\end{equation*}
$$

If we introduce a single-bit difference in one of the chaining variables of Equation 10, we observe an increase of the Hamming weight of this difference with increased number of steps. Our first observation is that whenever $S_{0}$ is constant and a multiple of 2 , the number of affected bits decreases. Summing over all 80 steps, we get a maximum of 283 affected bits in the chaining variables when we apply a single-bit difference in the first chaining variable. When we do the same computations for multiple rotation constants we get a total of 1077 affected bits. Note that if half of the bits would be affected in each step, we would arrive at $80 \times 16=1280$ affected bits.


Fig. 2. Number of affected bits per step for constant bit-rotations. The constant is not a multiple of 2 in the left figure. In the right figure, the used constant is a multiple of 2.

Figure 2 gives another point of view: the number of affected bits per step for a single rotation constant. Here we distinguish between cases where the value for the bit-rotations is a multiple of 2 , and where this is not the case. The symmetry in Figure 2 can be explained by our simplified and linearized model. If we apply the same method to compute the number of affected bits for the case of multiple rotation constants, we get the result shown in Figure 3,

We observe a much steeper increase in the first rounds. Due to the multiple rotation constants, differences do not cancel out early. Later on, the ideal 16 affected bits per round are reached.

Next, we extend our model to three chaining variables to contain the second bit-rotation of variable B . The resulting equation is as follows:

$$
\begin{equation*}
A_{t+3}=\left(A_{t+2} \lll S_{0}\right) \oplus A_{t+1} \oplus A_{t} \lll S_{1} \tag{11}
\end{equation*}
$$

Our simulation results and conclusions are pretty similar to the case for two chaining variables. Therefore we omit them. However, we found an example


Fig. 3. Number of affected bits per step for multiple rotation constants
were we "outperformed" the ideal case: we used a constant 24-bit rotation for A and "pseudo-random" rotations for B. Using this setting, we arrived at 1352 bit-flips after 80 steps.

## 5 Impact of Multiple Rotation Constants on the Attack Complexity

In this section, we are comparing several variants of SHA-1. We use the approach described in [15] to find low-weight input differences, which in turn can be used to analyze the complexity of a collision-search attack. Even if we consider the recent results by Wang et al., comparing Hamming weights using this method is sound since the underlying principle is the same.

Quote from [12]: "The variable shift amount seems to provide better immunity against attacks such as differential collision in SHA-0 [3]. The generalization of inner collisions to a full compression function seemed to be harder with variable shift amounts."

The method of [3] assumes a message expansion defined by a recursion, which is a reason for the difficulties of applying this approach to HAS-160. However, these problems are overcome if the Rijmen-Oswald extension is applied.

Multiple rotation constants account for a slightly increased Hamming weight of collision-producing differences, which in turn slightly increases the number of conditions that have to be fulfilled in the final search for a collision. Later on, we will show that this increase is negligible after 80 or more steps. There are two reasons why multiple rotation constants result in higher collision-search complexity:

1. Higher Hamming weight of the collision-producing difference in the linearized model
2. It is less likely to take advantage of some condition-reducing effects.

### 5.1 Higher Hamming Weight of the Collision-Producing Difference in the Linearized Model

We consider the first point now. In order to study the effect of different rotation constants in an actual design, we searched for low-weight collision-producing


Fig. 4. Weight of collision-producing differences for single and multiple sets of rotation constants. On the left, the HAS-160 message expansion is computed for up to 80 steps. On the right, the SHA-1 message expansion is computed for up to 120 steps.
differences in variants of SHA-1, where we slightly changed the state update transformation.

Firstly, we compare the state update transformations used by SHA-1 and HAS-160. The result is depicted in Figure 4.

We consider three different state update variations. The original HAS-160 state update having multiple sets of rotation constants, the original SHA-1 state update having a single set of rotation constants and a new state update having different multiple sets of rotation constants. These variations of the state update are combined with both the HAS-160 message expansion (depicted on the left) and the SHA-1 message expansion (depicted on the right).

When looking at the values, we observe that using the HAS-160 message expansion instead of the SHA-1 message expansion actually decreases the best found Hamming weight. We also see that the lower Hamming weights for versions using a single set of rotation constants catch up on the Hamming weights of the variants with multiple sets with increased number of steps. In the case of the HAS-160 message expansion, this happens after 30 steps. In the case of SHA- 1 the difference between single and multiple sets of rotation constants vanishes after 80 steps. This gives us a first hint on the choice made by the designers of SHA.

Observation 1. The difference between a single set rotation constants and multiple sets of rotation constants vanishes with increased number of steps. In contrast to the HAS-160 message expansion, the SHA-1 message expansion delays this process until step 80.

Secondly, we evaluate the effect of different single sets of rotation constants for SHA-1. Instead of rotating variable $A$ by 5 positions to the left, we evaluated the attack complexity for all possibilities from $0-31$. The results are depicted in Figure 5. In the step-reduced version, we see considerable differences for the chosen rotation constants of $A$. The constant 5 , which was chosen for SHA-1, is in this setting favorable for the attacker. However, with increased number


Fig. 5. Hamming weight of collision-producing differences for all possible bit-rotations of $A$ and 20 to 120 steps of SHA-1
of steps, this advantage vanishes. After 80 steps, five bit-rotations are already enough to arrive at the plateau of Hamming weights found.

We apply the same technique for chaining variable $B$. Instead of rotating variable $B$ by 30 positions to the left, we again evaluated the attack complexity for all possibilities from $0-31$. The results are depicted in Figure 6 .


Fig. 6. Hamming weight of collision-producing differences for all possible bit-rotations of $B$ and 30 to 120 steps of SHA-1

In the step-reduced version, we see considerable differences for the chosen rotation constants of $B$. The constant 30 , which was chosen for SHA-1, is in this setting again favorable for the attacker. However, with increased number of steps, this advantage vanishes. After 80 steps, the value 30 (or -2 ) is already enough to arrive at the plateau of Hamming weights found.

Observation 2. In the case of full SHA-1 (80 steps), 5 is the lowest possible value for rotating $A$ and 30 is the highest possible value for rotating $B$ to result in comparatively high Hamming weights for collision-producing differences.

The advantage of having these constants is as follows: Let's consider platforms where constant-time shifters or rotators (see e. $g$. [14]) are neither implemented in hardware nor as microcode. There, rotating $B$ by e.g. 2 positions to the right instead of more is faster. Note that these observations cannot be seen as a design criterium for the SHA family since they do not apply to SHA-0. Refer to Appendix A for details.

### 5.2 Impact of Multiple Rotation Constants on the Condition Generating Phase

Let us now consider the second point mentioned above: the assumption, that it is less likely to take advantage of some condition-reducing effects due to multiple sets of rotation constants. This refers to the second step of our analysis: deriving conditions on chaining variables and input message words to make the real hash function behave like the linearized model.

Before looking at the effect of multiple sets of rotation constants, the effect of the new non-linear Boolean function introduced in HAS-160 is analyzed: the $f_{M A J}$ function used in SHA-1 has the nice property (for an attacker) that whatever (non-zero) input difference is applied, it is always possible to find conditions on the inputs which modifies the output difference towards an XOR-like behavior. This ensures that every possible collision-producing message difference in the linearized model can lead to a real collision, assuming a number of conditions is fulfilled.

Table 2. Conditions that need to be fulfilled in order to have a differential behavior identical to that of an XOR

| input differences | $f_{\text {xor }}$ | $f_{\text {if }}$ | $f_{\text {maj }}$ | $f_{\text {has } 3}$ |
| :---: | :---: | :---: | :---: | :---: |
| 000 | 0 | always | always | always |
| 001 | 1 | $B=0$ | $B \oplus C=1$ | $B=0$ |
| 010 | 1 | $B=1$ | $B \oplus D=1$ | always |
| 011 | 0 | never | $C \oplus D=1$ | $B=0$ |
| 100 | 1 | $C \oplus D=1$ | $C \oplus D=1$ | $D=1$ |
| 101 | 0 | $B \oplus C \oplus D=0$ | $B \oplus D=1$ | $B \oplus D=0$ |
| 110 | 0 | $B \oplus C \oplus D=0$ | $B \oplus C=1$ | $D=1$ |
| 111 | 1 | $C \oplus D=0$ | always | $B \oplus D=0$ |

As illustrated in Table 2, the new Boolean function does not increase the difficulty for an attacker to find conditions. As opposed to $f_{i f}$ (input difference 011), we can always find conditions on the inputs of $f_{\text {has } 3}$ to make it behave like an XOR for all input differences.

The new Boolean function does not put additional hurdles for an attack. Due to multiple sets of rotation constants aligning differences to optimize the carry-drop effect (see Section 3.7) is less effective. At this point, it is difficult to estimate the influence on the attack complexity compared to SHA-1, since the bit-rotation of the SHA-1 message expansion has a similar effect.

## 6 Conclusion

We have analyzed the effect of multiple sets of rotation constants in HAS-160 and compared them to the single set of rotation constants used in SHA-1. The bottom line is that multiple sets increase the attack complexity, the difference to a single set however vanishes for increased number of steps. In our comparisons, the Hamming weight of collision-producing differences in a linearized model was used as a means to compare attack complexities on a relative scale. We also gave some observations on the design of the compression function of SHA-1. For 80 or more steps of SHA-1, the benefits of having multiple sets of rotation constants instead of a single set are negligible. We finally observe that the chosen values for rotations used in the state update of SHA-1 are on the edge as far as the provided security level is concerned. Without impairing security, rotating the chaining variable $A$ by 5 to the left and chaining variable $B$ by 2 to the right are the smallest possible values. Platforms without constant-time shifters benefit from this choice.
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## A Single Sets of Rotation Constants for SHA-0

We evaluate the effect of different single sets of rotation constants for SHA-0. Instead of rotating variable $A$ by 5 positions to the left, we evaluated the attack complexity for all possibilities from 0-31. The results are depicted in Figure 7


Fig. 7. Hamming weight of collision-producing differences for all possible bit-rotations of $A$ and 20 to 120 steps of SHA-0

Using the Hamming weight for the rotation constant 5 as a starting point, we see that higher as well as lower Hamming weights for collision-producing differences are possible when choosing different rotation constants. This holds for all considered variants from 20 to 120 steps.
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