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Abstract—Sharing of information leads to the need to transfer 
data between geographically distant locations. Identifying the 
most appropriate time period to execute the data transfer is 
essential to achieve the best data transfer throughput; e.g. one 
can forecast network traffic, identify future low network traffic 
activities between two entities, and plan the data transfer 
accordingly. This forecasting can be done using Autoregressive 
Moving Average (ARMA) time series model. In this paper, we 
conduct an empirical study in a controlled laboratory 
environment to realise the impact of performing data transfer 
during the forecasted low network traffic activities. The network 
information is captured using a network analyzer and post-
processed to create stationary data. This data is then passed to 
ARMA and the forecasting results produced by ARMA is post-
processed to derive the forecasted network traffic activities.  
Comparison is made between the throughputs of the data 
transfers initiated when the forecasted network traffic is low and 
when the forecasted network traffic is high. 
Keywords— network forecasting, time series, ARMA, data 
transfer, performance 

I. INTRODUCTION

Network traffic forecasting is an area where statistical 
methods have been applied with some success. Of the various 
statistical methods used, the Auto-Regressive Integrated 
Moving Average (ARIMA) [1][2] time series model has been 
comprehensively researched with immense success [3][4][5]. 
The results of the researches have shown that using the 
ARIMA model, they were able to forecast network traffic with 
very minimal error rates.  

Forecasting of network traffic data has many applications, 
ranging from intrusion detection [6] to determining the best 
period to initiate a file transfer [7]. Yaacob et. al. [6] used the 
ARIMA time series model to forecast future network traffic 
which it assumes is accurate within certain threshold.  This 
forecasted network traffic is then used to compare with the 
actual network traffic and since the accuracy threshold was 
pre-determined, variations greater than the threshold will raise 
an alert on a possible intrusion.  Tan et. al. [7] suggested the 
use of forecasted network traffic to determine the best period 
to initiate a small software patch transfer in order to minimize 
the impact of downloading this patch on other network 
activities, especially real-time activities such as gaming. They 
used the Auto-Regressive Moving Average (ARMA) time 
series model to forecast low network traffic activities. They 
have shown that the particular model is an efficient 

computational model which is suitable for short range 
forecasting in order to initiate small sized software patch 
downloads.  However, the paper does not initiate any form of 
data transfer but merely provided an indication that the 
ARMA time series model provides suitable forecasting for the 
network traffic on a single broadband line.  

In this paper we will use the same statistical time series 
model as described by Tan et. al. [7] to forecast network 
traffic to study the impact of actual initiation of file transfers 
when the network traffic is forecasted to be low. When a low 
network traffic activity is forecasted, it may reflects two 
possibilities: (i) low network usage during the specified period; 
(ii) changes in the network bandwidth; e.g. the network 
administrator may limit the network bandwidth for certain 
routes.  

If it is the former case (i), then the forecasted information 
can be used to initiate and execute data transfers.  However, if 
it is the latter case (ii), then initiating data transfers during the 
forecasted low network traffic is counter-productive as it will 
lead to network congestion, leading to a detrimental data 
transfer throughput performance. Our studies show that using 
the information derived from forecasted network traffic, it can 
be beneficial to perform data transfers during the forecasted 
low network traffic activities.   

  In the next section, we describe our method of study. 
Section III gives an overview of our implementation and 
testing environment. Section IV provides the results and 
analysis of our study. Finally we conclude out work in Section 
V.

II. TOOLS AND METHODOLOGY

In our methodology, we use the following tools; Cronos for 
the ARMA time series model application, Wireshark for the 
network analyser and to capture the network packets, and FTP 
to initiate the file transfer. 

A. Cronos and ARMA 
Cronos [8] is an open source complete time series analysis 

package. It provides a number of tools that allow data 
manipulation and supports a range of forecasting models 
including the ARMA model used in this paper.  

The ARMA model can be explained as a combination of 
two parts; the Autoregressive (AR) which reflects the 
historical values; and the Moving Average (MA) which is the 
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error component [1][2][6][7]. The AR
represented as: 

where,  …  are the 
model that need to be determined, and we 
the constant and white noise error value. 

The MA component is the sum of the his
values with the addition of the expected 
This MA (q) function can be represented as

where,  …  are the 
model that need to be determined,  is the

 , and  represents white noise error valu
By combining both (1) and (2), with the

errors, ARMA can be represented as one eq
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model,  …  are the parameters for t
represents white noise error value, p is the 
the MA term. 

This forms a model called ARMA (p,q)
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B. Wireshark 
Wireshark [9] is an open source network

that runs on a variety of operating system
output in a variety of formats, which serve 
well. It captures the network packets and d
of the packet data. Wireshark is useful 
related to networking analysis such a
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C. File Transfer Protocol (FTP)  
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client and server. For our experiments, FT
and receive files over the network. 

D. Methodology 
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Figure 2. Step and step size. 

III.EXPERIMENTAL SETUP

In this section, we conduct three phases of experiments. 

• Phase I: Determine the ARMA p and q orders with 
the assistance of the log likelihood function [11] that 
is provided in the Cronos application. The log 
likelihood function is a statistical method used to 
estimate the parameters of time series models.   

• Phase II: Using the ARMA p and q orders 
determined, we proceed to initiate file transfer for a 
10  Megabytes (MB) file.  

• Phase III: Repetition of Phase II using 1 Gigabytes 
(GB) file. 

A. Phase I: Determining ARMA p and q Order 
The experimental setup for Phase I is shown in Figure 3. 

We conduct the experiments in a controlled environment 
where machines are located within the campus domain, which 
is a Megabits network infrastructure. Wireshark is installed on 
both Node 1 and Node 2 in order to capture the number of 
packets for the duration of two hours of training period.

We capture two hours of network traffic data which is then 
divided into various step sizes. This is used as the inputs to 
Cronos, where the log return transformation is done. The 
Cronos then cycles through all ARMA orders for p = 0 to 10, 
and q = 0 to 10 (iterative increment), and checks the log 
likelihood. The smallest absolute value of the log likelihood
function is then selected as the best p and q order [11] to be 
used for our ARMA model of certain step size.

B. Phase II: 10 MB File Transfer 
Using the ARMA (6,4) model with two hours of training 

data (historical data) in 30 seconds step size, we run the 
experiment to transfer a 10 MB file and observe the 
throughput performance for the first few steps.  In order to 
simulate a real environment, we configured our environment 
as shown in Figure 4.  Instead of conducting file transfers 
within the high-speed campus network, we initiated file 
transfers between a node that is connected to the local Internet 
Service Provider via ADSL broadband link (1.2M bandwidth) 
and a node within our campus  (more than 32M bandwidth).

A detailed explanation of the procedure used is provided in 
Figure 5. 

C. Phase III: 1 GB File Transfer 
As an endorsement of the previous phase, a 1 GB file 

transfer is also conducted to verify that the results obtained is 
suitable for large file transfers. 

IV.RESULTS AND ANALYSIS

A. Analysis - Phase I: Determining ARMA p and q Order 

Phase I’s objective is to find the most suitable order of 
ARMA model and the relevant step size. The model selection 
is done by iteratively incrementing the order of the model for 
each step size to find the suitable p  and  q  parameters. These  
suitable p  and  q  parameters  should result in the maximum 
log likelihood for that particular step size.  

As for this purpose, we use step sizes of  30 seconds, 60 
seconds, 90 seconds, and 120 seconds. We selected multiple 
step sizes as different step sizes affect the pattern of the two 
hours training data in different ways. The impacts of various 
step sizes are reflected on the forecasted results.   

From our experiments, we select the most suitable ARMA 
order for each step size based on maximum log likelihood .
These models are shown in Table 1. From these results, we 
select the best model by using the the Mean Squared Error 
(MSE) as in the equation (5).    

  (5) 

where,  
x = step 1, step 2,...., step 5
i = ith observation for step x
n = number of observations for step x

The accuracy of one step ahead forecast is measured by 
using the MSE. The average MSE is then calculated for all the 
five steps.  Table 1 also shows the average MSE for each step 
size. Out of these four step sizes, the ARMA order model with 
the smallest average MSE is chosen as the most accurate 
combination for both ARMA order model and the step size. 
Since the forecasted step 1 is important in phase II, the MSE 
values for step 1 are recorded in Table 1 as well. 

Figure 3. Experimental setup for experiment Phase I. 

0 1 2 3 

Step Step size 
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Figure 4. Experimental setup for file transfer. 

Figure 5. Procedure for file transfer. 

During the training period, we notice that the Wireshark 
can capture a maximum of 30,000 packets at a particular time. 
From the results shown in Table 1, it is noted that the MSE 
values are within the acceptable range as compared to the 
actual network traffic data which can reach up to 30,000 
packets.  The difference between the forecasted and the actual 
network traffic packets is relatively small. 

The MSE values in Table 1 show that ARMA (6,4) with 
step size of 30 seconds indicates the minimum average MSE 
and MSE for step 1. 

TABLE 1. AVERAGE MEAN SQUARED ERROR FOR EXPERIMENTAL PHASE I

Step 
Size

Model Order  Average 
MSE 

MSE Step 1 

30 ARMA (6,4) 5207 1676 
60 ARMA (3,1) 5951 3314 
90 ARMA (10,6) 6926 4162 

120 ARMA (6,4) 9115 3721 

B. Analysis - Phase II: 10 MB File Transfer 
In this paper, we assume that when the forecasted number 

of packets shows relatively low value, it represents a low 
network traffic at that forecasted time. In this emphical study, 
we test our forecasting ability in two situations: (i) we inititae 
the transfer of a 10 MB file at the particular time when the 
forecasted network traffic is low (Figure 6); and (ii) we 
inititae the transfer of a 10 MB file at the particular time when 
the forecasted network traffic is high (Figure 7).  

The experiments of these two situations are conducted at 
different time period. Hence, it can be noticed that the number 
of packets indicated at Y-axis of both the figures range with 
large difference.   

Table 2 consists of a sampling of 7 runs indicating the 
number of packets at step 0, actual packets at step 1, and the 
forecasted number packets for step 1 together with the overall 
completion time for the transfer of 10 MB file. The file 
transfers are executed at step 1.  

Figure 6 is when the forecasted traffic is low with 
corresponding actual low network traffic whilst Figure 7 is 
when the forecasted traffic is high with corresponding actual 
high network traffic. The time needed for completing the file 
transfer is 518 seconds and 610 seconds respectively. This 
indicates that initiating a file transfer when the next step of the 
forecast is low will provide a better file transfer throughput.

During the file transfer, Figure 6 successfully sends over 30% 
of the file at step 5, while Figure 7’s progress is 28%. From 
this result, it can be deduced that the low network traffic 
forecasted and actual as in Figure 7 is not due to limitations of 
the network bandwidth.  This can be concluded as during the 
transfer of the files, more network data packets are observed 
over the same time period.  

TABLE 2. FORECAST RESULTS AND FILE TRANSFER TIME

# Step 0   Step 1 
(Actual) 

Step 1 
(Forecast)  

Transfer 
Time (sec) 

1 14566 14594 12090 518 
2 34041 16856 17869 532 
3 3516 1279 6691 515 
4 1744 2567 1744 517 
5 9563 14453 9093 519 
6 1697 3188 1954 610 
7 2242 5239 2316 629 

1. The Wireshark in both Node 1 and 
Node 3 will collect the network data 
for the duration of two hours.

2. After the two hours,

2.1 Cronos will forecast the number of 
packets for the next five step 
size using the two hours network 
data collected previously by 
Wireshark. The forecasted number 
of packets will be compared with 
the actual network performance at 
the end of the experiments. 

2.2 Initiate the transfer of 10 MB 
file from Node 1 to Node 3 during 
forecasted low number of packets.

2.3 The Wireshark will keep capturing 
the network data throughout the 
experiments.

2.4 Wait till the 10 MB file is 
successfully transferred. 

2.5 Collect the network data captured 
by Wireshark in the last two 
hours.

2.6 Continue with step 2.1. 

3. Compare the forecasted network data 
with the actual data for further 
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Figure 6. Forecasted low network traffic using ARMA(6,4) with step size of 
30 seconds and the 10 MB file transfer performance. 

Figure 7. Forecasted high network traffic using ARMA(6,4) with step size 
of 30 seconds and the 10 MB file transfer performance. 

Time series forecasting accuracy is inversely proportional 
to the number of steps forecasted. For example, Figure 6 
shows a slight forecast inaccuracy from step 3 onwards where 
one can notice a large difference between the forecasted and 
the actual number of packets. This is due to the time series 
forecasting method which depends solely on the historical 
data to determine the future points and if we forecast more 
points ahead, the accuracy will decrease. 

C. Analysis - Phase III: 1 GB File Transfer 
In Phase III, we transfer large files of 1 GB over the 

network. Figures 8 and 9 show the forecasted five steps ahead 
for the network traffic.  The time taken to transfer 1 GB file 
over the network is 63718 seconds and 65068 seconds 
respectively.  

Figure 8. Forecasted low network traffic using ARMA(6,4) with step size of 
30 seconds and the 1GB file transfer performance. 

Figure 9. Forecasted low network traffic using ARMA (6,4) with step size 
of 30 seconds and the 1GB file transfer performance. 

It shows that after 30 seconds, the amount of data 
transferred in Figure 9 is approximately 30% less than Figure 
8. However, as shown in both the figures, after 5 steps the 
difference of data transfer is insignificant.  This shows that in 
order to transfer a large file size, forecasting alone is 
insufficient and there is a need to combine other technique 
such as file chunking. 

I. CONCLUSION

In this paper we forecast the network traffic with different 
windows sizes and step sizes. From our experiments, we 
determined that the most appropriate model to be used is the 
ARMA (6,4) with step size of 30 seconds.  This model is 
capable of forecasting for short range network traffic. 

In our studies, we have also shown that forecasting network 
traffic can be used to enable more efficient large file transfers 
and the forecasting using the ARMA time series model shows 
great promise of being able to be included as an intelligent 
model for a high throughput performance file transfer 
application. 
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The authors note that a technique to divide the files into 
smaller sizes and transferring them when low network traffic 
is forecasted would lead towards a better efficient use of 
network bandwidth. 
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