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Abstract 

Double-diffusive processes are studied and parameterized, and their impacts on the 
oceanic thermohaline circulation are investigated by single-hemisphere numerical mod- 
els and scaling analysis. 

Scaling analysis on the thermohaline circulation has been done under three types of 
surface boundary conditions, (a) Under "relaxation" conditions, there is a two-thirds 
power law dependence of the meridional overturning rate (and the poleward heat 
transport) on the diapycnal diffusivity. For any given external forcing, there is only 
one equilibrium state for the thermohaline circulation, (b) Under "flux" boundary 
conditions, there is a half power law dependence of the meridional overturning rate 
on the diapycnal diffusivity. Only one mode is possible for given external forcing, (c) 
Under "mixed" boundary conditions, multiple equilibria become possible. For given 
thermal forcing, the existence of multiple equilibria depends on the relative contribu- 
tions of diapycnal diffusivity and the hydrologic forcing. Numerical experiments are 
implemented to test the above scaling arguments. Consistent results have been ob- 
tained under the above three types of boundary conditions. These provide a basis for 
understanding how the thermohaline circulation depends on the diapycnal diffusivity, 
which we know is influenced by the double-diffusive processes of "salt fingering" and 
"diffusive layering" in some parts of the ocean. 

In order to examine this issue, the double-diffusive processes are parameterized by di- 
apycnal eddy diffusivities for heat and salt that are different and depend on the local 
density ratio, Rp= aTz/ßSz. A background diffusivity is applied to represent turbu- 
lent mixing in the stratified environment. The implementation of this double-diffusive 
parameterization in numerical models has significant impacts on the thermohaline 
circulation, (a) Under "relaxation" boundary conditions, the meridional overturning 
rate and the poleward heat transport are reduced, and water mass properties are 
also changed. Similar results are obtained under "flux" boundary conditions, (b) 
Under "mixed" boundary conditions, the critical freshwater flux for the existence of 
the thermal mode becomes smaller with the double-diffusive parameterization. The 
extent to which the thermohaline circulation is affected by double-diffusive processes 
depends on the magnitude of the freshwater forcing. 

Thesis Supervisor: Raymond W. Schmitt, 
Title: Senior Scientist, Woods Hole Oceanographic Institution 
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Chapter 1 

Introduction 

1.1    Thermohaline Circulation and Climate 

Scientific, economic and even political interest in potential global climate changes 

and their impact on our environment have been increasing. The ocean is involved in 

the climate system primarily because it stores heat, water and carbon dioxide, moves 

them around on the earth, and exchanges these and other elements with the atmo- 

sphere. The search for an understanding of climate change, both past and present, 

has led directly to the ocean and especially to the ocean's thermohaline circulation. 

Variations in the stability or variability properties of the ocean's thermohaline cir- 

culation and hence its associated poleward transport of heat would have significant 

impact on both local and global climate. The ocean, with its large thermal stability 

and its potential to store both anthropogenic and natural greenhouse gases, serves as 

an important regulator of climate. 

Data for the deep ocean are very sparse, reflecting the difficulty and expense of obtain- 

ing them. On the other hand, with the advent of a new generation of supercomputers, 

ocean general circulation models (OGCM) have become increasingly important tools 

to study the physics of the thermohaline circulation. 

The thermohaline circulation is driven by heat and freshwater fluxes at the sea surface, 

thus the upper boundary conditions for temperature and salinity are very important. 
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There are three types of upper boundary conditions in common use: (i) "relaxation" 

boundary conditions, i.e., both sea surface temperature (SST) and sea surface salinity 

(SSS) are restored to some prescribed values; (ii) "mixed" boundary conditions, i.e., 

SST is relaxed to the prescribed values and a virtual salt flux condition is used for SSS; 

and (iii) "flux" boundary conditions for both temperature and salinity. Previous work 

showed that the thermohaline circulation behaves qualitatively differently under these 

various upper boundary conditions. For example, under mixed boundary conditions, 

multiple equilibria can be obtained (Stommel, 1960; F. Bryan, 1986; Marotzke, 1990; 

Weaver and Hughes, 1992), and the existence of multiple equilibria depends on the 

magnitude and distribution of surface freshwater forcing. 

The strength of the meridional overturning circulation (MOC) is directly related 

to the magnitude of the poleward heat transport and is thus of central concern to 

climate studies. The MOC rate is intimately bound up with the rate at which the 

ocean mixes in the vertical (or diapycnal) direction. F. Bryan (1987) found that the 

MOC in his general circulation model appeared to be proportional to K1/3 under 

relaxation boundary conditions, where K is the vertical diffusivity of density. 

It has long been assumed that salt and heat are mixed at the same diapycnal rate 

in OGCMs. However, laboratory experiments and observations of double-diffusive 

processes in the ocean suggest that there is a significant difference in the rates at 

which salt and heat are mixed diapycnally. Model results indicate that this has 

a significant consequence for the thermohaline circulation. Gargett and Holloway 

(1992) assumed that KT ^ Ks as would be expected in mixing processes like double 

diffusion (where KT and Ks are the vertical diffusivities of temperature and salinity 

respectively), and they found significant changes in the structure and strength of the 

thermohaline circulation. This thesis is aimed at understanding how a more accurate 

parameterization of double-diffusive processes can affect the thermohaline circulation, 

as well as exploring the influence of different upper boundary conditions in models. 

1.2    Double Diffusion in the Oceans 

The modern study of double-diffusive convection began with Melvin Stern's article on 

"The Salt Fountain and Thermohaline Convection" in 1960. In that paper, he showed 

11 



how opposing stratifications of two component species could drive convection if their 

diffusivities differed. Reviews of double diffusion can be found in Turner (1973) and 

Schmitt (1994). There are two types of double-diffusive convection in the oceans: 

(i) Salt fingers can form when warmer saltier water overlies colder fresher water, such 

that 

Tz > 0, Sz > 0, 1< Rp < kt/ks (1.1) 

where Rp = aTz/ßSz is the density ratio, kt and ks are the molecular diffusivities of 

heat and salt respectively. The ratio of the heat and salt molecular diffusivities is 

about 100, so even a very weak destabilizing salinity gradient can induce salt fingering. 

The instability appears as narrow column of up and down going fluid, exchanging heat 

laterally and allowing the salt to fall out. 

(ii) When colder fresher water overlies warmer saltier water, with 

Tz < 0, Sz < 0, 1 > Rp > ks/kt (1.2) 

diffusive layering occurs. In this case, heating from below drives convection in layers 

(similar to Rayleigh-Benard) and the salt stratification maintains the stability of thin, 

diffusive interfaces. 

Conditions favorable for double diffusion are very common in the oceans. In the 

subtropics the ocean gains heat from the sun, and evaporation exceeds precipitation. 

Thus, in comparison with the deep ocean, the upper ocean is warm and salty; a 

stratification which favors salt fingering. Ingham (1966) reports that 90% of the 

main thermocline of the Atlantic Ocean has a density ratio less than 2.3. Schmitt 

(1990) finds that 95% of the upper kilometer in the Atlantic at 24°iV is salt fingering 

favorable. In the western tropical North Atlantic an area of over 1 million km2 was 

found to contain strong thermohaline staircases in the main thermocline (Schmitt 

et al., 1987). Systematic, large-scale water mass changes within the staircase layers 

were observed, which cannot be explained by conventional mechanical turbulence, 

but fit nicely the enhanced salt flux expected from salt fingers. This location is 

characterized by a strong vertical salt gradient and a low value of the density ratio 

Rp. Microstructure observations (Gregg and Sanford, 1987; Lueck, 1987; Marmorino 

et al., 1987) revealed narrow band, limited amplitude structures of the predicted scale 

for salt fingers within the interfaces, and plume-like, convective structures within the 
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mixed layers. The intensity of the microstructure indicates that an eddy diffusivity 

for salt of 1-2 cm2s~l must apply within the staircase (Schmitt, 1988; Kunze, 1990). 

While lower than originally expected, this is quite substantial compared to the weak 

background value of 0.07 cm2s~l predicted for the canonical Garret and Munk (1976) 

internal wave field (Gregg, 1989). Indeed, the vertical heat flux derived from the 

microstructure measurements is nearly 3 Wm~2, which exceeds the flux estimated in 

a strongly turbulent, but weakly stratified, abyssal site near the Mid-Atlantic Ridge 

(Polzin et al., 1997). The salt finger mixing in this region of the Atlantic is thought 

to be responsible for the water mass conversion observed in the thermocline waters 

transiting from the South Atlantic to the Gulf Stream in the Florida Straits (Schmitz 

et al., 1993). 

In addition to the strong vertical mixing inferred for the staircase regions such as 

the tropical Atlantic, Mediterranean Outflow and the Tyrhennian Sea, where the 

density ratio is less than 1.7, fingers are also thought to play some role in mixing in 

the broad central waters of the world ocean, where the density ratio is only slightly 

higher. Some contribution is very likely, since turbulence due to shear instability 

is infrequent, occurring only a few percent of the time (Polzin, 1996). Laboratory 

experiments have shown that fingers grow rapidly after a turbulent mixing event, when 

the density ratio is near the common oceanic value of 2 (Taylor, 1991). When fingers 

alone exist, there is a strong increase in laboratory fluxes as the density ratio drops 

below 2.0 (McDougall and Taylor, 1984). Gargett and Schmitt (1982) find microscale 

signature of fingers in the Central Waters of the North Pacific. Mack (1985,1989) and 

Mack and Schoeberlein (1993) find salt finger signatures in microstructure data from 

the upper thermocline of the Sargasso Sea, when the local density ratio falls below 3.0. 

Marmorino (1987) also finds the distinct spectral signatures of salt fingers in data from 

the seasonal thermocline of the Sargasso Sea. Recent theoretical work of Shen and 

Schmitt (1995) provides a salt finger model spectrum which is in good agreement with 

the observed microstructure. It is based on the "dispersion relation" for salt fingers 

derived by Schmitt (1979) which shows that finger growth times are comparable to 

the local buoyancy period only when Rp is less than 2. Hamilton et al. (1989) report 

on salt finger signatures in microstructure data from the main thermocline of the 

eastern North Atlantic which appear to provide a significant vertical nutrient flux. 

Recently, St.  Laurent and Schmitt (1998) examined data from the North Atlantic 
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Tracer Release Experiment, and found that KT = (0.08 ± 0.01) cm2s~l and Ks = 

(0.13 ± 0.01) cm2s~l for the neutral surface at about 300 m, where KT, Ks are the 

vertical eddy diffusivities for temperature and salinity respectively. 

Due to surface cooling and excess precipitation, the surface water in polar and sub- 

polar regions is colder and fresher than the subsurface water. As a result, the other 

type of double diffusion, diffusive convection (or layering), is possible. In this case, 

the heat content is the destabilizing component and more heat is mixed upward than 

salt. Though the initial process may appear as an oscillatory overstability (Stern, 

1960; Shirtcliffe, 1967), the fully developed state is one of alternating convecting 

layers and high gradient sheets (Turner, 1973); hence the name. The characteristic 

staircase layers have long been observed beneath the ice in the Arctic Ocean (Neal 

et al., 1969; Neshyba et al., 1971). Padman and Dillon (1987, 1988) provide ev- 

idence for widespread diffusive staircases in both the Beaufort Sea and Canadian 

Basin. The Antarctic contains sites of strong diffusive layering as well. Muench et al. 

(1990) found numerous thermohaline staircases in the northwestern Weddell Sea dur- 

ing March 1986. Throughout an approximately 40,000 km2 study area, they observed 

that between 100 and 180 m depth, staircases with a typical scale of 1-5 m occurred 

almost everywhere. Between 180-500 m depth, staircases were observed over ~ 50% 

of the study area, with layer thicknesses of 10-100 m. Vertical heat fluxes of up to 

15 Wm~2 were estimated, which is significant in the upper ocean heat budget and 

may help maintain ice-free conditions. Robertson et al. (1995) also found that di- 

apycnal fluxes in the Weddell Sea were dominated by diffusive convection. Similarly, 

Martinson (1990) found it to be important in a model of winter sea ice formation. 

Kelley (1984, 1990) has provided a parameterization of the mixing due to diffusive 

convection which derives from a successful scaling of the layer thicknesses in both the 

laboratory and ocean. Effective diffusivities are weaker than in the salt finger regime, 

consistent with differences between convective transports realized with fingers and 

conductive fluxes that characterize diffusive interfaces. 
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1.3    Motivation 

1.3.1    Scaling Analysis of Thermohaline Circulation 

Stommel (1961) first recognized the possibility of multiple solutions of the thermo- 

haline circulation in an idealized 2-box model. The sudden change associated with 

transition from one state of the thermohaline circulation to the other might be as- 

sociated with catastrophic change in climate; thus, the thermohaline circulation has 

become an important topic during the past decade. Marotzke (1990) used a 2-box 

model similar to Stommel (1961) to investigate the dependence of the existence of 

multiple solutions upon the ratio of salt flux forcing versus thermal forcing; he found 

that there is an upper limit to the equivalent salt flux, above which only one thermal 

mode can exist. Similar results have been obtained in the 2x2 box model of Huang 

et al. (1992). 

Box models provide a simple and elegant way to study the multiple equilibria of the 

thermohaline circulation under mixed boundary conditions (see review of Whitehead, 

1995). However, these models make a strong assumption that the meridional velocity 

is proportional to the north-south density difference, whose linear proportionality 

coefficient can not be determined in connection with the real ocean or the parameters 

in the OGCMs. In addition, the diapycnal diffusivity is a central parameter for the 

behavior of the thermohaline circulation, but due to the strong numerical diffusion 

intrinsic to box models, the effects of diapycnal diffusivity cannot be examined. 

The importance of the diapycnal diffusivity to the thermohaline circulation under 

relaxation boundary conditions has been discussed and widely examined in numerical 

models. Welander (1971) derived a scaling relationship for the zonal flow based 

on a vertical advective-diffusive balance and the thermal wind relation. F. Bryan 

(1987) postulated this to hold for the zonally averaged meridional flow as well, i.e, 

the meridional overturning should have a two-thirds power law dependence on the 

diapycnal diffusivity, even though he only got an approximate one-third power law in 

his numerical experiments. Marotzke (1997) limited diapycnal diffusion to act only in 

lateral boundaries and convection regions and found that when the vertical diffusivity 

K is below 30 crri^s-1, the meridional overturning strength is proportional to K2/3. 
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He went on to offer a theory relating the north-south density difference to the east- 

west density difference; the latter is directly related to the shear of the meridional 

flow and thus the thermohaline circulation. 

The thermohaline circulation under mixed boundary conditions has also been investi- 

gated. Weaver et. al. (1993) examined the effect of freshwater fluxes on the stability 

and variability of the thermohaline circulation. They found that the freshwater forc- 

ing is the dominant factor in determining the model's stability and internal variability. 

Increasing the relative importance of the freshwater flux versus the thermal forcing 

caused in turn, one stable steady state of the model, two stable states, one stable and 

one unstable equilibrium, or no stable steady states. In addition, Huang and Chou 

(1994) studied the parameter sensitivity of the saline circulation forced by freshwater 

flux alone. When the freshwater flux is increased from 0.01 m year'1 to 1 m year-1 

with other parameters fixed, the system evolves from a steady state with no oscilla- 

tions to a state of periodic oscillation whose frequency increases almost linearly with 

the amplitude of the freshwater flux. On the other hand, when the freshwater flux is 

fixed and the vertical mixing coefficient is increased from 0.5 crr^s"1 to 2.5 crrfs-1, 

the system evolves from a steady circulation to a state of single-period oscillation, 

a chaotic state, a single period state and finally to another chaotic state when the 

vertical mixing is larger than 2.0 ernes'1. 

The thermohaline circulation in a double hemisphere model is investigated in Klinger 

and Marotzke (1998) and Marotzke and Klinger (1998) under different boundary con- 

ditions. They found that freshwater forcing is crucial for the stability and variability 

of the thermohaline circulation. Recently, Weber (1998) examined parameter sensi- 

tivity of a coupled atmosphere-ocean model under several types of upper boundary 

conditions. It was found that the magnitude of MOC basically scales with the half 

power law of the vertical diffusivity. 

The importance of diapycnal mixing, and the relative lack of theoretical study of 

its role, motivated the scaling analysis under mixed boundary conditions in a single 

hemisphere model (Chapter 2). This analysis allows us to estimate the relative in- 

fluence of diapycnal mixing, thermal forcing, freshwater forcing, the basin dimension 

and also the Coriolis parameter on the equilibrium of the thermohaline circulation. 
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1.3.2    Double Diffusion and Thermohaline Circulation 

In the following, it is shown that the large scale thermohaline circulation (thousands 

of kilometers in space and thousands of years in time) and small scale double-diffusive 

processes (centimeters to meters in space and minutes in time) are intimately related. 

The double-diffusive processes play a significant role in diapycnal mixing and water 

mass transformation, which will induce a response in the thermohaline circulation. 

Gargett and Holloway (1992) investigated the sensitivity of the GFDL OGCM to 

a simple parameterization of double diffusion. They showed that the steady-state 

characteristics of low resolution GCMs used in climate studies are very sensitive to the 

ratio of the vertical eddy diffusivities for salinity and temperature d = Ks/KT. With 

0.5 < d < 2.0, they found: (1) Major features of the steady-state model solutions vary 

greatly with d, including the magnitude and direction of the thermohaline circulation, 

as well as the intermediate and deep-water T/S properties and stability; (2) The 

effects on the model solutions are largely determined by the diffusivity ratio d, rather 

than the particular choice of Ks and KT values; (3) The effects when d ^ 1 are 

nonlinear. Ruddick and Zhang (1989) found that the "salt oscillator" mechanism 

(Welander 1986) in a box model could be completely stabilized by incorporating 

salt fingers into the model. Recently, Gargett and Ferron (1996) found that multi- 

box models with non-equal heat and salt diffusivities exhibited extended ranges of 

multiple equilibria, a different mode transition near present-day values of freshwater 

forcing magnitude, and the possibility of quasi-periodic oscillatory states compared 

to an equal diffusivity run. Similar parameterization for double-diffusive processes 

has also been used in the study of the formation and spread of the Mideterranean 

water (Spall, 1998; Gerdes et al. 1998). Climate models generally neglect the double- 

diffusive processes, so there is a need for expanded studies of their effects. 

Since the Gargett and Holloway (1992) parameterizations of double diffusion are 

rather simple, one must be concerned that their studies might overestimate the impact 

of differential mixing. There is good evidence that the double-diffusive processes are 

most active only under certain hydrographic conditions. Although theoretically the 

vertical gradient of the unstable component is required to be about 1% of that of 

the stable component for both types of double diffusion to occur, only in places 

where Rp is close to one, are salt fingers or diffusive layers actually observed. This 
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suggests we need a more accurate parameterization of the occurrence and strength 

of double diffusion in numerical models. In this study, we adopt a parameterization 

for both types of double diffusion, in which the magnitudes of the vertical diffusivity 

of temperature and salinity are different and both strongly dependent on the local 

density ratio. 

1.4    Overview 

In this thesis, the thermohaline circulation and the effects of the double-diffusive 

processes are investigated theoretically and numerically. 

In Chapter 2, a scaling analysis of the thermohaline circulation with uniform vertical 

mixing has been done under three types of upper boundary conditions, and tested 

using the Geophysical Fluid Dynamics Laboratory Modular Ocean Model 2(GFDL 

MOM2). Starting from the continuity equation, thermal-wind relation and the verti- 

cal advection-diffusion density balance, the strength of the MOC is found to depend 

upon the north-south surface density difference. Under the mixed boundary con- 

ditions, the north-south salinity difference (which accounts for part of the density 

difference), is directly related to the strength of MOC, through the salt conservation 

equation. As a result, multiple solutions are possible under mixed boundary condi- 

tions, and an algebraic relation is obtained to determine the existence of multiple 

equilibria, which depends on two uncertain parameters in the oceans: diapycnal dif- 

fusivity and freshwater forcing. Also, the stability of the solution is analyzed and 

comparison with the previous box model results are given. 

Chapter 3 summarizes the parameterization for the double-diffusive processes (Schmitt 

1981; Kelley, 1984, 1990), and the scaling analysis is used to investigate their impact 

on the thermohaline circulation under three types of boundary conditions. With the 

effective reduction in diapycnal density diffusivity by double-diffusive processes, a 

change in the thermohaline circulation is expected. With an assumption that the 

basin (vertical) density ratio is given by the surface horizontal density ratio, we can 

analyze the effects of the parameterization of double diffusion on the thermohaline cir- 

culation through scaling relations. Given the uncertainty of the variables associated 

with the double-diffusive parameterization, the sensitivity can be obtained analyti- 
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cally, and a numerical evaluation is done by using GFDL MOM2. Chapter 3 gives the 

theoretical basis for the numerical experiments presented in Chapter 4 and Chapter 

5. 

In Chapter 4, double diffusive mixing is implemented in GFDL MOM2 and its effect 

on the thermohaline circulation under relaxation boundary conditions is analyzed. 

Besides the quantitative difference on the MOC; the poleward heat transport, the 

water masses and the water column stability are also investigated. In particular, the 

underlying mechanisms for the changes are discussed. 

Chapter 5 investigates the effects of double-diffusion on the thermohaline circulation 

under the mixed boundary conditions. Quasi-equilibrium experiments are used to 

investigate the critical freshwater forcing between runs with and without double- 

diffusion. The sensitivity to the variables in the parameterization of salt fingers is 

also investigated. Individual experiments with different fixed freshwater forcing are 

implemented, to investigate the impacts of double-diffusion over a range of parameter 

space. 

Summaries and conclusions are presented in Chapter 6. 
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Chapter 2 

Scaling Analysis and Numerical 

Experiments on the Thermohaline 

Circulation 

2.1    Introduction 

Box models and numerical models are the main tools available for study of the ther- 

mohaline circulation. In his simple and elegant box model, Stommel (1961) first 

recognized the possibility of multiple solutions of the thermohaline circulation. In a 

two-box one-hemisphere model, one box for the polar region and another for the equa- 

torial region, he found that under certain conditions, there were three states possible: 

(1) a stable state which is thermally controlled (thermal mode), with a relative fast 

circulation, (2) a stable state which is salinity controlled (haline mode), with a rela- 

tively slow circulation and (3) an unstable state that is thermally controlled. F. Bryan 

(1986) proved the existence of multiple equilibria of the thermohaline circulation in 

a numerical general circulation model (GCM). 

For the thermohaline circulation, the upper boundary conditions for temperature 

and salinity have been widely discussed. Since there is a strong feedback between the 
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atmospheric temperature and sea surface temperature (SST), a relaxation boundary 

condition for the SST has been widely used (Haney, 1971): 

K^ = V(T*-TS) (2.1) 
oz 

where KdT/dz is the surface heat flux carried by vertical diffusivity K, T* is the so 

called "apparent atmospheric temperature", which is determined by the sum of solar 

insolation, latent heat flux, sensible heat flux and turbulent heat flux, Ts is SST, and 

T is the inverse of the relaxation time, typically taken to be about (30 days )_1 for 

a surface layer thickness of 50 m. The strong feedback mechanism allows the SST to 

be maintained around the prescribed T*. 

Another option is the heat flux boundary condition on temperature: 

< = -«-. (2.2) 
OZ        p0Cp 

Here Q is the heat flux from atmosphere to ocean, p0 and cp are density and the 

specific heat of sea water respectively. 

For salinity, there are several choices. First we can relax the sea surface salinity to a 

prescribed distribution, analogous to temperature: 

K°-g = TS(S* - Ss). (2.3) 

This condition is very easy to use but it is hardly justified physically, because there 

is no such feedback between S* and Ss. The second way is to use a virtual salt flux 

condition for salinity, i.e, from evaporation minus precipitation and runoff (e — p), we 

obtain an equivalent salt flux on the surface. The mean surface salt balance is thus 

(Stern, 1975): 

K^ = (e-P)S (2.4) 

where e — p is evaporation minus precipitation, including runoff, and S is the aver- 

aged salinity at the surface. This condition, an approximation to the freshwater flux 

condition, is being used in an increasing number of ocean models. Huang (1993) pro- 

posed a more realistic upper boundary condition, the so-called "natural" boundary 

condition on salinity. Due to the restraint of the free surface requirement, this kind of 

boundary condition is not discussed here, but the scaling argument should be similar 

to the virtual salt flux case.  For simplicity, wind stress effects are neglected in the 
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scaling argument and in most of the numerical experiments. We call the combination 

of (2.1) and (2.3) "relaxation" boundary conditions; (2.2) and (2.4) are called "flux" 

boundary conditions; and in comparison, (2.1) and (2.4) are called "mixed" boundary 

conditions. 

Previous studies suggest that the freshwater flux and the diapycnal diffusivity are very 

important parameters to the thermohaline circulation, yet both are poorly known 

from observations. In the following, scaling analysis and numerical experiments are 

used to understand the sensitivity of the thermohaline circulation to these parame- 

ters. In Section 2.2, the scaling analyses of the thermohaline circulation under three 

different kinds of upper boundary conditions are provided. The numerical model used 

in the study is introduced in Section 2.3. In Section 2.4 numerical experiments are 

implemented to compare with the scaling results. Section 2.5 contains a summary 

and discussion. 

2.2    Scaling Analysis 

2.2.1    Equations 

Similar to Welander (1971), we start from the following equations: 

(i) the incompressible condition: 

du     dv     dw 

(ii) the thermal wind relation: 

dx     dy     dz ^ ' ' 

du a  - _ = ___,, v, (2.6) 

(iii) the vertical advective-diffusive balance of density: 

dp      Tß
2p ,     , 

where u = ui + vj and w are the horizontal and vertical components of velocity 

respectively, / is the Coriolis parameter, p is the density, K is the assumed uniform 

diapycnal diffusivity of density, and g is the gravitational acceleration. 
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Assumption (i) is used widely in oceanic theoretical and numerical studies, and (ii) 

comes from the geostrophic and hydrostatic relations, which are true for the large- 

scale thermohaline circulation. Assumption (iii) has been invoked by Munk (1966) and 

justified by the correspondence of observed vertical profiles of salinity and temperature 

to the model (between 1 and 5 km depth); in addition, Munk and Wunsch (1998) have 

revisited this issue. This assumption is implied in the Stommel and Arons (1960) deep 

ocean circulation theory and was used in the scaling arguments of Welander (1971) 

and F. Bryan (1987). 

From the above equations, we obtain the scaling relations: 

UD   =   WL, (2.8) 
Ap fUL 

po gD ' 
(2.9) 

D   =   § (2.10) 

where U(L) and W(D) are horizontal and vertical velocity (length) scales respectively, 

and Ap is the north-south density difference at the ocean surface. 

We can then define a vertical scale in terms of Ap/p: 

D = 
fKL2   -11/3 

gAp/po 

The strength of the meridional overturning M = UDL is given by 

M   =   WL2 

(2.11) 

gApK2L4 1/3 

*/  j  ■ (212) 

Note that M is determined by the meridional velocity v, which is related to the 

east-west density difference, rather than the north-south density difference. Since in 

the thermocline, the velocity components u and v are of the same order, and u is 

determined by the north-south density difference, we infer that v has the same order 

of magnitude. Marotzke (1997) provides a discussion in which the east-west density 

difference is closely related to the north-south surface density difference. However, he 

assumed vertical mixing only occurs in the lateral boundary regions which is different 

from the uniform mixing assumed here. To the lowest order, we can assume (2.12) is 

an acceptable estimate for the strength of the meridional overturning cell. 
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The poleward heat transport is very important for climate studies; this can be scaled 

as follows: 

Q = CoPoCpMAT oc K2/s, (2.13) 

where Cp is the specific heat under constant pressure, and the north-south temperature 

difference AT is used to represent the temperature difference between the deep and 

surface flows. We use both maximum M and AT to estimate Q, however, in the 

real ocean (a single-hemisphere basin), maximum M occurs with minimum AT, and 

maximum AT lies in the minimum M region. As a result, the maximum poleward 

heat transport is found in mid-latitudes. Thus, a constant factor C0 is introduced 

here to represent this effect. For the simplest case, we can assume that Q reaches its 

maximum at mid-latitudes where both AT and M are assumed half of their maximum 

values respectively. This suggests an approximate value of C0 = 1/4. 

Furthermore, assuming a linear equation of state 

p = Po(l-aT + ßS), (2.14) 

the ratio Ap/p0 in (2.11) and (2.12) can be replaced by 

Ap/p0 = \aAT - ßAS\, (2.15) 

where AT and AS are north-south temperature and salinity difference respectively. 

2.2.2    Relaxation Boundary Conditions 

In most cases in the literature that used relaxation boundary conditions, both T 

and Ts were quite large, so that AT and AS can be approximated by AT* and 

AS* respectively, where AT* and AS* are the north-south temperature and salinity 

differences in the prescribed values T* and S*. This assumption will be used in the 

following analysis. 

We find it useful to define the horizontal density ratio: 

R = J&. (2.16) 

In the present-day oceans, the water is cold and fresh in the polar regions, and warm 

and salty in the equatorial regions, thus temperature and salinity have opposite effects 
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on the surface density difference. When R > 1, the temperature dominates the 

density difference, and the densest water is formed and sinks in the polar regions. 

The thermohaline circulation is in the "thermal" mode. In contrast, when R < 1, the 

salinity dominates the density difference, and the densest water is formed and sinks 

in the equatorial regions. This thermohaline circulation is in the "haline" mode. 

Using (2.16), the depth scale, the meridional overturning rate, and the poleward heat 

transport become 

1/3 

D   = 

M 

fKL2R 
gaAT\R-l\ 

gaAT\R-l\K2L4 

(2.17) 

1/3 

(2.18) 
fR 

Q   =   CoPoCpATM (2.19) 

respectively. 

With the relaxation boundary conditions, AT and AS are very close to the constant 

AT* and AS*. As a result, the north-south density difference is nearly fixed, so there 

is only one thermohaline circulation mode. The above power laws have been discussed 

previously (Welander, 1971; F. Bryan, 1987), and are reproduced here as a first step 

for the case under mixed boundary conditions. In addition, the above conclusions 

will be examined in a numerical model in Section 2.4. 

2.2.3    Flux Boundary Conditions 

North-south Salinity Difference 

Here we assume flux boundary conditions (2.2), (2.4). Unlike the relaxation boundary 

conditions, the north-south salinity (temperature) difference is no longer fixed, but 

rather, it depend on the strength of the meridional overturning rate, and thus becomes 

part of the solution we are pursuing. 

Consider a two-box model of the ocean (Stommel, 1961), in which a polar box and 

an equatorial box are well mixed and connected by pipes at the top and the bottom. 

Defining Se and Sp as salinities in the equatorial and polar boxes respectively, the 
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salt conservation equations are 

£   =   ^jf-^fiiSe-Sp), (2.20) 

4 = ^ + m?]2&-Sp)> (2-21) 

where Ee, Ep are the evaporation minus precipitation rates in the equatorial and 

polar box respectively, L2 is the horizontal area of the whole ocean basin, and M0 is 

the volume flux between the two boxes, H is the depth of the ocean, S is the averaged 

salinity over the whole basin,  and "'" denotes the time derivative. 

From the above two equations, we can derive an equation governing evolution of the 

salinity difference, ASi = Se — Sp, 

^-IP^-f^)' (2'22) 

To obtain a more accurate estimate of the north-south salinity difference in the scaling 

analysis, we make the following assumptions: 

AS   =   2ASU (2.23) 

Ee-Ep   =   2(Ee-Ep), (2.24) 

M   =   2M0, (2.25) 

where AS, Ee — Ep and M are used to represent the corresponding quantities in more 

complicated models, like numerical models, rather than that from a two-box model 

which is strongly averaged. The above extension from a box model to a more realistic 

model is based on simple linear assumptions, which may differ from the real situation, 

but as a scaling argument, we believe it reflects the lowest order approximation. Thus 

AS (Ee - Ep) is the salinity (freshwater) difference between northern and southern 

regions, and M is the maximum of the meridional overturning. For convenience, we 

introduce 

E=(Ee- Ep)/2 (2.26) 

to represent the magnitude of freshwater forcing. Then we have 

2  /„=     M 
AS     H 

(ES - J^AS) . (2.27) 
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For a steady state, we obtain 

Ac _EL*_SE_SED (2.28) 

A similar scaling result has been obtained in Huang and Chou (1994). We can see 

that ASo is proportional to the magnitude of the freshwater forcing and inversely 

proportional to the strength of the meridional overturning circulation rate. 

Similarly, we obtain an expression for the north-south temperature difference 

Q      M 
AT = — 

H \pocp L2 AT 

For a steady state, we have 

ATn 
QL2 

Mp0Cp 

(2.29) 

(2.30) 

Scaling Analysis and Solutions 

With (2.28) and (2.30), the north-south density difference becomes 

Ap/po aAT0 - ßAS0 

aQ 

where 

R 

M p0Cp 

ßSEL2 

M 

aQ 

ßSE 

\R-l\ 

PoCpßSE 

is the density ratio. 

Substituting (2.31) into (2.11) and (2.12) , we have 

fL2K2 

D   = 

M 

1/4 

gßSE\R-l\ 

gL6K2ßSE\R-l\ -.1/4 

/ 

(2.31) 

(2.32) 

(2.33) 

When R = 0, i.e., there is freshwater forcing only, the above expressions reduce to 

those of Huang and Chou (1994). 
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Therefore under flux boundary conditions, the magnitude of the meridional overturn- 

ing is proportional to the half power law of the diapycnal diffusivity. Similar to the 

relaxation boundary conditions, when R > 1, the thermal forcing dominates and the 

thermohaline circulation lies in a "thermal" mode. In contrast, when R < 1, we have 

a "haline" circulation mode. 

Stability Analysis 

From equation (2.27) and (2.29), we can derive the equation for the north-south 

density difference, by utilizing a linear density equation: 

Ap   =   -aAT + ßAS 

2 

H poCpl     L2 (2.34) 

We then separate the meridional overturning and north-south density difference into 

two parts respectively: 

M   =   Mo + M', (2.35) 

Ap   =   Apo + Ap, (2.36) 

where M0 and Ap0 are the steady solutions discussed above, and M' and Ap are 

perturbations. 

From equation (2.12), we have 
M' _  Ap 

M0 ~ ZAp0 
(2"37) 

Substituting (2.35) - (2.37) into (2.34), we obtain 

. •, 8M0   .   » , 

Therefore, the thermohaline circulation under flux boundary conditions is predicted 

to be stable. 
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2.2.4    Mixed Boundary Conditions 

Here we assume mixed boundary conditions (2.1), (2.4). The north-south temperature 

difference is basically fixed by the prescribed values, as under relaxation boundary 

conditions. But the north-south salinity difference is determined by (2.27), the same 

as the flux boundary conditions. 

Scaling Analysis and Solutions 

With ASo given in (2.28), we obtain: 

(2.39) 
Ap 

Po 
aAT-  0SED 

K 

From this we can conclude that when 

aAT > ^, (2.40) 

the density difference is thermally-dominant. Alternatively, when the thermal effect 

is less than the saline effect, the density difference is salt-dominant. 

Substituting (2.39) into (2.11), we obtain a quartic equation for D 

fL2K 

gD* 
aAT-  ßSED 

K 
(2.41) 

Since the salinity difference is now related to the vertical length scale, the relation 

between the depth scale and the external parameters becomes more complicated. 

Introducing the following nondimensional variables: 

ftf&ißS)3' l '   ] 

equation (2.41) becomes 

R* = F\R-1\. (2.44) 

Using (2.28), R can be written as: 
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which is the horizontal density ratio representing the relative contributions of salt and 

heat to the surface density. When R > 1, the thermal forcing dominates and we have 

thermal modes; on the other hand, when R < 1, the freshwater forcing dominates 

and we obtain a haline mode. 

F is a very complicated nondimensional number, and we can write it in the form of 

LM3 

F = R 
Dn 

(2.46) 

where R is the horizontal density ratio, DT is the depth scale with only thermal 

forcing, i.e, 

'fL2K 
1/3 

and D is the depth scale with both thermal and freshwater forcing. As shown in 

equation (2.44), F is the only external parameter to determine R, thus it is essential 

for the behavior of the thermohaline circulation. Nondimensional number F not only 

includes the comparison of freshwater forcing versus thermal forcing, but also the 

diapycnal diffusivity and basin dimensions in a complicated form. 

First we discuss two limits: 

(a) R > 1 

In this case, freshwater forcing is negligible compared with the thermal forcing, and 

the problem reduces to a case where only thermal forcing under the relaxation bound- 

ary condition is applied in the model. Then equation (2.44) can be reduced to 

Thus we have 

R   = 

D   = 

M   = 

R3 

piß 

fL'K ■1/3 

gaAT 

gaATL4K2]1/3 

f 

(2.48) 

(2.49) 

(2.50) 

(2.51) 

This result is the same as we obtained under the relaxation boundary conditions with 
AS = 0. 
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(b) R < 1 

In this limit, thermal forcing is negligible compared with the freshwater forcing, then 

equation (2.44) is reduced to 

RA = F (2.52) 

Thus we obtain 

R   = 

D   = 

M   = 

fL2K2l1/A 

gßSE 

gßSEtfK2^4 

f 

(2.53) 

(2.54) 

(2.55) 

This is identical with the results we got under flux boundary conditions with Q = 0. 

Next, we solve the full equation (2.44) in the following two cases: 

(i) Thermal mode(s) equations 

' R4-FR + F = 0 

R> 1 
(2.56) 

(ii) Haline mode(s) equations 

R4 + FR - F = 0 

fi<l 
(2.57) 

The detailed calculation and discussion can be found in the appendix; here we sum- 

marize the results. 

The nature of the solution to equation (2.44) depends on the size of F relative to a 

critical parameter: 

(2.58) 
„      44      256 
Fr:=   -T   = c     33       27 

When F > Fc, two thermal modes and one haline mode are possible; when F < Fc, 

only one haline mode can exist. 

The above solutions are based on R, and then we can calculate the meridional over- 

turning by (2.12) and the poleward heat transport by (2.13). 
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Assuming the thermal forcing is fixed (AT = const), (2.58) implies a critical value 

for the freshwater forcing: 

EC(K) 
27g(aAT)*K2 

256 fL2{ßSf 

=   CK2'\ 

1/3 

(2.59) 

(2.60) 

For a given value of K, there is an upper limit of freshwater forcing EC(K), beyond 

which no thermal mode can exist. Below this value two thermal modes, in addition 

to the haline mode, are possible for all given conditions. 

The existence of an upper limit on the thermal mode can be understood as follows. 

The freshwater forcing acts as a brake on the thermally driven overturning circulation. 

For example, with E > 0, we know the maximum meridional overturning is smaller 

than that without freshwater forcing, i.e., 

M < 
gaATL4K2]1/3 

f 
= M- TH, (2.61) 

where MTH is the meridional overturning due to thermal forcing alone. Using (2.28), 

L2S 
ASo 

> 

M_ 
L2S 

M 

E, 

E. 
TH 

(2.62) 

For a given thermal forcing AT, A50 increases with larger E\ thus when E is large 

enough, ASQ can overcome the density effect of AT, eliminating the thermal mode. 

We plot the critical line (2.60) in Figure 2.1 (a), where the parameters are taken as 

a = 2.0 x HT4 K~\ 

ß = 8.0 x 10~4 psu-\ 

AT = 20 K, 

S = 35 psu, 

f = 1.0 x 10~4 a"1, 

L = 6.0 x 106 m, 

g = 9.8 m2 a-1. (2.63) 
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In the region below the critical curve, three modes are possible: two thermal modes 

and one haline mode, while in the region above it, only one haline mode can exist. 

The meridional overturning rates corresponding to the thermal modes and haline 

mode are plotted in Figure 2.1 (b)-(d) respectively. For the thermal mode in Fig- 

ure 2.1 (c) (as shown next, this is an unstable solution), the overturning rate depends 

strongly on the freshwater forcing while being nearly independent of the diapycnal 

diffusivity. For the other thermal mode in Figure 2.1 (d) (which will be proved to be 

a stable solution), the magnitude of the overturning is larger than that in the unsta- 

ble thermal mode, and it is more sensitive to the magnitude of diapycnal diffusivity 

than the freshwater flux. The existence of the above two thermal modes depends 

on the relative relation of K and E, as given in the critical relation (2.60). For the 

haline mode, it shows different features in different regions. In the multiple equilibria 

region, the magnitude of the thermohaline circulation is mainly a function of fresh- 

water forcing, while in the single equilibrium region, it changes with both diapycnal 

diffusivity and the freshwater forcing. In the low diffusivity region, it changes mainly 

with diapycnal diffusivity. Note in the multiple equilibria region, the stable thermal 

mode is strongest. 

Moreover, we can plot the dependence of the meridional overturning on E and K 

respectively (Figure 2.2). For a given K = 1 cm2s~l , there is a bifurcation point at 

about E = 1 m year"1, beyond which only one haline mode is possible. 

The above arguments are based on the assumption of a specified equator-pole tem- 

perature difference. However, since the atmosphere and oceans constitute a coupled 

system, the temperature difference AT could change. From (2.59), a change in AT 

will lead to a different critical relation between diapycnal diffusivity and hydrologic 

forcing. Past climatic states of the Earth may have had significantly different AT and 

E, and both must be considered in evaluating the possible modes of the thermohaline 

circulation. 
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Figure 2.1: Criterion and multiple solutions of the thermohaline circulation under 

mixed boundary conditions, (a) The critical curve F = 256/27 and the meridional 

overturning rates of (b) the haline mode, (c) the unstable thermal mode and (d) the 

stable thermal mode. 
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Figure 2.2: Solutions of meridional overturning rate under mixed boundary conditions 

for (a) fixed K = 1.0 cvr?s~x with changing E and (b) fixed E = 1 m year~l with 

changing K. The upper solid line corresponds to the stable thermal mode, while the 

lower solid line is the solution for the haline mode, and the dotted line represents 

the result for the unstable thermal mode. For K = 1 cm2s~x, there is a bifurcation 

point at about E = 1 m year"1, beyond which only one haline mode is possible. The 

parameters are defined in (2.63). 
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Stability Analysis 

Now we can analyze the stability of the solutions we obtained. We write AS in two 

parts: 

AS = ASQ + AS', (2.64) 

where AS0 is the steady solution and AS' is the small perturbation. 

Similarly, we assume the meridional overturning will change correspondingly: 

M = M0 + M'. (2.65) 

Substituting equation (2.64) and (2.65) into (2.27), we obtain 

ti HLZ 

- -&{**+£<*) <**> 
where the high-order perturbation term M'AS' is neglected. 

From equation (2.12), we derive 

M'        1       ßAS' 

MQ        3 aAT - ßAS0 

Combining (2.66) and (2.67), we obtain 

AS"   =   W-™)^Ag 

where 

ßAS0' 
2(4-3 

3(Ä-1) HL2' 

For the thermal mode with 

(2.67) 

3(Ä - 1) HL2 

AAS' (2.68) 

R   =   ^r, (2.69) 

_    2(4 - 3R) M0 
A    ~       W_t\   UT2- (2-7°) 

1< R < 4/3, (2.71) 
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we obtain 

A > 0, (2.72) 

therefore this solution is unstable: a perturbation AS"* is predicted to increase with 

time. In comparison, for the other thermal mode, R > 4/3 and the haline mode, 

R < 1, we have 

A < 0, (2.73) 

thus this thermal mode and the haline mode are both stable solutions. 

Application to North Atlantic and North Pacific 

The above scaling argument is based upon a square basin. For a rectangular basin 

(i.e, Lx ^ Ly), we can replace the horizontal area I? by LxLy. 

Given the uncertainty associated with both the diapycnal diffusivity and e—p over the 

oceans, it is unrealistic to compare the current scaling argument with the real oceans 

in any detail. However, a rough estimate can be made based on presently available 

information. A map of evaporation minus precipitation over the global ocean is 

plotted in Figure 2 of Schmitt (1995) and is used for the estimate of e — p. Here 

we focus on the northern hemisphere where the North Atlantic and North Pacific are 

isolated and most appropriate for our scaling argument. Due to the effect of the ITCZ 

(Intertropical Convergence Zone), there is more precipitation than evaporation in the 

equatorial region, thus the maximum e — p lies near 15°N for the North Atlantic and 

20°N for the North Pacific. The minimum e — p (or maximum p — e) lies in the polar 

region of both oceans, close to 60°^. As an approximation, we take Ly = 5 x 106 m 

for both oceans and Lx = 6 x 106 m for North Atlantic and Lx = 12 x 106 m for 

North Pacific. Then we estimate AT and S for both oceans from the Levitus (1982) 

climatology between the maximum and minimum e — p regions respectively. We 

obtain approximate values of AT = 18°C, S = 36 psu for the North Atlantic and 

AT = 20°C, S = 34 psu for the North Pacific (Table 2.1). 

Compared to e — p, the diapycnal diffusivity is perhaps even less well known. Recent 

observations indicate strong spatial variability of diapycnal mixing in the oceans. 

Ledwell et al. (1993) found that the diapycnal diffusivity is about 0.15 cm2s~l in the 

upper thermocline in a tracer release experiment, while the diapycnal diffusivity is 
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much larger close to rough topography in the abyss (approaches 100 cm2s~l, Toole et 

al., 1994; Polzin et al., 1997). The basin-scale budget estimates require an averaged 

diapycnal diffusivity of about 1 cm2s~l (Munk, 1966; Munk and Wunsch, 1998). For 

simplicity, we adopt the canonical value of K = 1 cm2s~l for both basins in the 

scaling estimate here, however, the uncertainty of this value should be emphasized. 

Using the above parameters, we estimate the critical evaporation minus precipitation 

rate as 

ECNA = 0.92 m year'1 (2.74) 

for the North Atlantic ocean and 

EcNP = 0.89 m year 1 
(2.75) 

for the North Pacific Ocean. The critical values of freshwater forcing are surprisingly 

close for both oceans. 

Table 2.1: Comparison of the North Atlantic and North Pacific 

N. Atlantic N. Pacific 
Lx (106m) 6 12 
AT (°C) 18 20 
S (psu) 36 34 

K (em's'1) 1 1 
Ec (m year'1) 0.92 0.89 
E (m year-1) 0.75 1.05 
scaling mode multiple single (haline) 

From the Schmitt (1995) global ocean e-p map, we find ENA is about 0.75 m year-1 

for the North Atlantic Ocean and ENP is about 1.05 m year'1 for the North Pacific 

Ocean. The estimated freshwater forcing is much greater in North Pacific than in 

North Atlantic. Since ENA < EcNA, the scaling suggests the North Atlantic Ocean is 

in the multiple equilibria region. Currently the North Atlantic Deep Water (NADW) 

is formed in the polar region and exported equatorward, characteristic of a thermal 

mode. In contrast, for the North Pacific, where ENP > EcNP, no thermal mode is 

possible by the scaling argument. This is in line with the lack of deep water formation 

in the Pacific polar regions. The results are summarized in Table 2.1. 
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Warren (1983) noted the effects of low sea surface temperature on the diminution 

of evaporation, and suggests that this causes the lack of bottom water formation in 

the Pacific compared to the North Atlantic. Here we find it is also possible that the 

larger gradient of e - p in the North Pacific inhibits a thermal mode overturning cell. 

The stronger freshwater forcing and lower critical E value for the North Pacific both 

inhibit the thermal mode. Compared to the North Atlantic Ocean, even though the 

higher north-south temperature gradient and lower mean salinity act to increase the 

critical E value, the large size in the zonal dimension surpasses the above effects and 

leads to a smaller critical value in the North Pacific than the North Atlantic. Thus it 

is easier for the Pacific to destabilize the thermal mode even with the same freshwater 

forcing. In addition, there could well be significant differences in diapycnal mixing 

rates in the two basins due to varying bathymetry and tidal forcing (Polzin et al., 

1997; Munk and Wunsch, 1998). 

The individual oceans, however, are not isolated systems, moreover there is interaction 

between the oceans and the atmosphere. As a result, there is strong feedback between 

AT, E and the strength of the thermohaline circulation. Thus, parameters AT, E 

etc are not givens, but rather are part of the solution of the more complicated coupled 

system. Hopefully, the simple scaling argument given here provides the lowest order 

estimate of the behavior of the thermohaline circulation. Based upon the rough 

observations available, it is consistent with the current oceanic situation. 

Comparison with Box Model Results 

In the pioneering work of Stommel (1961), he found that under certain conditions, 

three states are possible, of which one thermal mode is stable, one thermal mode is 

unstable and the other haline mode is stable. Otherwise only one stable haline mode 

is obtained. 

Marotzke (1990) used a two-box model similar to Stommel (1961), in which he defined 

the following nondimensional parameter and variable: 

ßHs 
*M 

KM(aAT)^ 
(2.76) 

oAT 
RM   -   ^, (2.77) 
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where Hs is the equivalent salt flux, and KM is the linear proportionality coefficient 

between the inter-box flow and the density difference. He found that for FM < 0.25, 

three steady states exist, one haline mode and two thermal modes. Beyond FM = 

0.25, only one haline mode is a solution. In addition, for RM > 2.0 or RM < 1.0, 

the solution is stable, and for 1.0 < RM < 2.0, the solution is unstable. Therefore 

in the multiple equilibria region (FM < 0.25), there is one stable thermal mode, one 

unstable thermal mode and one stable haline mode, and when FM > 0.25, there is 

only one stable haline mode. 

Huang et al. (1992) studied the structure and stability of the multiple equilibria of 

the thermohaline circulation using 2x2 and 3x2 box models. They defined the 

following nondimensional number 

T(E -P) ,      x 
P = —  (2.78) 

PoCp 

where T is the Rayleigh relaxation coefficient. In the 2x2 box model, for 0 < p < pc, 

three solutions exist: one stable thermal mode, one unstable thermal mode and one 

stable haline mode; for p > pc, only one stable haline mode exists. Here pc is the 

nondimensional critical freshwater forcing. Note the similarity between upper panel 

of Figure 2.2 here and Figure 5 in Huang et al. (1992). 

Therefore, our scaling analysis is consistent with the above box models in the fol- 

lowing aspects: under certain conditions, three solutions are possible, which include 

one stable thermal mode, one unstable thermal mode and one stable haline mode; 

otherwise only one stable haline mode is possible. Compared to Marotzke (1990), the 

criterion on R = aAT/ßASQ for the stability is different, we got an unstable solu- 

tion for 1 < R < 4/3 through the scaling argument which corresponds to the range 

1 < R < 2 in Marotzke (1990). As in Marotzke (1990) and Huang et al. (1992), we 

obtain an upper limit of the freshwater forcing (or equivalent salt flux), beyond which 

no thermal mode can exist. 

In contrast to the box models, we include the Coriolis parameter, basin dimensions, 

and more importantly the two uncertain variables: diapycnal diffusivity and freshwa- 

ter forcing. For a given set of parameters, the scaling analysis permits an estimate 

of how the thermohaline circulation will behave, which is unattainable with the box 

models. The role of freshwater forcing has been studied extensively in the box models, 
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but the effect of diapycnal diffusivity cannot be examined due to the strong numerical 

diffusion intrinsic to these models. 

2.3    Description of the Numerical Model 

This study employs GFDL MOM2 (K. Bryan, 1969; Pacanowski et al. 1993; Pacanowski 

1995), which is widely used as an ocean general circulation model for climate studies. 

In formulating the equations of the model the Navier-Stokes equations have been 

modified in three important respects: the Boussinesq approximation, the hydrostatic 

approximation and only the large-scale motion is treated explicitly and the stresses 

exerted by small-scale motions are taken into account by a "turbulent viscosity" 

hypothesis. Molecular viscosity and conductivity are very much smaller effects and 

are consequently neglected. 

Let 

m = seccp, (2.79) 

n = sirup, (2.80) 

u = aX/m, (2.81) 

v = a<p, (2.82) 

where a is the radius of the earth, cp is latitude, and A is longitude. We write the 

advection operator such that 

771 

A* = — [(«AOA + (vP/m)v\ + (wß)z, (2.83) 

where /x is an arbitrary scalar quantity. Then the momentum equation can be written 

as, 

ut + Cu-2Qnv-mnuv/a   = (p/Po)\ + Fx, (2.84) 
a 

vt + Cv + 2unu + mnuu/a   =   —{p/po)<p +F*. (2.85) 

The hydrostatic relation is: 

P9 = -Pz, (2.86) 
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and the continuity equation is: 

wz + — [ux + (v/m)v] = 0. (2.87) 
a 

There are two tracer conservation equations, 

Tt + CT   =   Q, (2.88) 

St + CS   =   a. (2.89) 

The effect of compression on the temperature is not included. The equation of state 

is based on an equation of the form 

p = F(T,S,p). (2.90) 

given by Bryan and Cox (1972). The effect of pressure in this equation may be taken 

into account with a high degree of accuracy by substituting -p0gz for p. The terms 

Fx, Fv, Q and a represent the effects of turbulent viscosity and diffusion. Let 

Then 

Ap = m2pxx + m{ptp/m)(p (2.91) 

Fx = Avuzz + -f [Au + (1 - m2n2)u - 2nm2vx] , (2.92) 

F* = Avvzz + -f [Av + (1 - m2n2)v + 2nm2ux] , (2.93) 

Q - (KTTz)z + ^fAT, (2.94) 

o = (KsSz)z + ^fAS. (2.95) 

The formulation of the Fx, Fv is in the anisotropic case, where mixing in the vertical 

differs from that in the horizontal. For the large-scale ocean circulation, the depth of 

the ocean is much smaller than the horizontal scale. 

The nature of vertical mixing has not been understood very well so far. Conventionally 

it is assumed that KT = Ks, while in this thesis, lots of study is focused on the effects 

of double diffusion, which means KT and Ks are different, and depend on the local 

vertical gradients of temperature and salinity. 
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We use Neumann boundary conditions on temperature and salinity at the lateral 

walls (no-flux condition): 

Tn,Sn = 0, (2.96) 

where ()„ indicates a local derivative with respect to the coordinate normal to the 

wall. On velocity we use Dirichlet boundary conditions (no-slip condition): 

u,v = 0. (2.97) 

At the upper boundary, a rigid-lid and wind stress is imposed, 

w   =   0, 

PoAv(uz,vz)   =   TX
,T*, (2.98) 

where rA and T
V
 are the zonal and meridional component of the surface stress, re- 

spectively. In these runs, the effect of r^ is neglected. p0 is the density of sea water 

at surface pressure and standard temperature and salinity. 

At the lower boundary the very small effects of geothermal heat flow are neglected, 

(TZ,SZ)   =   0, (2.99) 

W{-H) = -^ElmHx_<zElH^ (2.100) 
a a 

PoAv(uz,vz)   =   T*,T%. (2.101) 

In this model, the bottom stress is not specified and we have no topography at the 

bottom, thus actually we have: 

w(-H)   =   0, (2.102) 

(uz,vz)   =   0 (2.103) 

at the bottom. 

This model is physically configured as a simple flat-bottomed box extending 60° in 

longitude and from 0° to 60°N latitude. 

Resolution is 3.75° in both meridional and zonal dimensions, with 15 levels in the 

vertical: level spacing and depths are found in Table 2.2. 
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Table 2.2: The Level Depths 

Vertical Level Thickness of level (m) Depths of (T,S) points (m) 

1 50 25 

2 75 87.5 

3 100 175 

4 125 287.5 

5 150 425 

6 200 600 

7 250 825 

8 300 1100 

9 400 1450 

10 450 1875 

11 450 2325 

12 450 2775 

13 500 3250 

14 500 3750 

15 500 4250 

The horizontal and vertical momentum viscosity coefficients are Ah = 1.0 x 106 m2s_1 

and Av = 20 ernes'1 respectively. For the tracer equations, the eddy transport pa- 

rameterization of Gent and McWilliams (1990) and isopycnal/diapycnal mixing is 

used, and no background horizontal diffusion is needed. We take Kiso = KITD = 

500 ra2s_1, where KISO is the isopycnal diffusion coefficient and KITD is the downgra- 

dient diffusivity of the isopycnal thickness. However, Weaver and Eby (1997) showed 

that the above scheme may cause numerical problems. These numerical problems 

can be reduced or eliminated if sufficient explicit (unphysical) background horizontal 

diffusion is added to the mixing scheme. 

44 



2.4    Numerical Experiments 

2.4.1    General Sensitivity Experiments 

Scaling relation (2.12) is the basis for the scaling analysis under a variety of upper 

boundary conditions. Therefore it is essential to examine how robust the above 

relation is in numerical models. Here we investigate the sensitivity of thermohaline 

circulation to the Coriolis parameter and the meridional surface density difference. 

For simplicity, we use the following in the numerical model described in the last 

section: 

(a) only temperature is used to force the model; 

(b) a linear density equation 

p = Po(l-aT) (2.104) 

is used, where a = 1.5x 10~4 K~l is a constant; 

(c) the sea surface temperature is relaxed to a linear distribution with latitude. 

The following two groups of experiments are performed: 

(1) Sensitivity to the Coriolis parameter / = 2Clsin9, where Q, is the rotational rate 

of the earth and 6 is the latitude. Q. is varied with 0.1Q0> 0.25Q0, ^o, 2.0f2o> 4.0fi0 

where Qo = 7.29 x 10~5s-1 is the rotational frequency of the earth. The results are 

plotted in Figure 2.3. 

(2) Sensitivity to the north-south density (temperature) difference. Four experiments 

are performed, with the north-south temperature difference of 3K, 10K, 20K, 100K 

respectively. The results is plotted in Figure 2.4. 

In the above two groups of parameter sensitivity experiments, the power law de- 

pendence of the meridional overturning rate on Coriolis parameter and north-south 

density difference highly depends on the latitude. The closer to northern and southern 

wall, the more the power law distorts away from those predicted by scaling analy- 

sis. In the mid-latitudes, however, the numerical experiments and scaling analysis 

are very consistent. The reason is that the thermal wind relation may not apply to 

boundary regions, where the friction must play a more significant role, and therefore 

the geostrophic and hydrostatic relations are not valid. 
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Figure 2.3: The sensitivity of the meridional overturning rate to the Coriolis param- 

eter in numerical experiments (circles) and scaling analysis (heavy solid line). The 

upper panel illustrates the comparison of the meridional overturning rate at latitude 

28.125°iV, and the lower panel shows the comparison of the power law dependence 

on Coriolis parameter at each latitude. 
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Figure 2.4: The sensitivity of the meridional overturning rate to the surface den- 

sity difference in numerical experiments (circles) and scaling analysis (heavy solid 

line). The upper panel illustrates the comparison of the meridional overturning rate 

at latitude 28.125°iV, and the lower panel shows the comparison of the power law 

dependence on north-south density difference at each latitude. 
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2.4.2    Relaxation Boundary Conditions 

The first layer temperature and salinity are relaxed to the SST and SSS climatol- 

ogy (Levitus, 1982), with a relaxation time of 30 days (see Figure 2.5). Two groups 

of experiments were implemented, one group without any wind stress, and in the 

other, the zonally averaged annual climatological surface wind stress of Hellerman 

and Rosenstein (1983) is used. In both groups of experiments, constant diapycnal 

diffusivities 0.1, 0.25, 0.5, 1.0, 2.0, 5.0 cmPs'1 were adopted, with all other param- 

eters fixed. The 0.1 cm2s~l experiments were run for 12,000 years, the 5.0 cm2s~l 

experiments were run for 4,000 years, and all others for 8,000 years. Equilibria were 

reached in each experiment (with the surface averaged upward heat flux oscillating 

less than about 0.05 Wm~2). 

The experiments with and without wind stress are consistent with the scaling argu- 

ment (Figure 2.6). When the diapycnal diffusivity is very small, wind stress plays 

an increasingly important role in the thermohaline circulation, since the penetration 

depth forced by the wind stress becomes greater than that caused by buoyancy ef- 

fects. In contrast, when the diapycnal diffusivity is as large as 0.5 cm2s~l, the wind 

stress makes almost no difference to the thermohaline circulation under the relaxation 

boundary conditions. 

When F. Bryan (1987) examined the sensitivity of the thermohaline circulation to 

the vertical diffusivity, he derived the two-thirds power law relation through scaling 

arguments, but only got an approximate one-third power law dependence in the 

numerical experiments. One reason is that the experiments were run only to 1,200 

years, which, for most of the experiments, is not long enough to reach equilibrium. In 

addition, the diapycnal mixing due to the action of the horizontal diffusivity on sloping 

isopycnals could also affect the thermohaline circulation. Wright and Stocker (1992) 

used a two-dimensional (vertical-meridional) model to examine the sensitivity of the 

thermohaline circulation to the vertical diffusivity. For the North Atlantic ocean, 

they found M oc Kl/Z with wind stress and M oc Kl/2 without wind stress. Their 

model applied to the Pacific and the Indian oceans obtained M oc K2/3. Marotzke 

(1997) restricted all vertical mixing to the boundaries and found M oc K2IZ. Here 

we obtain the two-thirds power law dependence in a three-dimensional OGCM with 

uniform diapycnal diffusivity. 
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Figure 2.5: The prescribed SST and SSS fields for the experiments under RBC. Here 

we have approximately AT = 20K and AS = 2psu. 
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Figure 2.6: Comparison of the scaling results and numerical experiments of the merid- 

ional overturning rate under relaxation boundary conditions. The solid line represents 

the scaling argument results, with AS = 2 psu and other parameters the same as in 

(2.63), and the "x" and "o" represent the numerical results without and with wind 
stress respectively. 
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The poleward heat transports in the above numerical experiments are plotted in 

Figure 2.7. Note that a least-square method fitting of the numerical experiments 

gives 

Co = \, (2.105) 

which is used in the scaling argument given in (2.13). Using least-square estimate, 

the power law dependence of the maximum poleward heat transport on the diapycnal 

diffusivity is 0.5908 ± 0.0029 for the numerical experiments without wind stress, and 

0.5051 ±0.0405 for the case with wind stress. We argue that for the case without wind 

stress an approximate two-thirds power dependence given in the scaling argument is 

roughly obtained. For the case with wind stress, especially in the low diffusivity 

experiments, the Ekman cells, driven by the wind stress, can carry a portion of the 

total poleward heat flux. As a result, the experimental results deviate from the two- 

thirds power, rather it is more approximated by a half power. However, Park and 

Bryan (1998) used the model SST, rather than the prescribed values being relaxed 

to, to calculate the surface density difference for the scaling analysis, and they found 

that the poleward heat transport obeys the two-thirds power law dependence on 

the diapycnal diffusivity very closely. In general, the underlying dynamics of the 

power dependence of the maximum poleward heat transport on diapycnal diffusivity, 

especially the role of wind stress, is less clear than that for the meridional overturning 

rate. 

One significant difference between the model formulation here and the earlier work (F. 

Bryan, 1987; Wright and Stocker, 1992; Marotzke, 1997) is the inclusion of the Gent 

and McWilliams (1990) isopycnal tracer mixing scheme, which eliminates the false 

diapycnal fluxes caused by horizontal diffusion, especially in places where the slope 

of the isopycnals is large, like western boundary current and convection regions. We 

believe that this explains why the present model estimates of meridional overturning 

so closely obey the two-thirds power law dependence on the vertical diffusivity derived 

in the scaling analysis. 
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Figure 2.7: Comparison of the scaling results and numerical experiments of the pole- 

ward heat transport under relaxation boundary conditions. The solid line represents 

the scaling argument results, with parameters the same as in Figure 2.6, and the "x" 

and "o" represent the numerical results without and with wind stress respectively. 
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2.4.3    Flux Boundary Conditions 

Here we use flux boundary conditions for both temperature and salinity. The heat 

flux and freshwater flux are quasi-linear functions of latitude: 

« = -%(i-rV (2106) 
COS0  V <PnJ 

«_,*(!_£), (2.107) 
COS0 \ (pn) 

then the maximum and minimum of Q, e -p are Q0, W0 (at <f> = 0) and -2Q0, -2W0 

(at <f) = 4>n = 60°) respectively (see Figure 2.8 where W0 = 1 m year-1), therefore, 

we have 

Q   =   1.5Qo, (2.108) 

£   =   1.5W0 (2.109) 

to represent the magnitude of heat flux and freshwater flux in the scaling analysis 

respectively. 

The sensitivity of the meridional overturning rate to the diapycnal diffusivity is plot- 

ted in Figure 2.9. The solid line represents the 1/2 power-law result from scaling 

analysis and the triangles are the numerical experiment results in GFDL MOM2. 

We can see that the numerical experiments are consistent with the scaling analysis 

under flux boundary conditions. Note that the above scaling power law has been 

investigated and confirmed in Huang and Chou (1994) when only freshwater forcing 

is applied. 

Under flux boundary conditions, the strength of the thermohaline circulation is de- 

termined by the internal vertical mixing, as well as the external forcing like heat flux 

and freshwater flux. Sensitivity of the meridional overturning to the magnitude of 

the heat flux is investigated and the results are plotted in Figure 2.10. The horizontal 

axis is the strength of heat flux Q defined in (2.108). Again, the solid line is the result 

from scaling analysis and triangles represent the results from numerical experiments. 

They are very consistent. To a close approximation, the scaling analysis provides a 

simple way to predict the behaviour of the numerical model. 
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Figure 2.9: Sensitivity of the meridional overturning rate to the vertical diffusivity in 

numerical experiments (triangles) and scaling analysis (heavy solid line) under flux 

boundary conditions. 
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Figure 2.10: Sensitivity of the meridional overturning rate to the surface heat flux in 

numerical experiments (triangles) and scaling analysis (heavy solid line) under flux 

boundary conditions. 

56 



2.4.4    Mixed Boundary Conditions 

Here we use a relaxation condition for temperature (same as in the upper panel of 

Figure 2.5) and a virtual salt flux boundary condition for the salinity as (2.107). 

Therefore, we have 

E = l.bWo (2.110) 

to represent the magnitude of the freshwater forcing, as defined in the scaling argu- 

ment. This E will be used in the scaling estimate for comparison with the numerical 

experiments. When E > 0, the freshwater forcing opposes the thermal forcing; when 

E < 0, polar water is salty, deep water can form only close to the northern wall, and 

we obtain only the thermal mode. 

Three groups of quasi-equilibrium experiments are shown, with K = 0.3, 0.5, 1.0 

cm2s~l respectively. In order to find the bifurcation point of the freshwater forcing, 

we first run the model to an equilibrium with E < 0. From there we increase E very 

slowly (0.1 or 0.05 m year-1 per thousand years). Due to the slow rate of change of the 

forcing, the model remains in quasi-equilibrium and we can see the quasi-equilibrium 

response of the model to the different freshwater forcings while the thermal forcing is 

basically fixed. The results are plotted in Figure 2.11 - 2.13 respectively. 

For each group of experiments, there is an upper limit of E, beyond which the thermal 

mode does not exist. If we continue to increase the freshwater forcing past this point, 

the thermohaline circulation will stay in the haline mode. When we decrease E start- 

ing from a haline mode, the ocean stays in the mode until "flushing", a phenomenon 

peculiar to the haline mode, occurs. In the numerical runs, the model cannot reach 

equilibrium in the haline mode. Over a long period, the polar deep ocean becomes 

warmer and saltier. With cold and fresh water overlying the warm and salty deep 

water in the polar basin, an instability sets in and very strong convection occurs, 

which releases the heat accumulated for hundreds or thousands of years (Marotzke 

1990; Huang, 1994). However, even with flushing we can see that under certain con- 

ditions, there are two modes possible: one thermal mode and one haline mode, which 

is consistent with the scaling and stability analysis. 

In order to gain confidence in the quasi-equilibrium effects displayed in the above 

experiments, we conducted a series of experiments, where K = 0.5 crri^s-1 and with 
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Figure 2.11: Comparison of the scaling results and the quasi-equilibrium numerical 

experiments under mixed boundary conditions with K = 0.3 cm2s~l. Here the solid 

line represents the results from scaling analysis and the dotted line is the quasi- 

equilibrium response of the numerical model to the very slowing varying freshwater 

forcing. Arrow directions represent the freshwater change with time in the process of 

integration. 
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K = 0.5 cms    Under Mixed Boundary Conditions 
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Figure 2.12: Comparison of the scaling results and the numerical experiments under 

mixed boundary conditions with K — 0.5 cm2s~l. Here the thick lines represents the 

results from scaling analysis, the line with arrows is the quasi-equilibrium response 

of the numerical model to the very slowly changing freshwater forcing and the circles 

represent the single numerical experiments for different E forcing. Arrow directions 

represent the freshwater change with time in the process of integration. 

59 



20 

15 

10 

K = 1.0 cm2s 1 Under Mixed Boundary Conditions 

> 
CO 

S 

CD > 
o 

o 

CD 

E 

-10 

-15 
-0.4 

V 

V-.. 

-0.2 0.2 0.4 0.6 
freshwater forcing (m/year) 

0.8 1.2 

Figure 2.13: Comparison of the scaling results and the quasi-equilibrium numerical 

experiments under mixed boundary conditions with K = 1.0 cm2s~l. Here the solid 

line represents the results from scaling analysis and the dotted line is the quasi- 

equilibrium response of the numerical model to the very slowing changing freshwater 

forcing. Arrow directions represent the freshwater change with time in the process of 

integration. 
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different values of E. We start the first experiment from E == -0.15 m year'1 and 

an initially homogeneous state. After 4000 years of integration, we obtained quasi- 

equilibrium. We start the next experiment from this final state with another E and 

run it to another equilibrium. When the E is large enough, the upper limit of the 

freshwater forcing is passed and the ocean enters a haline mode. Since there is no 

steady equilibrium for a haline mode, we run the model for at least one flushing period, 

i.e., we stop the experiment in the haline mode after at least one flushing event. Then 

we begin to decrease E to a specified value and continue our experiments. The results 

are plotted in Figure 2.12 (the "o" points in the figure). We can see that they are 

close to the quasi-equilibrium experiments and we obtained two modes for a value of 

E = 0.45 m year-1. 

Through the above experiments, we find that for each K, there is an upper limit on 

E for the existence of a stable thermal mode, below which two modes are possible, 

as predicted by the scaling analysis. We plot the different critical E versus diapycnal 

diffusivity in Figure 2.14. The numerical experiments are consistent with the scaling 

argument, though quantitatively there is a difference. The linear equation of state 

assumed in the scaling argument could cause such a distortion since the full state 

equation used in the numerical models is highly nonlinear (the thermal expansion 

coefficient a is a strong function of temperature). Convection plays an essential role 

in deep water formation and the top-to-bottom density difference is important for 

convection. Thus it is crucial to determine the role of temperature and salinity in 

the vertical density distribution in the convection region. For the thermal mode, 

convection occurs in the polar region, where the temperature is low and thus a is 

small (about 1.0 x lO-4^1 at 4°C); since we use a universal value 2.0 x 10-4i^_1 

in the scaling, the magnitude of the meridional overturning for the thermal mode, as 

well as the magnitude of the critical freshwater flux, are overestimated. 

Weaver et al. (1993) investigated the effect of freshwater fluxes on the behavior of 

the thermohaline circulation. They concluded that the freshwater forcing is the dom- 

inant factor in determining the model's stability and internal variability. Increasing 

the relative importance of freshwater fluxes versus thermal forcing led to, in turn, 

one stable steady state of the model, two stable states, one stable, and one unsta- 

ble equilibrium, or no stable steady states. If the freshwater forcing is sufficiently 

strong, self-sustained oscillations exist in the deep-water formation rate, which last 
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thousands of years. We find a transition from a multi-equilibria region to a single 

haline mode when we increase the magnitude of the freshwater forcing, and this is 

basically consistent with our scaling argument. However, in contrast to Weaver et 

al. (1993), the criterion determining the behavior of the thermohaline circulation is 

a nondimensional number defined by (2.42), which includes not only the freshwater 

forcing versus thermal forcing, but also the effect of diapycnal diffusivity and the di- 

mensions of the basin. For a given basin, the diapycnal diffusivity also determines the 

behavior of the thermohaline circulation. Weaver et al. (1993) investigated the use of 

different vertical diffusivities. In one experiment a value of K = 0.5 ernes'1 was set 

throughout the water column, in another K was made to increase from 0.3 cm2s~l 

at the surface to 1.3 cm2s~l at the bottom of the model ocean. No major differences 

were observed. However, from Cummins et al. (1990), we deduce that the value of di- 

apycnal diffusivity in the thermocline is more important than that in the deep ocean. 

As the above two values of vertical diffusivity are very close, it is not surprising that 

Weaver et al. (1993) saw little difference, as far as the behavior of the thermohaline 

circulation is concerned, even though the T-S structure in the deep ocean could be 

very different. As suggested by the scaling analysis and the numerical experiments 

presented here, not only the freshwater forcing, but also the diapycnal diffusivity 

play important roles in determining the stability and variability of the thermohaline 

circulation under mixed boundary conditions. 

Rahmstorf (1995) investigated the sensitivity of the North Atlantic thermohaline cir- 

culation to the input of fresh water using a global ocean circulation model coupled to 

a simplified atmospheric model. In his experiments, moderate changes in freshwater 

input induced transitions between different equilibrium states, leading to substan- 

tial changes in regional climate. His experiments provide a map of the equilibrium 

states and bifurcation points of the Atlantic thermohaline circulation, as a function 

of freshwater flux. The saddle-node bifurcation first described by Stommel (1961) 

is confirmed in Rahmstorf (1995)'s experiments. Beyond the bifurcation point, the 

North Atlantic Deep Water (NADW) circulation cannot be sustained. Below the 

bifurcation point, at least two states are found: one is characterized by absence of 

NADW, one with NADW. Qualitatively, the experiments in Rahmstorf (1995) are 

consistent with the scaling analysis in this article. In addition, given the sensitivity 

of the thermohaline circulation to the diapycnal diffusivity deduced in the present 
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scaling argument, it is highly likely that the bifurcation point in the coupled GCM 

will be sensitive to the diapycnal (vertical) diffusivity used. 

Also, we can define the poleward heat transport as in (2.13) for the multiple solutions 

we obtained under the mixed boundary conditions. For the stable thermal mode, we 

choose C0 = 1/3 as given in (2.105); for the haline mode, however, C0 = 1/3 seems 

to overestimate the poleward heat transport, because unlike the thermal mode in 

which the convected water can sink to the deep ocean (3000 or 4000 meters) and the 

deep water is nearly homogeneous, the convection can only reach to 1000 m in the 

haline mode. Thus the low-latitude formed "deep" water is a thermocline water mass 

and the temperature difference between these waters and the surface return flow is 

greatly reduced. For simplicity, we choose C0 = 1/6 in the haline mode for the scaling 

analysis. 

For K = 0.5 cm2 s_1, the results are plotted in Figure 2.15. Similar to that under 

relaxation conditions, the results from numerical experiments are consistent with the 

scaling analysis. It is obvious that the stable thermal mode transports heat poleward 

far more efficiently than the haline mode. 

Another type of quasi-equilibrium experiment is to fix the freshwater forcing and 

then change the magnitude of the vertical mixing very slowly with time. We use a 

fixed freshwater forcing of W0 = 0.30 m year'1 (E = 0.45 m year'1) and start the 

experiment with K = 1.5 cm2s~l. First we run the model to an equilibrium and 

then we decrease the magnitude of the vertical mixing with time at a very slow rate 

(0.2 cm2s~l per thousand years), so that the model responds in quasi-equilibrium. 

The change of the meridional overturning rate with the changing vertical mixing is 

plotted in Figure 2.16. When the vertical diffusivity is larger than 1.0 cm2s~l, the 

numerical experiment follows the scaling analysis closely. When the vertical diffusivity 

decreases, first there is an oscillation in the magnitude of the meridional overturning 

and then a chaotic behavior when we further decrease the vertical diffusivity. At 

about 0.5 crri^s^, the thermal mode drops dramatically to nearly zero, where no 

thermal mode can be sustained. 
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Figure 2.15: Comparison of the scaling results and the numerical experiments for the 

poleward heat transport under mixed boundary conditions. The solid lines are for 

scaling results (heavy line for the stable thermal mode and thin line for the haline 

mode), and "o" are from the numerical experiments in the thermal mode and "x" are 

for numerical experiments in the haline mode. For all the numerical experiments and 

the scaling argument, K =  0.5 cm2 s_1 . 
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E=0.45 m/year Under Mixed Boundary Conditions 
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Figure 2.16: Comparison of the scaling results and the numerical experiments for the 

meridional overturning rate under mixed boundary conditions. For all the numerical 

experiments and the scaling argument, E = 0.45 m year~l . Arrow directions 

represent the freshwater change with time in the process of integration. 
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2.5    Discussion and Conclusions 

Prom the scaling argument, we conclude that the thermohaline circulation behaves dif- 

ferently under three types of upper boundary conditions. Under "relaxation" bound- 

ary conditions or "flux" boundary conditions, there is only one equilibrium. Under 

"mixed" boundary conditions, multiple equilibria are possible. The states formed 

under mixed boundary conditions can be distinguished by a simple relation between 

the diapycnal diffusivity and the hydrologic forcing for a given thermal forcing. When 

K > CEZI2, there are two thermal modes and one haline mode. When K < CE3/2, 

there is only one haline mode. In addition, through stability analysis, we find that of 

the two thermal modes arising when K > CE3/2, only one is a stable solution. The 

haline mode solution is always stable. 

In the numerical experiments, a two-thirds power law dependence of meridional over- 

turning on diapycnal diffusivity is obtained under the relaxation boundary conditions. 

Under mixed boundary conditions, there is an upper limit on the freshwater forcing 

for a given diapycnal diffusivity beyond which only a haline mode is found. Below 

that limit we have two modes possible: one thermal mode and one haline mode. The 

dependence of the critical E on the diapycnal diffusivity also obeys a two-thirds power 

law given by the scaling argument. Similar scaling dependence is obtained for the 

poleward heat transport. 

The scaling analysis and the numerical experiments are consistent for three types of 

upper boundary conditions. Thus, it is reasonable to deduce the lowest order solution 

using the simple scaling relation. More importantly, in contrast to the box models, we 

have included the Coriolis parameter, diapycnal diffusivity and freshwater forcing (for 

mixed boundary conditions only) in the scaling argument. Under the more physical 

"mixed boundary conditions", the sensitivity of the thermohaline circulation to two 

very uncertain variables: diapycnal diffusivity and freshwater forcing, is defined by 

an algebraic relation. The importance of E has been previously discussed by Weaver 

et al. (1993) and others, while the significance of the magnitude of the diapycnal 

diffusivity to the stability of the thermohaline circulation has not received much 

attention yet. 
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Through scaling analysis and simple numerical experiments, the north-south temper- 

ature difference, the magnitude of the freshwater forcing and the diapycnal diffusivity 

are found to be the most important factors in determining the stability and variability 

of the thermohaline circulation, of which the latter two are not well known so far. 

This requires us to develop a much better understanding of these two still challenging 

fields. The diapycnal (vertical) mixing processes have been under increased observa- 

tional investigation recently. Ledwell et al. (1993) used a tracer release experiment to 

estimate a diapycnal diffusivity of 0.1 - 0.15 cm2s~l in the upper thermocline, which 

agrees with the small diffusivity estimates for internal wave processes (Gregg, 1989; 

Polzin et al, 1995). In contrast, Toole et al. (1994) and Polzin et al. (1997) find that 

the diapycnal diffusivity in the abyss is far from uniform as traditionally assumed. 

Instead, strong vertical mixing above rough topography can exceed 10 cm2s~l, which 

is two orders of magnitude larger than the thermocline diffusivity found by Ledwell 

et al. (1993). Our analysis indicates that an improved knowledge of both diapy- 

cnal mixing and hydrologic forcing is necessary to understand the stability of the 

thermohaline circulation. 
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Chapter 3 

Parameterization of 

Double-diffusive Processes and 

Scaling Analysis 

3.1    Introduction 

Double-diffusive convection can occur in a stably stratified environment where the 

vertical density gradient due to either temperature or salinity is destabilizing. For 

the case with warm, salty water on top of cold, fresh water, salt fingering occurs; for 

the case with cold, fresh water on top of warm, salty water, diffusive layering (Turner, 

1973; Stern, 1975; Schmitt, 1994) appears. Double diffusive mixing, occurring because 

of the two orders of magnitude difference in the molecular diffusivities of heat and 

salt, is driven by the release of potential energy of the destabilizing component, which 

has the larger buoyancy flux. A significant fraction of the released energy is used to 

move the stable component upward. However, the total density flux is downward, 

so the overall potential energy of the water column is reduced. As a result, double- 

diffusive processes can be self-energized through the change in the mean potential 

energy.  In the case of ordinary turbulent mixing, however, the potential energy of 
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water column is increased, thus external energy sources such as internal waves or 

strong means shears are required. 

As introduced in Chapter 1, double-diffusive processes are widespread in the ocean. 

Research through theory, laboratory experiments and observations indicate that double- 

diffusion plays a significant role in vertical mixing, which is a dominant factor for 

the thermohaline circulation. Most numerical models ignore the effects of double- 

diffusion, except Gargett and Holloway (1992) proposed a very simple representation 

of double-diffusion in OGCMs. Here we propose a more accurate parameterization of 

double-diffusive processes in Section 3.2, and we estimate its impacts on thermohaline 

circulation in Section 3.3 by scaling analysis under different boundary conditions. A 

summary is given in Section 3.4. 

3.2    Parameterization of Double Diffusion 

In traditional numerical models diapycnal mixing in stably stratified region of the 

model ocean is parameterized in terms of the same constant diffusivity for both heat 

and salt. In this study we will divide the stably stratified regions into three sub- 

regions: 

(a) salt fingering regime, 

(b) diffusive layering regime and 

(c) non-double-diffusive regime. 

Note that the convective adjustment scheme for regions of unstable stratification 

remains the same as in the normal MOM2 code. 

3.2.1    Parameterization of Salt Fingering 

The extensive observational, laboratory and theoretical evidence that fingers are most 

intense when the density ratio is less than about 2 leads us to propose a parameteri- 

zation that is dependent on Rp. Schmitt (1981) has argued that the constancy of the 
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large scale density ratio observed in the main thermocline can be explained by this 

dependence, and the greater transfer rate for salt. In the modeling below we adopt 

a parameterization similar to his [and to the form inferred by Kunze (1990), though 

reduced in amplitude to conform with recent observations]. 

We apply the parameterization of Schmitt (1981): 

K> = TT(W + *~ (31) 

K* = JUI°(WI
+

*"- 
(3'2) 

where K$ and KT are the diapycnal eddy diffusivities for salinity and temperature 

respectively. K°° is the assumed constant diapycnal diffusivity due to other mixing 

processes unrelated to double diffusion, such as internal wave breaking. Rc is the 

critical density ratio above which the diapycnal mixing due to salt fingering drops 

dramatically. A value of 0.7 is used for the heat/salt buoyancy flux ratio due to salt 

fingers. K* is the maximum diapycnal diffusivity due to salt fingers. We have chosen 

a more modest value than originally proposed by Schmitt (1981), reflecting improved 

understanding of fluxes in thermohaline staircases observed in the C-SALT program 

(Schmitt, 1988). The exponent n is an index to control the reduction of KT, Ks with 

increasing Rp. 

In numerical models, vertical gradients of temperature and salinity, Tz and Sz, are not 

well simulated, compared to the oceanic observations. The simulation is especially 

poor in the deep ocean, where the vertical gradients of temperature and salinity in 

low-resolution numerical models are very small and often noisy. On the other hand, 

most field observations of double diffusion are limited to the upper ocean, and it is not 

clear whether double diffusion can play any significant role at great depth where both 

the vertical gradients of temperature and salinity are small. Thus, we have introduced 

an additional constraint that double diffusion can occur only if the magnitude of the 

vertical temperature gradient is larger than a critical value: 

\TZ\>TZ>C. (3.3) 
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3.2.2    Parameterization of Diffusive Layering 

Kelley (1984) discussed a parameterization for the diffusive layering process, in which 

he applied the laboratory-derived double-diffusive flux laws to oceanic data. The 

formulation is given as follows: 

KT   =   CRlJ3kt (3.4) 

Ks   =   RFRPKT (3.5) 

where 

C   =   0.00859ea;p (4.6e-°-54(Ä^1-1)) , (3.6) 

Ra   =   0.25 x 10
9
ä;

1X
. (3.7) 

and kt is the molecular diffusivity of heat, RF is the buoyancy flux ratio defined as 

* = ;!■ 
(3-8) 

in which Fs, FT are upward flux of salt and heat respectively. Huppert's(1971) 

formulation for RF was used by Kelley (1984): 

RF   =   1.85-0.85 /Rp       0.5 < Rp < 1.0 (3.9) 

RF   =   0.15 Rp < 0.5, (3.10) 

Roughly speaking, Ks ~ KT ~ 1.0 cm2s~l when Rp -> 1.0. Ks and KT decrease 

approximately as R* and R2
p, respectively, over the range 0.1 < Rp < 1.0. 

Furthermore, Kelley (1990) refined his formulation by giving a new empirical formu- 

lation of C(Rp) and RF: 

C   =   0.0032e4-8ß°72, (3.11) 

_    1/^ + 1.4(1/^-1)'/» 
RF

   ~       1 + 14(1/^,-1)3/2    ■ (3-12) 

Similar to the case of salt fingering, KT and Ks are different, and they depend on the 

density ratio. However, The diapycnal diffusivity suggested by Kelley (1984, 1990) 

was rather weak at lower density ratio, since Ks fell below the molecular diffusivity 
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for heat (1.4 x 10-3 cm2s~l) when Rp < 0.25. Diffusivities this small can cause 

computational difficulty in a numerical model. On the other hand, given the role 

of non-double-diffusive processes in the diapycnal mixing (Muench et al., 1990), a 

background diffusivity is also needed in the region of diffusive layering. Thus we 

include K°° in the parameterization for diffusive layering: 

KT   =   CRl^h + K00, (3.13) 

Ks   =   CRpRpR^kt + K00 (3.14) 

where C and Rf are given in (3.11 - 3.12) and Ra defined in (3.7). Also, the restraint 

(3.3) is also applied in the diffusive layering case. Note, however, the definition of 

density ratio in this paper is inverse to that in Kelley (1984,1990), in order to deal 

consistently with both forms of double diffusion. Note that this formulation is quite 

conservative compared to that of Fedorov (1988) or Muench et al. (1990), giving 

weaker fluxes when Rp is close to 1. 

3.2.3    Non-double-diffusive Process 

Away from the regions discussed above, we use a constant background diapycnal 

mixing rate for both tracers, to represent internal wave induced mixing. 

KT = Ks = K°°. (3.15) 

In these runs, a value of K°° = 0.3 cm?s~l is used. This is higher than that obtained 

by Ledwell et al. (1993), but is necessary for computational efficiency. 

3.3    Scaling Analysis of the Impacts of Double Dif- 

fusion on the Thermohaline Circulation 

The sinking limb of the thermohaline circulation is driven by buoyancy losses at the 

air-sea interface; the return limb involves a balance between upward buoyancy advec- 

tion and downward buoyancy diffusion in the ocean interior. However, in the GFDL 
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M0M2, density is a diagnostic variable, thus the diapycnal eddy diffusivity of density, 

Kp, does not appear in the model explicitly. Instead, Kp is defined diagnostically as a 

function of the density ratio, assuming a locally linear equation of state applies to the 

mixing between adjacent layers. An expression equivalent to that given in Gargett 

and Holloway (1992) is readily obtained: 

RPKT - Ks . 
Kp ~     Rp-1    ■ (3-16) 

The change of diffusivities of temperature, salinity and density with the density ratio 

is shown in Figure 3.1, where we take the double-diffusive parameters as 

K* = 1.0 cmV1, K°° = 0.3 cm2s'\ 

Rc = 1.6, n = 6, T2,c = 2.5 x 10"4 "Cm'1 (3.17) 

Because heat and salt mixing rates are different, the equivalent buoyancy diffusivity 

varies greatly from one region to another (Figure 3.1): 

(a) In the weak double-diffusive regime (Rp< 0.3 or Rp> 3.0), Kp is close to its limit, 

given by the constant turbulent mixing coefficient, K°°. 

(b) In the moderate double diffusion regime (0.3 < Rp < 0.76 or 1.56 < Rp < 3.0), 

Kp is reduced, so the mixing of buoyancy is less efficient. 

(c) In the strong double diffusion regime (0.76 < Rp < 1.56), the sign of Kp is 

reversed. Thus, upgradient buoyancy diffusion appears because the buoyancy flux 

due to the destabilizing component is larger than that of the stabilizing component. 

Given the change on the diapycnal diffusivity of density by double-diffusive pro- 

cesses, we can conclude that the thermohaline circulation will change accordingly, as 

discussed in Chapter 2. In addition, there are several free parameters in the param- 

eterization of salt fingering phenomenon, and thus it is desirable if we can analyze 

how sensitive the thermohaline circulation to the above parameters, and below we 

will discuss that under two kinds of boundary conditions. 
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Density Ratio 

Figure 3.1: The change of diapycnal eddy diffusivities of temperature (solid line), 

salinity (broken line) and density (dotted line) with density ratio Rp. In the left half 

panel, where Rp < 1,diffusive layering mixing occurs. In comparison, in the right half 

panel where Rp > 1, salt fingers form. Note even though diffusive layering region and 

salt fingering region seem to be continuous at Rp = 1, in the real ocean, normally 

there is a transition region between them where Rp < 0. 
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3.3.1    Relaxation Boundary Conditions 

Density ratio 

The density ratio is the key parameter in the study of double diffusion and here we 

give a simple argument to estimate its interior value based on the surface boundary 

conditions. In the present-day ocean, water tends to be warm and salty in the sub- 

tropical regions, and cold and fresh in the polar regions. Thus heat and salt oppose 

one another in terms of their effect on density. Due to these horizontal differences, 

the stratification forms as water is convected and sunk in the polar (equatorial) re- 

gions and then spreads at depth throughout the ocean for the thermal (haline) mode. 

Given the upper boundary conditions, a stratification favorable for double diffusion 

forms as a result. For example, in a thermal mode, cold fresh water sinks in the polar 

regions and spreads equatorward, and thus for most of the oceans, the warm and 

salty water overlies cold and fresh deep water; a condition favorable for fingering. In 

contrast, in the haline mode, warm salty water sinks in the equatorial regions and 

then spreads poleward, producing conditions favorable for diffusive layering. There- 

fore, the vertical density ratio can be approximated by the horizontal density ratio 

at the surface, which is essentially prescribed under relaxation boundary conditions: 

aTz      aAT     aAT* ,      N Rp = wrjKs~jKs; (3-18) 

where AT, AS are the north-south surface temperature and salinity differences, and 

AT*, AS* are the corresponding differences in the prescribed values being relaxed to. 

This definition of density ratio not only measures the relative contribution of heat 

and salt on the vertical density gradient, which in turn controls the strength of double 

diffusion, but also provides the relative contribution in determining the location for 

convection. When Rp > 1, temperature dominates the density, deep water forms 

and sinks in the polar region, and we obtain a "thermal" mode of thermohaline 

circulation. This upper boundary condition provides a favorable condition for salt 

fingers. In contrast, when Rp < 1, we obtain a "haline" mode and conditions favorable 

for diffusive layering. The above two processes will be discussed in turn below. 
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Thermal Mode (Rp > 1) 

From the parameterization given in (3.1) - (3.2), we obtain the diagnostic diffusivity 

of density K by using (3.16) 

0.3Ä"* 
K = K°°- (Rp-l)[l + (Rp/Rc)n] <3-19) 

Thus K is always less than the background diffusivity K°°, with the deviation from 

K°° depending on the local density ratio and other variables. 

Using the K2/3 power dependence of meridional overturning rate (MOC) on K derived 

in Chapter 2 (2.18), we obtain: 

2/3 

(3.20) 
M. SF 0.3K*/KC 

MCDD     f    (Rp-l)[i + (RP/Rc)n}_ 

where MSF is the MOC with salt fingers and MCDD is the MOC with conventional 

uniform vertical mixing KT — K$ = K°°. From this relation we can see how sensitive 

the MOC is to the variables in the parameterization of salt fingers. This sensitivity 

is plotted in Figure  3.2. 

To test the sensitivity results in the scaling analysis, numerical experiments are im- 

plemented in GFDL MOM2 and also plotted in Figure 3.2. The solid lines represent 

the analytical dependence derived in equation (3.20) and triangles are the individual 

numerical experiment results. The results are basically consistent. When we increase 

K*, i.e, the contribution from double-diffusive mixing, the magnitude of the merid- 

ional overturning is reduced. Similarly when we increase Rc or decrease n, allowing 

modest fingering to affect a greater portion of the water column, the thermohaline 

circulation weakens. 

The relationship between Rp and the eddy diffusivities for salt and heat is still not 

firmly established. Schmitt (1981) applied the laboratory-derived flux laws to obser- 

vational data and estimated the eddy diffusivities for salt and heat. The maximum 

diffusivity due to salt fingers could reach 5.0 cm2s~l or more. However, given the 

uncertainty associated with the empirical flux laws and more understanding gained 

through the C-SALT (Schmitt et al., 1987) field program, we judged that a good first 

step was to use a somewhat conservative value for K*, like K* = 1.0 cm2s~l. St. 

Laurent and Schmitt (1998) examined The North Atlantic Tracer Release Experiment 
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Figure 3.2: Sensitivity of ™J£D 
to tne following variables in the parameterization of 

salt fingering (a) horizontal density ratio Rp, (b) the maximum diffusivity due to salt 

fingers K*, (c) critical density ratio Rc and (d) exponent index n. The solid line 

represents the results through scaling analysis and the triangles are the numerical 

experiment results. The variables are given as follows unless given as variable: K* = 

1.0 cm2s-\ K°° = 0.3 cm2s-\ Rp = 2.0, Rc = 1.6, n = 6. 
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data, and found that KT = (0.08 ± 0.01) cm2s~l and Ks = (0.13 ± 0.01) ernes'1 for 

the neutral surface at about 300 m. Also they found that both KT, KS increase 

with decreasing density ratio. As even a conservative value of K* leads to a marked 

difference in the thermohaline circulation, it suggests that more work should to be 

done to understand the role of salt fingers in oceanic mixing. 

Rc and n can both affect the relation between KT, K$ and Rp. On the basis of 

the limited observational data, Ks appears to be large for R less than 1.5, falling 

sharply near Rp = 1.7 and reaching background levels by Rp = 1.9. Thus Rc = 

1.6, n = 6 are reasonable based on observations of finestructure (Schmitt 1981) 

and microstructure (St. Laurent and Schmitt, 1998). Even though the theoretical 

condition for salt fingers is 1 < Rp < 100, observational data suggests that significant 

fingering only occurs when Rp is close to 1. A similar conclusion holds for the diffusive 

layering. Therefore a relatively stronger vertical gradient of salt (temperature) is 

required for the salt fingering (diffusive layering) to be important in the diapycnal 

mixing processes. 

Haline Mode (Rp < 1) 

For Kelley's parameterization, the diagnostic K is: 

K = K°°- \z3LCR);»lzeAm°-72 (3.21) 
1 — Rp 

Then we can estimate its effects on MOC: 

l-RFCR]:^e^K"2Y,Z 
M DL 1 

RP K* McDD 

where MDL is the MOC with the implementation of diffusive layering. 

(3.22) 

There are two free variables in this parameterization: Rp and K°°. The parameter 

sensitivity can be seen through Figure 3.3. It shows that when Rp —>■ 0.9, diffusive 

layering is strongest. In addition, the larger the background diffusivity is, the weaker 

the effects of diffusive layering on thermohaline circulation are. 
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Figure 3.3: Sensitivity of ratio ^^ to the following variables in the parameterization 

of diffusive laying: (a) the horizontal density ratio Rp and (b) background vertical 

diffusivity K°°. 
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3.3.2    Flux Boundary Conditions 

Density Ratio 

Under flux boundary conditions, the density ratio is defined in the fashion of (3.18), 

where the density ratio is also given by the horizontal ratio. In contrast to (3.18), 

the north-south temperature and salinity difference is given by (2.28) and (2.30) 

respectively, therefore we obtain 

_ aTz     aAT _     aQ ,      . 

where Q is the sea surface heat flux, E is the sea surface freshwater flux, and S, po, cp 

are the averaged salinity, density and specific heat of sea water respectively. Thus 

the density ratio measures the relative contribution of the heat and freshwater fluxes. 

Similar to the above section, when Rp > 1, thermal forcing dominates and we obtain 

a "thermal" mode and the condition is salt fingering favorable; when Rp < 1, we 

obtain a "haline" mode and conditions suitable for diffusive layering. 

Thermal Mode (Rp > 1) 

The diagnostic diffusivity of density from parameterization (3.1) - (3.2) is obtained 

in (3.16). Then we can use the K1/2 power law dependence of MOC on K in Chapter 

2 (2.33) to obtain 

MSF 

McDD 

0.3K*/K°° 11/2 
(3.24) 

(Rp-l)[l + (Rp/Rc)"]\ 

where all the variables are defined the same way as under relaxation boundary con- 

ditions. 

Haline Mode (Rp < 1) 

Similarly, impacts of Kelley's parameterization of diffusive layering under flux bound- 

ary conditions can be expressed as 

l-RFCR\^e^Rr21112 
M, DL 

McDD l-Rp K* 
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where MDL is the MOC with the implementation of diffusive layering. 

The impact of double diffusion on thermohaline circulation under flux boundary con- 

ditions is very similar to that under relaxation boundary conditions, except for the 

difference in the power law dependence. 

3.3.3    Mixed Boundary Conditions 

Density Ratio 

Similar to the density ratio defined in (3.18), under the mixed boundary conditions, 

we also assume that the density ratio is determined by the horizontal density ratio, 

which is given by the north-south temperature and salinity differences. However, in 

contrast to the relaxation boundary conditions, the density ratio is related to the 

strength of the meridional overturning and becomes part of the solution, 

aTz      aAT     aATK 
Rp = WrjAS = JSED- (3-26) 

Note that the density ratio defined here is the same as the R in the scaling relation 

(2.44). 

To differ with the conventional constant vertical diffusivity case, the free parameter 

in (2.44) defined by 
gK\aAT)4 

~ fL2E3(ßS)3 (3"2?) 
now becomes a function of Rp, since K = K(Rp) with the consideration of double- 

diffusive processes. To simplify the argument, we introduce a new parameter, 

_ g(K<»)\aAT)* 
CDD ~   fVE\ßSy (3-28) 

then the scaling relation (2.44) becomes 

R4
P = FcDDiK/K^lR, - 1| (3.29) 

where K is defined in (3.19) and (3.21) for the case of salt fingers and diffusive layers 

respectively. Since in the parameterization of double-diffusive mixing K is strongly 
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dependent on the density ratio Rp, the order of equation (3.29) becomes higher and 

thus no analytical solution can be obtained. To solve this equation, we have two 

options: (1) solve the equation numerically, thus the number of solutions should be 

equal to the order of equation, and then eliminate all unphysical solutions; (2) solve 

the above equation asymptotically, i.e., we start to solve the equation with K = K°°, 

and we will have three possible solutions. For the stable thermal mode, we use the 

parameterization of salt fingers and we'll have a diagnosed K, and then we use this 

diffusivity to solve the stable thermal solution of (3.29), and we repeat the above 

processes until the solution converges. 

As discussed in Chapter 2, the unstable thermal mode is not observed in numerical 

models and there is special phenomenon "flushing" associated with the haline mode, 

thus here we only consider the effects of salt fingers on the stable thermal mode. 

Stable Thermal Mode (Rp > 1) 

Here we solve (3.29) with K given in (3.19). From Chapter 2, we know that the 

existence of the thermal mode depends on the relative contribution of diapycnal 

mixing and freshwater forcing, thus here we need to investigate not only how the 

magnitude of the stable thermal mode depends on the the parameterization of salt 

fingers, but also how the critical freshwater flux that determines the existence of the 

thermal mode is impacted by the above parameterization. Also, we wish to determine 

how the variables in (3.19) can change the above dependence. 

The solutions are plotted in Figure 3.4. CDD represents the scaling results without 

considering double-diffusive effects, and other curves show the impact of different salt 

fingering parameterizations. The variable values for the salt fingers are the same as 

in (3.17) unless specified here. It is obvious that the salt fingering parameterization 

leads to a reduction in the critical freshwater flux required for the existence of the 

stable thermal mode. This is consistent with the analysis in Chapter 2, since the 

upper limit (critical value) of freshwater forcing depends on K2/3. With the salt fin- 

gering parameterization, the vertical diffusivity of density is reduced and we expect 

a reduction in the critical freshwater forcing. From Figure 3.4, we also see the sensi- 

tivity to the variables in the parameterization of salt fingers: the critical freshwater 

83 



> 
W 
ü o 
2 

10 

9 

8 

7 

6 
i 

10 

9 

8 

7 

6 
i 

10 

9 - 

8 

7 

6 

K=20K=1.0-.      N 
K=0.5 

J i  
K=0.2 
_l  

CDD 

> 
w 
ü 
O 
5 

> 
w 
Ü 
O 

0.05 

0.05 

0.1 

0.1 

0.15 0.2 0.25 

(b) 

0.3 0.35 0.4 

0.15 0.2 0.25 

(c) 

0.3 0.35 0.4 

0.05 0.1 0.15 0.2 0.25 0.3 
freshwater forcing (m/year) 

0.35 0.4 

0.45 

0.45 

0.45 

0.5 

'                 1                 1                 1                 1                 I                 I                 I 1 

- 

Rc=2.4 Rc=2.0 Rc=1 6 

Rc=1.2 
 1       i                  i                  i                  i                  i         ■        i                  i 

VJDD 

1 

- 

0.5 

_          1               1 1                1                1                1 i                i i 

- 

^*S. ' • .n=2    ' \ ^""'s-^^^ 
"" 

1               1 

\ '•         n= 

i                i                i                i 

n=16 ^ 
=6 N.CDD 

i 

- 

0.5 

Figure 3.4: Sensitivity of the existence of the stable thermal mode on the freshwater 

forcing to the following variables in the parameterization of salt fingers, under mixed 

boundary conditions: (a)the maximum double-diffusive diffusivity K*, (b) critical 

density ratio Rc and (c) exponent index n. 
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forcing also decreases with increased maximum diffusivity due to fingers K*, larger 

critical density ratio Rc, or smaller exponent index n. 

Another impact of salt fingering on the stability of the thermal mode is the dependence 

on the strength of freshwater forcing. When the freshwater forcing is relatively weak, 

the salt fingering hardly makes any difference compared with the CDD case. When 

the freshwater forcing is strong enough, the salt fingering parameterization starts to 

decrease the magnitude of the thermal mode, and the difference becomes larger with 

increasing freshwater forcing until the thermal mode breaks down when the critical 

freshwater forcing is reached. This is because the density ratio is part of the solution 

we are pursuing, and not a given external constant as it is under relaxation or flux 

boundary conditions. The magnitude of the density ratio decreases with increasing 

freshwater forcing. Given the strong dependence of the intensity of salt fingering upon 

density ratio, we speculate that for low freshwater forcing, since the density ratio is 

very high, salt fingering barely makes a contribution to the vertical mixing. As a 

result, it remains nearly identical with the CDD case. 

3.4    Summary 

The double-diffusive processes have been parameterized by diapycnal eddy diffusivi- 

ties for heat and salt that differ and depend on the local density ratio, Rp = aTz/ßSz. 

A background diffusivity is applied to represent turbulent mixing in the stratified 

environment. The parameterization has three distinct features compared with the 

conventional constant eddy diffusivity assumption: (a) The vertical eddy diffusivi- 

ties of temperature (KT) and salinity (Ks) are different. For salt fingering mixing, 

Ks > KT, and vice versa for diffusive layering mixing, (b) KT and Ks both in- 

crease when local density ratio Rp = aTz/ßSz is close to 1, and there is a cut off in 

the Rp dependence, (c) A constant diapycnal diffusivity applies for the non-double- 

diffusive turbulence mixing. When Rp > 3.0 or Rp < 0.3, the diapycnal diffusivity 

is dominated by turbulent mixing rather than double diffusion, (d) When the ver- 

tical temperature gradient becomes less than a critical value, no double diffusion is 

applied. This has the effect of eliminating double diffusion in the deep ocean, where 
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there is little evidence for its importance. The implementation of this double-diffusive 

parameterization leads to a decrease of the downward buoyancy diffusion. 

By assuming that the internal density ratio is determined by the horizontal density 

ratio, the impacts of double-diffusive processes on the thermohaline circulation can 

be estimated by scaling analysis. Under relaxation and flux boundary conditions, the 

magnitude of the meridional overturning rate is reduced, with the extent of reduction 

being sensitive to the variables in the parameterization. Under mixed boundary 

conditions, the critical freshwater forcing necessary for the existence of the thermal 

mode is reduced by the introduction of double diffusion. 
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Chapter 4 

Impacts of Double-diffusive 

Processes on Thermohaline 

Circulation under Restoring 

Boundary Conditions 

4.1    Introduction 

The thermohaline circulation of the ocean plays an important role in Earth's climate 

system, especially in being responsible for most of the oceanic part of the poleward 

heat transport. The large-scale structure of the thermohaline circulation and its vari- 

ability has been studied extensively in models (Weaver and Hughes, 1992; Huang, 

1995). One result of these studies is the finding that the strength of the meridional 

overturning cell (MOC) is strongly dependent on the value of the vertical (or di- 

apycnal) eddy diffusivity (K), which is the mechanism that provides the necessary 

warming of the rising abyssal waters. Bryan (1987) found an approximate Kxlz de- 

pendence of the MOC; however, his model runs may not have reached equilibrium; 

later work has found a K2IZ dependence (Marotzke, 1997; Zhang et al. 1998b), when 
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the conventional "relaxation" boundary conditions are applied for the surface forcing. 

Whatever the specific power law dependence, the continual production of cold deep 

water at high latitudes requires vertical mixing to close the circulation (Munk, 1966). 

Observational microstructure work in recent years (Gregg, 1989; Polzin et al, 1995) 

has indicated that turbulent mixing in the ocean interior is generally much weaker 

than inferred from the large scale budget approach of Munk (1966), Hogg et al. (1982) 

and others. However, evidence is emerging that turbulence near rough topography 

may be sufficiently enhanced to provide the required downward heat flux (Toole et 

al., 1994; Polzin et al., 1996; Polzin et al., 1997). One problem with near-bottom 

mixing is that the stratification is weak in the abyss, so heat fluxes tend to be small, 

even with very large eddy diffusivities. This reduced effectiveness of deep internal 

wave induced turbulence (the mixing of already mixed water) leads us to examine the 

other mixing processes occurring in the more strongly stratified thermocline. 

The primary processes that must be considered are the double-diffusive instabilities of 

salt fingering, which occurs when temperature and salinity both decrease with depth, 

and diffusive layering, which occurs when temperature and salinity both increase with 

depth. It is well known that on the molecular level heat and salt have diffusivities 

which are two orders of magnitude different. This difference drives convective motions 

even if the overall density profile is stable. Substantial evidence is now available that 

these processes play a significant role in ocean mixing (Schmitt, 1994). Their principal 

effect is to transport heat and salt at different rates in the vertical, and cause a net 

upgradient flux of buoyancy. A number of recent modeling studies show that such 

differential transports have important effects on the stability and structure of the 

large-scale thermohaline circulation. 

In particular, Gargett and Holloway (1992, hereafter GH92) first investigated the ef- 

fects of a simple double-diffusive parameterization in an ocean model. They showed 

that the steady-state characteristics of low resolution GCMs used in climate studies 

are very sensitive to the ratio of the vertical eddy diffusivities for salinity and tem- 

perature. Large differences in meridional transports resulted due to the upgradient 

buoyancy flux which forced different advective-diffusive balances to be realized. 

Given the simplicity in the GH92 parameterization, we proposed a more accurate 

parameterization for double-diffusive processes in Chapter 3. This is applied in the 
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climate-scale numerical model runs described below. However, the parameterization 

of mixing processes, both vertical and horizontal, requires careful treatment in nu- 

merical models. The oceanic circulation involves extremely broad scales in both time 

and space; thus, we can never resolve all the temporal and spatial scales in numerical 

models. Consequently, for the foreseeable future, sub-grid-scale phenomena must be 

parameterized in Ocean General Circulation Models (OGCM). In fact, determining 

suitable parameterizations of sub-grid-scale phenomena is one of the most critical 

problems in numerical modeling of the general circulation. Early ocean circulation 

models were mostly based on z-coordinates, and sub-grid-scale mixing was param- 

eterized in terms of constant horizontal and vertical mixing. However, such simple 

horizontal/vertical mixing schemes can introduce strong artificial cross-isopycnal mix- 

ing near fronts, such as the Gulf Stream. To overcome the artificial cross-isopycnal 

mixing in low-resolution z-coordinates models, a numerical technique of rotating the 

mixing tensor has been proposed by Redi (1982), and it has been implemented and 

tested here. 

In addition, Gent and McWilliams (1990) pointed out that there is an extra ad- 

vection term in the tracer balance equation of non-eddy resolving models, whose 

existence is due to the Lagrangian mean transport of the meso-scale eddies. They in- 

troduced a parameterization based on a downgradient diffusion of the isopycnal layer 

thickness in adiabatic flow. The addition of this transport term makes the tracer 

conservation equations in a non-eddy resolving model self-consistent, and eliminates 

the unphysical background horizontal diffusion required in the earlier version of the 

isopycnal/diapycnal mixing schemes. The dynamic effect and model sensitivity on 

the isopycnal/diapycnal mixing has been discussed in several recent papers (Gent et 

al., 1995; Danabasoglu and McWilliams, 1995). 

In this study we will focus on the parameterization of diapycnal mixing in connection 

with double-diffusive processes. Based on results from theory, laboratory experiments, 

and oceanic observations, the intensity of double diffusion must depend on the local 

density ratio Rp — aTz/ßSz. There is strong evidence indicating that double diffusion 

is important in controlling the diapycnal mixing process in the ocean only if Rp is 

sufficiently close to one. Thus, we proposed a conservative parameterization of double 

diffusion that reflects this dependence (Chapter 3). This parameterization is applied 

to the GFDL MOM2 (Pacanowski, 1995) model.  The controlling experiments and 
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results are presented and interpreted in Section 4.2. In addition, sensitivity study 

experiments are presented in Section 4.3 in order to understand the response of the 

numerical model to the proposed double diffusive parameterization, and a summary 

follows in Section 4.4. 

4.2    Control Experiments 

4.2.1    The Numerical Experiments 

The GFDL MOM2 is used in these experiments. The annual zonally averaged clima- 

tological surface wind stress (Hellerman and Rosenstein, 1983), SST and SSS (Levitus, 

1982) are also used in these experiments. The first layer temperature and salinity are 

relaxed to the SST and SSS climatology, with a relaxation time of 30 days. 

The horizontal and vertical momentum viscosity coefficients are Ah = 1.0 xlO10 cm2s~l 

and Ay = 20 cm2s~l respectively. For the tracer equations, the eddy transport pa- 

rameterization of Gent and McWilliams (1990) and isopycnal/diapycnal mixing is 

used, and no background horizontal diffusion is needed. We take KISo = KITD = 

5 x 106 cm2s~l, where Kiso is the isopycnal diffusion coefficient and KITD is the 

downgradient diffusivity of the isopycnal thickness. 

Three control experiments will be discussed here, the first with the Double-Diffusive 

Parameterization (DDP hereafter) for temperature and salinity, and the second with 

the diffusivity given in a similar fashion to GH92 (Gargett and Holloway Diffusiv- 

ity, GHD hereafter), i.e., the diffusivities for heat and salt are different but both 

kept constant everywhere, and the third with the conventional assumption of Ks = 

KT = const, (Constant Diapycnal Diffusivity, CDD hereafter). Gargett and Holloway 

(1992) discussed many experiments in their paper, but given the differences in the 

formulation of the numerical model, particularly the inclusion of GM90, we deemed it 

worthwhile to run an experiment similar to theirs and to compare the results directly. 

The variables in the double-diffusion parameterization are defined in (3.17). Note 

that this parameterization is more conservative than that of Schmitt (1981). This is 

adopted because results of the C-SALT observations (Schmitt, 1988) indicate that a 
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modest reduction in mixing coefficient was appropriate. The uncertainties associated 

with these variables and vertical resolution will be discussed in details in the next 

section. 

We designed these three experiments in such a way that everything is identical, except 

for the parameterization of diapycnal diffusion. All the experiments are run from the 

same initial conditions and under the same boundary conditions for 8,000 years. For 

the reason of comparability, we calculate the basin-averaged KT and Ks in run DDP: 

KT = 0.326 cm2s~l and Ks = 0.366 cmV1, and then we use KT = 0.326 crr^s'1 

and Ks = 0.366 ernes'1 in run GHD and KT = Ks = 0.346 cm2s~l in run CDD, 

therefore the average diffusivities of both scalars are equal in all three experiments. 

A technical issue is the computational cost of adding on the double-diffusive pa- 

rameterization. For a 100-year integration on an SGI workstation, the CPU time is 

1256, 1120 and 1113 CPU seconds for run DDP, GHD and CDD respectively. Thus, 

the double-diffusive parameterization takes approximately 10% extra computational 

time, a rather modest cost. 

4.2.2    Diffusivity Variability in Run DDP 

The major difference between DDP and GHD/CDD is that KT and Ks in run DDP 

depend on the spatial variability of density ratio, Rp. It is found that salt fingers 

are the dominant double-diffusive phenomenon, thus here we only map out the distri- 

bution of the salt diffusivity and the corresponding KT distribution can be deduced 

accordingly. 

To visualize the complicated three-dimensional structure of the circulation we plot 

several two-dimensional maps of Ks in Figure 4.1. 

There are two distinct features in the Ks distribution: 

(1) The double diffusion is confined within the upper 1500 meters, thus only the 

upper 2000 meters are plotted in Figure 4.1 (c)-(f). Double diffusion is stronger 

near the bottom of the thermocline (e.g., layer 7 in Figure 4.1 (b)) than in shallower 

layers (e.g. layer 4 in Figure 4.1 (a)). Weak double-diffusive activity in the deep 

part of the model ocean is due to the additional constraint (3.3), which essentially 
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Figure 4.1: The Ks distribution in run DDP of different sections: (a) horizontal 

section in the upper thermocline (k=4); (b) horizontal section in the lower thermocline 

(k=7); (c) zonal section in the subtropical gyre (j=10); (d) zonal section in the 

subpolar gyre (j=15); (e) meridional section close to Western Boundary (i=3); (f) 

meridional section in the interior (i=10). The contour interval is 0.1 cm2s^1. 
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limit the double-diffusive processes in the deep ocean where the vertical gradients in 

the numerical model are weak. This constraint also reflects the fact that we have no 

reliable observational data to support double-diffusive phenomena in the deep ocean. 

Such a constraint can be modified in the future based on new observations. 

(2) Ks is stronger in the western boundary region than in the interior, indicating 

strong salt fingering there. The strong salt fingering is associated with the strong 

vertical temperature and salinity gradients within the western boundary region. Ac- 

cording to the classic picture of the oceanic general circulation there are surface and 

deep western boundary currents. The strong surface western boundary current brings 

warm and salty water northward, and the deep western boundary current brings cold 

and fresh water southward along the western boundary. As a result, the tempera- 

ture and salinity distribution within the western boundary region is dominated by 

horizontal advection, which maintains strong vertical gradients of temperature and 

salinity along the path of the western boundary currents, and this is the region most 

favorable for salt fingering. In comparison, vertical diffusion may play a more promi- 

nent role in the oceanic interior, and thus limits the vertical gradient of temperature 

and salinity there. As a result, salt fingering in the ocean interior is not as strong as 

within the western boundary region. 

4.2.3    Meridional Overturning 

The thermohaline circulation can be visualized by plotting the zonally integrated 

meridional overturning streamfunction. The structure of the thermohaline circulation 

in the three cases (Figure 4.2) is similar, but the magnitudes are significantly different. 

The maximum overturning rate in run CDD is 6.17 Sv (lSv = 1.0 x 106 ?n3s_1); while 

it is only 4.79 Sv in run DDP, a 22% decrease compared with run CDD. In run GHD 

the meridional overturning is 5.55 Sv, a 10% decrease compared with run CDD. There 

are traces of two-grid noise near the equator in all the three experiments, which may 

be due to the coarse vertical resolution (Weaver and Sarachik, 1990). In addition, a 

very weak reversed meridional cell in the equatorial deep ocean appears in run GHD 

and CDD. However, there is no reversed cell in DDP, and this may be due to the fact 

that the double diffusion parameterization helps to eliminate the local water column 

instability which leads to the local reversed cell. 
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Figure 4.2: The zonally integrated meridional overturning volume streamfunctions 

for run (a) DDP (b) GHD and (c) ODD. Contour interval is 0.5 Sv (lSv = 1.0 x 

106 mzs-1). 
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According to the classical Stommel-Arons theory (Stommel and Arons, 1960), deep 

water moves equatorward in a western boundary current after its formation at high 

latitudes. The deep water returns to the source region through basin-wide uniform 

upwelling in the ocean interior. To reach an equilibrium, diapycnal advection (up- 

welling) must be compensated by diapycnal diffusion. Thus, the magnitude of the 

thermohaline circulation is very sensitive to the diapycnal diffusivity of density, as 

shown by Bryan (1987). 

Given the importance of the diapycnal diffusivity of density, we plot the relation of 

Kp and Rp in Figure 4.3. In run CDD, Kp = K$ = KT is constant; however, in 

run GHD and DDP, Kp depends strongly on Rp. In the region of diffusive layering 

(Rp < 1), Kp in run GHD is larger than the constant KT and Ks specified in the 

experiment. This is contrary to the common belief that diffusive layering reduces or 

even reverses the vertical buoyancy diffusion, as in run DDP. In GH92, this drawback 

was avoided by giving d = KS/KT > 1 or d = Ks/KT < 1 according to whether salt 

fingering or diffusive layering is favorable; thus, in both regimes Kp is either reduced 

or with the sign reversed, in accordance with double-diffusive processes. 

In the experiments studied here, salt fingering is the dominant double-diffusive pro- 

cess; therefore, only a very small region in run GHD is affected by the unphysical 

representation of diffusive layering process. The circulation is primarily controlled 

by salt fingering, and the relation between the density ratio and density diffusivity 

is plotted in the right half of Figure 4.3. We can see that both GHD and DDP are 

consistent with the salt fingering mechanism while displaying significant quantitative 

differences. First of all, given the same Rp, Kp is biggest in run CDD, and then GHD, 

and smallest in run DDP. This difference becomes larger when Rp is closer to 1. As we 

will discuss later, the implementation of a double-diffusive parameterization has an 

effect on the distribution of density ratio (Turner Angle), which leads to a wider area 

of double-diffusively favorable conditions. Thus we can imagine that the difference 

between the model runs may be greater than the diffusivity differences at the same 

Rp. 

Since downward buoyancy diffusion in run DDP is weaker than in run GHD and 

CDD, a smaller amount of upwelling is needed to balance the weaker density diffu- 

sion. Thus, the magnitude of the thermohaline circulation in run DDP is reduced. 

Furthermore, upwelling is not spatially uniform. In fact, upwelling within the western 
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boundary region is two orders of magnitude stronger than in the interior in all the 

runs (Huang and Yang, 1996); thus, upwelling within the western boundary region 

constitutes an essential part of the upward limb of the thermohaline circulation. As 

discussed in section 2, when double diffusion is sufficiently strong (Rp close to 1), 

buoyancy diffusion is reduced or reversed. Strong double diffusion in the western 

boundary region (Figure 4.1) dramatically reduces the downward buoyancy diffusion 

and can alter the direction of buoyancy diffusion (make it upward) locally. Even 

though diapycnal diffusion in the ocean interior is less affected, the total amount of 

the diapycnal diffusive flux of buoyancy is reduced and therefore the thermohaline 

circulation becomes weaker. 

4.2.4    Poleward Heat Transport 

With significant changes in the magnitude of the thermohaline circulation, it is not 

surprising that the poleward heat transport is also affected by the different param- 

eterizations of diapycnal processes (Figure 4.4). The poleward heat transport at all 

latitudes is weakest in run DDP and strongest in run CDD, while it is intermediate 

in run GHD. The difference in poleward heat flux is most significant at mid-latitudes. 

The maximum poleward heat flux in run CDD is 0.255 PW, and it is 0.246 PW in 

run GHD and 0.236 PW in run DDP, with a 4% and 8% decrease respectively. Note 

that the decrease in the heat transport is less than the decrease in the thermohaline 

circulation. This can be explained as follows. First, the poleward heat transport is 

proportional to the meridional overturning rate multiplied by the temperature differ- 

ence between the surface and deep water, and the maximum poleward heat transport 

is found in mid-latitudes, where the percentage of reduction of the thermohaline cir- 

culation at that latitude is less than that of the maximum overturning rate, and the 

temperature difference remains nearly the same for two experiments. Second, the 

wind driven gyre and Ekman cell also contribute to the poleward heat transport, 

which are controlled by the surface wind stress and remain almost the same for both 

experiments. 
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Figure 4.4: The poleward heat transport for the three experiments. 
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4.2.5    Turner Angle 

Since Rp can vary from — oo to oo and it cannot represent the convective overturning 

regime, we describe the spatial structure of the density ratio by mapping the Turner 

angle Tu. Ruddick (1983 and personal communication) defined the Turner angle as 

the four quadrant arctangent of Rp, i.e., 

Tu = arctan{?f^-) (4.1) 
Rp — 1 

Thus salt fingering occurs for 45° <Tu < 90°, and it is strongest when Tu is close to 

90°. In comparison, diffusive layering occurs for —90° < Tu < —45° and when Tu is 

close to —90°, diffusive layering is strong. When —45° <Tu < 45°, the fluid is in the 

non-double-diffusive regime. Other Tu values are within the gravitationally unstable 

region. 

The Turner angle maps from the three experiments are complex. Tu at level 7 (950m) 

and level 13 (3500m) is plotted in Figure 4.5. Differences among three experiments 

are obvious: (a) Near the bottom of the thermocline (level 7), salt fingering favorable 

conditions are found in all experiments. Interestingly, the Tu in run DDP is lowest, 

and is highest in run CDD, indicating that salt fingering mixing in DDP is reinforced, 

especially near the western boundary current (WBC). This also occurs in run GHD, 

though not as strong as in run DDP. (b) In the deep ocean (level 13), the Turner 

angle in run CDD is only marginally critical in limited regions, but salt fingering (in 

the subtropical gyre) and diffusive layering (in subpolar gyre) both occur in run DDP. 

In run GHD, however, only the salt fingering favorable condition is found, and it is 

weaker than run DDP. 

The introduction of double diffusion appears to change the distribution of the Turner 

angle. In these model runs (GHD,DDP), this parameterization renders the water 

column even more favorable to double diffusion. Although both salt fingering and 

diffusive layering are possible in run DDP, strong salt fingering appears over most of 

the basin, while diffusive layering is confined to narrow regions in the subpolar gyre 

near the surface or close to the bottom. The simple representation of double diffusion 

in GH92 makes the deep water more salt fingering favorable but eliminates the regime 

for diffusive layering as in run DDP and CDD. 
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The density ratio is the most important index for double-diffusive activity. It con- 

trols the intensity of double diffusion and ultimately the large scale thermohaline 

circulation and water mass formation (see next). For both double-diffusive runs, we 

found that the distribution of density ratio in the upper kilometer at 24°N was in 

better agreement with the hydrographic data for the Atlantic as reported by Schmitt 

(1990) than the constant diffusivity run. However, the improvement was small, since 

the relaxation boundary conditions play a dominant role in setting upper ocean T-S 

structure. We find that the addition of double diffusion causes the density ratio to be- 

come closer to one, which is somewhat counter-intuitive (Figure 4.5). This means that 

double-diffusive processes and large scale circulation interact in a complicated way. 

Double diffusion in an one-dimensional (vertical) situation cannot be self-enhancing 

because of the weakening of the destabilizing gradient, which would shift Rp away from 

one (Schmitt, 1981). However, in a two or three-dimensional model, double-diffusive 

activity appears able to reinforce itself. The double-diffusive lateral intrusions de- 

scribed by Turner (1978), Ruddick and Turner (1979) and Ruddick (1992) are a clear 

example of such self-reinforcing flows. That is, the maintenance and intensification 

of the double-diffusively favorable density ratio is due to the action of vertical shear 

on isopycnal gradients. The shear arises from horizontal pressure gradients developed 

when the double-diffusive fluxes begin affecting the vertical density profile. Whereas 

thermohaline intrusions have vertical scales of 100 m or less, it appears that such 

effects occur with much larger vertical scale within our model as well, based on the 

comparison of the DDP and CDD runs. As there are 1000-m vertical scale water 

masses in the ocean with similarly low density ratios, it would be interesting to deter- 

mine how much of it is due to self-enhancing effects versus the juxtaposition of shear 

and isopycnal gradients due to the wind and buoyancy driven circulations. 

Another speculation to explain the decrease of the density ratio with the implemen- 

tation of double diffusion is the differences in KT and Ks- If we integrate the tracer 

equations over an isopycnal surface, the major steady-state balance is wTz = KTTZZ. 

Thus we have a solution of T = 7\ + T0e
aTZ, and similarly S = Si + S0e

asZ, where 

ocT — W/KT, and as = w/Ks . Assuming both aT and as are constants, the density 

ratio is 

RP = ##^-ös)* (4-2) 
poo i\T 
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For the conventional diffusivity case, KT = Ks, thus RP = $ft. When we consider the 

effects of salt fingering, even though KS/KT > 1, e(Qr_Qs)z < 1 at main thermocline 

depths and thus Rp < ^ for a wide range of depths. Therefore the density ratio in 

the main thermocline becomes smaller with salt fingering parameterization. When 

we consider the more accurate parameterization of salt fingering in Chapter 3, the 

reduction in the density ratio is found to be larger than in the GHD runs. 

4.2.6    Temperature and Salinity Distribution 

The double-diffusive parameterization is also found to affect the basin-wide water 

mass properties. Changes in the temperature and salinity distributions due to DDP 

can be seen from the horizontally averaged temperature and salinity profiles (Figure 

4.6). Compared to run CDD, the basin-averaged temperature in run DDP and GHD 

is lower in the uppermost 200 meters while it is higher below 200 meters. On the 

other hand, the horizontally-averaged salinity in both DDP and GHD is higher for the 

whole water column. The difference from run CDD is similar for run GHD and DDP, 

where both are most significantly different in the main thermocline. On the other 

hand, the difference from CDD seems twice as large in run DDP than in run GHD for 

the whole depth. The basin averaged temperature is 6.069°C for run DDP, 5.973°C 

for run GHD and 5.937°C for run CDD, and the salinity is 33.749 psu, 33.723 psu 

and 33.711 psu respectively; thus, water in run DDP is 0.13°C warmer and 0.04 psu 

saltier than in run CDD, while it is 0.04°C warmer and 0.01 psu saltier in run GHD 

compared to run CDD. 

Tracer distributions are controlled by advection and diffusion. While the wind-driven 

horizontal advection plays a prominent role in setting up the tracer distribution in 

the upper ocean, tracer distributions below the main thermocline are dominated by 

vertical advection and vertical diffusion with the horizontal advection playing a minor 
role only. 

Under the relaxation boundary conditions for both temperature and salinity, surface 

temperature and salinity are nearly fixed to their climatological mean values. Since 

the salinity diffusivity in run DDP and GHD is larger than in run CDD, salinity is 
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higher due to stronger downward salt diffusion in both DDP and GHD, compared 

with CDD, as shown in Figure 4.6. 

Changes in the temperature profile can be explained by a simple one-dimensional 

advection-diffusion balance, neglecting the lateral advection and diffusion terms. 

Thus, the tracer distribution is controlled by the following one-dimensional balance 

wTz = KTZZ, where z the distance along the path connecting the cold source and 

the hot source. Assuming both w and K are constant along the path, the solution of 

this one-dimensional equation is in the form of T = Tx + C(T2 - Ti)(eQZ - 1), where 

C = (eaD - 1), D is the distance between the cold and hot source, and a = W/K 

is the inverse of the characteristic scale of this advection-diffusion problem. Small a 

means a diffusion-dominated case, with an almost linear profile between the cold and 

hot source, while a large a indicates a sharp front, like the main thermocline. 

Salt mixing (circulation) is stronger (weaker) in run DDP and GHD, compared with 

CDD. Thus, the salinity profile in these two cases should have a broad halocline and 

high salinity in the abyssal water. From this solution, it is clear that strong diffusion 

and weak circulation give rise to a broad main thermocline, and warm and salty 

abyssal water, as shown in Figure 4.6. 

The temperature profile is slightly more complicated to explain. In run DDP, strong 

mixing above the main thermocline transports more heat downward, so temperature 

is higher in the main thermocline, as shown in Figure 4.6. Warm water in the main 

thermocline makes the water in the whole basin warmer than in run CDD, even 

though thermal diffusion below the main thermocline in run DDP is weaker than in 

run CDD. The shallow cold temperature anomaly in run DDP reflects the fact that 

thermal diffusion near the surface is lower than average. 

The temperature profile in run GHD is the result of a delicate balance between a 

weakened circulation and weakened diffusion. Compared with run CDD, the circula- 

tion in run GHD is 10% weaker, and diffusion is 5% weaker. Thus, the characteristic 

scale I/o; is reduced, and diffusion becomes more important than advection. As a re- 

sult, the main thermocline is slightly broader, and thus the warm anomaly compared 

with run CDD, as shown in Figure 4.6. 
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4.3    Sensitivity Experiments 

Although the parameterization of double diffusion used here is consistent with ex- 

isting theoretical, laboratory and observational results, the parameterization involves 

several free variables. Therefore, it is important to test the sensitivity of the model 

runs to these variables as well as other specifics of the numerical model, such as the 

vertical resolution. Note that all variables in these experiments are the same as in 

run DDP unless stated otherwise. 

4.3.1    Parameter Sensitivity 

There are four variables in the parameterization given in Chapter 3 for salt fingering: 

K*, K°°, Rc, n. One special feature of this parameterization is that the diapycnal 

mixing consists of two parts: one part accounts for the double-diffusive processes, and 

the other part, K°°, represents the conventional, non-double-diffusive mixing due to 

turbulence (from internal wave breaking). The magnitude of both K* and K°° are 

not firmly established and it is worthwhile to examine the model sensitivity to the 

ratio of K*/K°°.  For simplicity, we fix K°° = 0.3 cm2s~l and change the value of 

K*. 
This background diffusivity is higher than the value inferred from the tracer release 

experiment of Ledwell et al. (1993), which suggested a diffusivity of 0.15 cm2s~l in 

the main thermocline (which may be partially explained by salt fingers). As Yin and 

Fung (1991) have shown, unphysical vertical mixing in models with uneven vertical 

grids may occur, if the diffusivity is low, and this contaminates the numerical results. 

In order to avoid such numerical problems in our low resolution experiments, we have 

used a slightly high value of 0.3 cm2s~l, which represent a compromise among the 

affordable vertical resolution, isopycnal mixing rate, and the observations. 

Therefore we only need to test three variables, and the experiments and results are 

summarized in Table 4.1. Also, these results have been included in Figure 3.2, which 

are consistent with the scaling analysis. 

From Table 4.1 we can see that different variable values lead to very different re- 

sults. When we increase K*, i.e, the contribution from double-diffusion, both KT and 
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Table 4.1: Sensitivity Experiments and Results 

K* (cmh-1) Rc n THC (Sv) KT (cm2s-1) Ks{cmzs-1) 
1.0 1.6 6 4.793 0.326 0.366 
0.0 1.6 6 5.578 0.300 0.300 
0.2 1.6 6 5.505 0.304 0.310 
0.5 1.6 6 5.137 0.311 0.329 
2.0 1.6 6 4.156 0.350 0.426 
5.0 1.6 6 3.475 0.379 0.506 
1.0 1.2 6 5.245 0.305 0.313 
1.0 2.0 6 3.935 0.356 0.441 
1.0 1.6 2 3.759 0.353 0.436 
1.0 1.6 12 5.252 0.310 0.323 
1.0 1.6 32 5.310 0.306 0.313 
2.0 1.2 6 5.176 0.327 0.351 
0.5 2.0 6 4.650 0.329 0.375 

Ks increase in a quasi-linear fashion, and the increase of double-diffusive processes 

decreases the diapycnal diffusion of density. Thus the magnitude of the meridional 

overturning is reduced. Similarly when we increase Rc or decrease n, the mean diffu- 

sivity for heat and for salt increases, and the thermohaline circulation weakens. 

4.3.2    Sensitivity to Restraint TZ|C 

Experiments and results with different Tz c are summarized in Table 4.2 

The magnitude of TZtC can make a significant difference in the basin averaged diffu- 

sivities for salt and heat, while the magnitude of the meridional overturning remains 

nearly the same. The reason is that the effect of the constraint TZ)C works like a 

filter, it only affects the part of ocean below the main thermocline where the vertical 

gradient of temperature and salinity is weak. In the main thermocline, however, Tz 

is much larger than the TZiC given in the above table and thus the double diffusion in 
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Table 4.2: Tz>c Sensitivity Experiments and Results 

rZiC(io-6 °Cm-1) THC (Sv) KT (cm2s-1) Ks{cm2s-1) 

0.0 4.733 0.386 0.476 
1.0 4.749 0.337 0.389 
2.5 4.811 0.326 0.366 
5.0 4.861 0.323 0.360 
10.0 4.944 0.318 0.348 

the main thermocline remains almost the same. As found by Cummins et al. (1990), 

an increase of diffusivity in the deep ocean (they use a diffusivity which is inversely 

dependent on the local buoyancy frequency) increases the vertical gradient of T, S in 

the deep ocean, but the magnitude of the thermohaline circulation is barely changed. 

The criterion of a minimum TZiC for double diffusion to occur is speculative. We 

viewed it as a way to avoid spuriously large double-diffusion in the weakly stratified 

abyss, where there is little evidence for its importance, and noise in the computation 

of vertical gradients might be a problem. 

Even though the double-diffusive activity in the deep ocean does not affect the mag- 

nitude of thermohaline circulation much, it can make a significant difference in the 

distribution of temperature and salinity. Compare run TZjC = 0.0 to a run with 

KT = Ks = 0.43 cm2s~l, i.e., the mean diffusivity in run TZjC = 0.0, the tempera- 

ture is lower in the main thermocline (0 — 500m) and warmer below 500 m depth, 

and the salinity is higher for the whole water depth. These changes in water mass 

properties caused by double diffusion are of interest for climate studies. We do not 

intend to compare results from our idealized runs with observations. However, we 

hope the underlying dynamics will apply to the more practical and complicated cli- 

mate models. Danabasoglu and McWilliams (1995, DM hereafter) have tested the 

sensitivity of the global ocean circulation model to parameterizations of mesoscale 

isopycnal tracer transports, and they showed substantial improvement in several cli- 

matically important aspects of the ocean circulation, compared with the conventional 

horizontal/vertical eddy diffusion parameterization. However, the horizontally aver- 

aged temperature is warmer in the main thermocline and colder in the deep ocean 

compared with the Levitus climatology (Levitus, 1982) in their model (refer to Figure 

8 in DM). The salinity is fresher throughout the water column, especially in the deep 
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ocean (refer to Figure 16 in DM). These discrepancies are just the opposite of the 

changes we see in our Tz>c = 0 run. Thus, our results suggest that the vertical tem- 

perature and salinity distributions could be improved in such global climate models 

if a parameterization of double diffusion were to be applied in the deep ocean. In this 

regard we note that McDougall and Whitehead (1984) invoked some salt fingering to 

explain the evolution of water mass properties in the Antarctic Bottom Water in the 

Atlantic. 

4.3.3    Salt Fingering and Diffusive Layering Alone 

To study the different roles played by salt fingering and diffusive layering in run DDP, 

we ran two experiments in which these two processes are separated with only one of 

them active in each experiment. For example, in the salt fingering alone run, the 

salt fingering parameterization (3.1-3.2) is activated, but diffusive layering is shut off, 

that is, a constant KT = Ks = K°° = 0.3 cm2s~l is applied in places with no salt 

finger activity. The experiment for diffusive layering only is designed similarly. 

In the salt fingering alone experiment, the meridional overturning rate is 4.80 Sv, 

and the globally averaged diffusivities are: KT = 0.325 cm2s~l, KT = 0.366 cm2s~l, 

which is very close to run DDP. In contrast, in the diffusive layering alone experi- 

ment, the meridional overturning rate is 5.58 Sv, and KT and Ks are no more than 

0.0003 cm2s~l higher than K°°. The global influence of diffusive layering activity 

is barely noticeable. Even though changes in KT and Ks are tiny in this run, the 

meridional overturning rate is in fact enhanced, compared to the overturning rate 

of 5.575 Sv for the case with K* = 0, as shown in Table 4.1. This result implies 

that diffusive layering may tend to intensify the thermohaline circulation. This might 

occur because the process can release heat to the upper ocean in the absence of deep 

convection, thereby converting a warm, salty water mass to a cold, salty water mass 

which more readily sinks. McDougall (1983) invokes such a mechanism for Greenland 

Sea Bottom Water formation. However, for our model, the effect is small, possibly 

because of the lack of an Arctic Ocean, where most of the diffusive layering is found 

(Padman and Dillon, 1988). 
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Both experiments show that under restoring boundary conditions, salt fingering mix- 

ing occurs much more widely than diffusive layering. The additional constraint on 

Tz>c could eliminate some places where diffusive layering is possible due to weak Tz, 

but the fingers predominate largely because of the restoring boundary conditions and 

the deep water formation at high latitudes, which produces cold, fresh deep waters. 

Thus, under such upper boundary conditions, diffusive mixing plays a small role in 

the diapycnal diffusion. In this case, the unphysical representation of diffusive layer- 

ing by a simple d = KS/KT > 1 in experiment GHD does not affect the result too 

much. 

However, if we use a virtual salt flux condition or natural boundary condition (Huang, 

1993), the situation should be different. Under the so-called "mixed boundary con- 

ditions", multiple equilibria exist. Convection could happen near the equator rather 

than in the polar region in the hemisphere model, or sinking near one pole while up- 

welling near another pole in a global model, thus the conditions favorable for diffusive 

layering are not affected in places where no convection occurs, and then it may be 

essential for the diapycnal mixing processes. 

4.3.4    Sensitivity to the Vertical Resolution 

The intensity of double-diffusive activity depends on the density ratio, Rp = aTz/ßSz, 

which involves the vertical gradient of temperature and salinity. Vertical temperature 

and salinity gradients may be poorly simulated in low-vertical resolution models. In 

addition, the observed vertical layer scale of staircases is smaller than the vertical grid 

scale (which produces the necessity for a parameterization). Thus, a natural question 

is how sensitive is the parameterization to the vertical resolution. 

We ran an experiment with a doubled vertical resolution (compared to run DDP) and 

kept all other variables the same. The meridional overturning cell in this new exper- 

iment is 5.02 Sv, and the basin-averaged diffusivities are KT = 0.337 cm2s~l, Ks = 

0.388 cm2s~l. Compared to run DDP, it is clear that both the thermohaline circula- 

tion and basin-average mixing rates KT, KS intensified. 

The increase of the strength of the thermohaline circulation can be attributed to two 

aspects:  (a) The increase of vertical resolution alone can increase the magnitude of 
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the thermohaline circulation. We ran two experiments with constant KT = K$ = 

0.45 cm2s~l, one with 15 vertical levels and another with 30 levels. The meridional 

overturning rate was 7A7Sv and 7.645i; respectively, a small but positive difference 

of 0.175?;. We can expect a similar effect in the DDP experiments, (b) Even though 

the averaged KT, Ks are larger for the case with the higher vertical resolution, the 

strength of double diffusion in the main thermocline was actually slightly lowered. 

Since the increase in vertical resolution can increase the estimated vertical gradients 

of temperature and salinity (Weaver and Sarachik, 1990), especially in the deeper 

parts of the ocean, double diffusion can occur in this experiment at places where Tz is 

lower than Tz,c in the standard DDP run. Examination of the vertical distribution of 

diffusivities reveals that double diffusion reaches deeper in the experiment with higher 

vertical resolution than in the standard run. Thus, an increase in vertical resolution 

can improve the distribution of water masses, but the meridional overturning rate 

remains almost unchanged. 

4.4    Summary 

An investigation of the effects of double-diffusive mixing on the general circulation has 

been carried out using a more accurate parameterization than that used by Gargett 

and Holloway (1992), who applied a universal nonunity ratio between the vertical 

diffusivities of heat and salt. 

Three experiments have been carried out using the GFDL MOM2 code based on 

standard relaxation boundary conditions for the surface temperature and salinity in 

a single-hemisphere ocean basin. The first run applied the above parameterization 

(DDP), the second run used the GH92 parameterization (GHD) and the third run 

used a constant diapycnal diffusivity (CDD). Compared to run CDD, the meridional 

overturning rate in run DDP is reduced by 22%, and the poleward heat transport 

is reduced by 8%. In comparison, the corresponding decrease in run GHD is 10% 

and 4% respectively. The density ratio distribution in run DDP and GHD is more 

favorable for double diffusion than in run CDD, indicating that changes in buoyancy 

fluxes affected the pressure field in a way which enhances the differential advection of 

heat and salt. Note that changes in density ratio distribution in run DDP are larger 
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than in run GHD. Finally, deep temperatures and salinities become higher in run 

DDP and GHD than run CDD, and changes in run DDP are more than twice those 

in run GHD. 

Results showed that the western boundary region is the most favorable place for 

double diffusion, due to the differential advection of water masses by strong surface 

and deep western boundary currents. This is consistent with the known occurrence 

of salt fingers in the western tropical Atlantic (Schmitt et al., 1987) and their inferred 

role in water mass changes in the Caribbean sea and Gulf of Mexico (Schmitz et al., 

1993). Note however, given the simplicity of the model configuration, the distribution 

of density ratio and T-S properties is not comparable directly with the real oceans. 

Nevertheless, we believe that the dynamics of the interaction of vertically sheared 

advection and double diffusion applies to the real oceans. 

Sensitivity experiments show that the values of ÜT*, Rc, n can affect the ratio of 

the mixing due to double diffusion over the non-double-diffusive background mixing. 

When K* or Rc are larger or n is smaller, mixing due to double diffusion intensifies. 

As a result, diapycnal diffusion of buoyancy is reduced, and the thermohaline circu- 

lation rate declines. The additional constraint of TZfi on Tz can affect the activity 

of double diffusion in the deep ocean and subpolar region, but it has no significant 

effect on the meridional overturning rate. Experiments with salt fingering only and 

diffusive layering only indicate that for a single-hemisphere basin under relaxation 

conditions for both temperature and salinity, salt fingering is dominant while diffu- 

sive layering activity is barely noticeable. However, diffusive layering could play a 

more important role under "mixed" type upper boundary conditions, and in models 

which include a polar ocean. Higher vertical resolution appeared to improve the dis- 

tribution of water masses, but the strength of the thermohaline circulation remained 

about the same. From the limited observational data available, the parameteriza- 

tion proposed in Chapter 3 seems a reasonable first step to test the effects of double 

diffusion. Although we consider our parameterization to be rather conservative, its 

implementation led to significant changes in the circulation. 

One of the more surprising results of this work was the finding that the introduction of 

double diffusion led to even more favorable conditions for its occurrence. Whereas in a 

one-dimensional simulation (Schmitt, 1981) double diffusion operates to drive Rp away 

from one, its application in this general circulation model tended to generate even 
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more areas with low density ratio. This is due to the double-diffusive redistribution 

of buoyancy, which produces pressure gradients that drive vertical shears that act on 

the isopycnal temperature and salinity gradients (Schmitt, 1990). Such self-enhancing 

effects are well recognized in finescale thermohaline intrusions, but our results indicate 

that they operate on larger vertical scales as well. 

These experiments with the "standard" relaxation boundary conditions are intended 

to presage an examination of double-diffusive effects in circulation models with mixed 

boundary conditions. However, even the present results, which reveal a reduction in 

the meridional overturning circulation, should motivate work toward an improved 

parameterization of the double-diffusive mixing processes. 
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Chapter 5 

Impacts of Double-diffusive 

Processes on Thermohaline 

Circulation under Mixed Boundary 

Conditions 

5.1    Introduction 

In Chapter 2, we have discussed the significance of the upper boundary conditions on 

the thermohaline circulation with the conventional uniform vertical mixing. Relax- 

ation boundary conditions have been widely used in climate simulations, which force 

sea surface temperatures and salinities very close to observations. However, it is not 

physically justified to relax the sea surface salinity to the observations. Instead, a 

virtual salt flux boundary condition or freshwater boundary condition (Huang, 1993) 

for salinity should be used. Also, with mixed (or natural) boundary conditions, the 

thermohaline circulation displays multiple equilibria and variability on different time 

scales (Stommel 1961; Weaver and Hughes, 1992). One example of climate variability 

that occurred during the transition from the last glacial to the present inter-glacial 
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period is the Younger Dryas cold event (about 11,000 to 10,000 years before present). 

Keigwin et al. (1991) documented that during the Younger Dryas, NADW production 

was substantially reduced or even eliminated, tending to support the hypothesis of 

Broecker et al. (1985) regarding the multiple equilibria of the "conveyor belt" circu- 

lation. In this chapter, the impacts of double-diffusive processes on the thermohaline 

circulation are investigated under mixed boundary conditions, i.e., a virtual salt flux 

condition is applied for salinity while temperature is relaxed to prescribed values. 

Double-diffusive processes have a significant impact on the thermohaline circulation 

under relaxation boundary conditions (Zhang et al, 1998a). In Chapter 2, we found 

that under mixed boundary conditions, the stability, variability, and the existence of 

the multiple equilibria depends on diapycnal mixing process. Since the implemen- 

tation of double-diffusive parameterization affects the diapycnal mixing (Chapter 3), 

we expect that the behavior of the thermohaline circulation will be different if we 

implement double-diffusive processes. Previous work by Gargett and Ferron (1996) 

investigated the effects of differential vertical diffusion of T and 5 in a box model 

of thermohaline circulation. They found that when KT / Ks, the model exhibits 

extended ranges of multiple equilibria, a different mode transition near present-day 

values of freshwater forcing magnitude, and the possibility of quasi-periodic oscilla- 
tory states. 

The organization of this Chapter is as follows. Model configuration and numerical ex- 

periments are introduced in Section 5.2. In Section 5.3, we investigate the response of 

the thermohaline circulation to changing freshwater forcing through quasi-equilibrium 

experiments. Sensitivity to variables in the parameterization of salt fingering is also 

investigated. In Section 5.4, individual experiments with fixed freshwater forcing are 

implemented, in different freshwater forcing regimes. A summary follows in Section 

5.5. 

5.2    Model Configuration 

In this Chapter, we use the 2ß version of GFDL Modular Ocean Model, in contrast 

with the 2a version used in previous chapters. In our experiments the only difference 

is the inclusion of the new implementation of Gent and McWilliams (1990, GM90) 
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isopycnal mixing scheme proposed by Grimes et al. (1998), in which they showed that 

the original GM90 parameterization code is numerically unstable in some regions. 

They refined the GM90 parameterization to satisfy the following two constraints: (a) 

down-gradient orientation of the diffusive fluxes along the neutral surface direction 

(b) zero isoneutral diffusive flux of local potential density. 

Temperature is relaxed to the following linear profile: 

T = T0(l-4>/<f>N) (5.1) 

where T0 = 25°C, <f> is latitude and <J>N is the most northern grid latitude. A virtual 

salt flux condition is used for salinity. The profile of the freshwater forcing will be 

discussed next. To be consistent with the scaling analysis in previous chapters and 

to focus on the buoyancy-driven ocean circulation, wind stress is not present. 

e — p profile 

Even though (2.107) gives a simple profile of e — p, it has more evaporation than 

precipitation in the equatorial regions, which is contrary to observations. Here we 

use a new profile that is more realistic compared with the North Atlantic climatology: 

e — p = —W0cos(5(j)) /coscj). (5.2) 

This e — p profile is plotted in Figure 5.1, together with the zonally averaged e — p 

data from Schmitt et al. (1989). Note that the e — p from Schmitt et al. (1989) is 

modified so that the total e — p in the model region 0°N — 60°N is zero. We can 

see that the fit function given in (5.2) with Wo = 0.6 m year~l roughly follows the 

meridional variation of the climatological data. 

For comparison with the scaling analysis, in which the strength of freshwater forcing 

needs to be specified, we use 

E = 1.5W0, (5.3) 

similar to relation (2.110), to represent the average of the maximum evaporation in 

the subtropical region and the maximum precipitation in the polar region. 

115 



The fit function is e-p=-W cos(5(|))/cos(|) (W = 0.6 m/year) 

30 

latitude $ (°N) 

Figure 5.1: Fit function and climatology of the zonally averaged e - p distribution in 

the North Atlantic. 
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Numerical Experiments 

Two types of experiments are performed under "mixed" boundary conditions: one 

type with constant diapycnal diffusivity (CDD): 

KT = KS = 0.5 craV1, (5.4) 

and another type with the double-diffusive parameterization (DDP) (3.1 — 3.2), im- 

plemented with variables given as follows: 

K*   =   2.0 cm2s~\ K°° = 0.5 cm2s~l, 

Rc   =   1.6, n = 6, Tz<c = 2.5 x 10~4 "Cm'1 (5.5) 

Note that the values of K*, K°° are slightly larger than (3.17), in order to reach 

steady state more efficiently. These values are still comparable with observations or 

the common values used in OGCMs. In addition, sensitivity to the above variables 

will be investigated. 

5.3    Quasi-Equilibrium Experiments 

One very interesting problem with mixed boundary conditions is that the existence 

of the multiple equilibria of the thermohaline circulation depends on the relative 

contribution of the freshwater forcing and diapycnal diffusivity. Since the double- 

diffusive processes can change the diapycnal diffusivity, we expect that the critical 

freshwater forcing will be affected. Here we adopt the quasi-equilibrium approach 

used in Chapter 2. 

5.3.1    Two Control Experiments 

Two experiments are performed, with the diapycnal diffusivities given in (5.4) and 

(5.5) respectively. Similar to section 2.4.4, we first run the model to an equilibrium 

with no freshwater forcing ( WQ = 0 m year~l). From there we increased WQ very 

slowly (0.05 m year-1 per thousand years). Due to the slow rate of change of the forc- 

ing, the model remains in quasi-equilibrium and we can track the quasi-equilibrium 
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response of the model to the different freshwater forcings, with the thermal forcing 

basically fixed. The results are plotted in Figure 5.2. In comparison, we also in- 

cluded the scaling results in this figure, with variables as given in (2.63) except that 

a=1.5x 1(T4 K'1. 

From Figure 5.2, we can see that with the implementation of double-diffusive parame- 

terization, the critical freshwater forcing that destabilizes the thermal mode decreases, 

consistent with the results from scaling analysis (heavy lines). This implies that the 

size of freshwater flux that leads to the cessation of the thermal mode is smaller 

with double-diffusive processes acting than in the conventional mixing case. When 

the freshwater forcing is relatively weak (E < 0.2 m year'1), the two experiments 

are almost identical. This is confirmed by the scaling analysis, which demonstrates 

that the density ratio in the ocean depends on the strength of the freshwater forc- 

ing. When the freshwater flux is weak, the density ratio is relatively high. The 

double-diffusive fluxes only become significant when the density ratio is small. As a 

result, the mixing due to double-diffusion can be neglected for weak freshwater forcing 

and the circulation is nearly identical to run CDD. In the quasi-equilibrium exper- 

iments when E > 0.2 m year'1, the meridional overturning in run DDP is smaller 

than run CDD, and the difference increases with larger freshwater forcing. At about 

E = 0.33 m year'1, the thermal mode cannot survive in run DDP. In the CDD run, 

the thermal mode circulation rate drops dramatically at about E = 0.40 m year'1. 

The scaling predicted critical values of about E = 0.3 and 0.42 m year'1 for the 

above two experiments. The two numerical experiments are consistent with the scal- 

ing analysis results. It is clear that the impacts of double-diffusive processes depend 

on the strength of the freshwater forcing. 
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Figure 5.2: Change of the stable thermal mode with the freshwater forcing, where 

the heavy lines represent the result from scaling analysis and the thin lines for the 

quasi-equilibrium numerical experiments. 
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5.3.2    Parameter Sensitivity Experiments 

Given the uncertainties in the salt fingering parameterization, it is important to 

examine how sensitive the model is to the parameterization variables. In Chapter 

3, the parameter sensitivity was examined through scaling analysis; here we will 

investigate it through quasi-equilibrium numerical experiments. 

Three experiments are implemented to compare with run DDP in last subsection 

(here we name it DDP_CN: the control experiment). The experiments and the cor- 

responding variables are listed in Table 5.1. From this table, we can see that each 

experiment differs from DDP_CN only in one variable. 

Table 5.1: Parameter Sensitivity Experiments 

Experiment K*{cmzs-1) Rc n ^(cm2«"1) 
DDP_CN 2.0 1.6 6 0.5 
DDP_K1 1.0 1.6 6 0.5 
DDP_R2 2.0 2.0 6 0.5 
DDP_n2 2.0 1.6 2 0.5 

The numerical experiment results are plotted in Figure 5.3. For comparison, the 

results from scaling analysis are also plotted in Figure 5.3 (heavy lines). Again, the 

quasi-equilibrium numerical experiments are consistent with the scaling analysis. In 

run DDPJK1, with the maximum diapycnal diffusivity due to salt fingers set to be 

half of that in run DDP_CN, the impact of salt fingers is substantially reduced. The 

critical freshwater forcing that stops the thermal mode is increased (though it is 

still larger than that in run CDD of last subsection). In run DDPJR2 and DDP_n2, 

the critical density ratio and exponent index are increased and reduced respectively, 

compared to run DDP_CN. Salt fingering in these runs has a larger effect for the same 

density ratio distribution, which can explain the reduction in the critical freshwater 

forcing in the above two experiments, as indicated by the scaling analysis. 

The importance of the double-diffusive processes on the thermohaline circulation and 

the sensitivity to the uncertain variables in the parameterization of double-diffusion 

requires a better knowledge of these processes in the real ocean. 
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Figure 5.3: Sensitivity of quasi-equilibrium experiments to the variables in the pa- 

rameterization of salt fingering. The heavy lines are results from scaling analysis and 

thin lines for numerical experiments. 
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5.4    Individual Experiments 

From the quasi-equilibrium experiments in last section, we found that the impact 

of double diffusion on the thermohaline circulation depends on the strength of the 

freshwater forcing. Here we will investigate the corresponding effects in different 

freshwater parameter regimes with freshwater forcing fixed for each experiment: 

(a) weak freshwater forcing regime. Here "weak" means that the freshwater forcing 

is much less than the critical freshwater forcing. The thermohaline circulation lies 

in the thermal mode in this regime. We use W0 — 0.10 m year'1 (equivalent to 

E — 0.15 m year'1) in the following experiments. 

(b) intermediate freshwater forcing regime. Here "intermediate" means that the fresh- 

water forcing is close to the critical value. We choose WQ = 0.20, 0.25, 0.30 m year'1 

(equivalent to E = 0.30, 0.375, 0.45 m year'1 respectively). 

(c) strong freshwater forcing regime. Here "strong" means that the freshwater flux is 

so large that the thermal mode cannot be sustained for both types of experiments and 

the thermohaline circulation has the characteristics of the haline mode. We choose 

W0 = 0.50, 0.80 m year'1 (equivalent to E = 0.75, 1.20 m year'1 respectively). 

The numerical experiments for the above three regimes will be discussed separately. 

5.4.1    Weak Freshwater Forcing 

With W0 = 0.1 m year'1, two experiments are performed, one CDD and another 

DDP. After 5,000 years of integration, both experiments reached steady thermal mode 

solution. 

Meridional Overturning 

The meridional overturning cells for CDD and DDP are nearly identical, both with 

a maximum of 6.2 Sv. The structure of the meridional overturning cell for run CDD 

is shown in Figure 5.4. 
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There are similarities and differences in the structure of the thermohaline circulation 

between Figure 5.4 and that under relaxation boundary conditions (RBC, for example, 

Figure 4.2). Deep water is formed in the polar region and convected downward under 

both types of boundary conditions, and moves equatorward and upwells throughout 

the whole basin. Compared to that under RBC, the maximum meridional overturning 

rate lies at a lower latitude (about 44°N compared with 50° iV under RBC) and 

shallower depth (about 700m deep rather than 2000m deep under RBC). 

Rp, Ks Distribution in run DDP 

With WQ = 0.1 m year'1, the basin averaged KT and Ks in run DDP are: 

KT = 0.5036 cm2s-\   Ks = 0.5136 cm2s-\ (5.6) 

We see that Ks > KT, indicates salt fingering is the dominant double-diffusive pro- 

cesses. Double diffusion appears to change Ks by less than 3% from the background 

value. It is not surprising that we don't see much difference in the magnitude and 

structure of the meridional overturning cell in run CDD and DDP. 

The spatial variability of Rp and Ks in run DDP is illustrated in Figure 5.5. In the 

deep ocean, double diffusion is not activated since the vertical gradient of temperature 

and salinity is too weak. Thus we plot only the distribution in the upper 1500 meters. 

There are two major features: 

(a) Similar to RBC, the density ratio in the western boundary current (WBC) region 

is smaller than in the interior, as a result, the eddy diffusivity of salinity is stronger in 

the WBC than in the interior. Therefore, the WBC is more favorable to salt fingers 

than the interior under mixed boundary conditions. 

(b) There is a vertical variation in Rp, and thus in Ks as well. The density ratio 

in the main thermocline is very high, and much smaller at the bottom of the main 

thermocline. This is because the density ratio in the main thermocline is set up by 

the meridional gradient of sea surface temperature and sea surface salinity. Since the 

later is proportional to the strength of the freshwater forcing, the weak freshwater 

forcing leads to a small meridional gradient of sea surface salinity, and therefore a 
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Figure 5.4:   The meridional overturning with W0 = 0.1 m year"1 for CDD. The 

contour interval is 0.5 Sv. 
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Figure 5.5: The distribution of Rp (upper panels) and Ks (lower panels) in the 

region of western boundary current (WBC) (left panels) and interior (right panels) 

respectively, in run DDP with Wo = 0.1 m year'1. Note that unequal contour 

intervals have been used for Rp, and the contour interval for Ks is 0.05 cw?s~l. 
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large density ratio. In contrast, the density ratio below the main thermocline is more 

the result of the water mass formed in the polar region. 

In the scaling analysis, we used the horizontal density ratio at the sea surface to 

represent the magnitude of the density ratio in the interior ocean. This scale works 

for the main thermocline but not for the abyss. However, since the magnitude of the 

thermohaline circulation is much more sensitive to the vertical mixing processes in 

the main thermocline than in the deep ocean (Cummins et al., 1990), we can still use 

the surface horizontal density ratio to measure the intensity of double diffusion as far 

as the strength and mode of the thermohaline circulation is concerned. 

Water Mass Structure 

Even though the double diffusion in run DDP is rather weak, making hardly any 

difference in the magnitude and structure of the thermohaline circulation, it does 

make some difference in the T-S structure (Figure 5.6). Compared to run CDD, the 

water in run DDP is colder and fresher in the thermocline, and warmer and saltier 

in the deep ocean. This is because the salt fingering is most intense at the bottom of 

the main thermocline (between 600m-1200m in Figure 5.5), which diffuses more heat 

and salt downward. On the other hand, the results here confirm those of Cummins 

et al. (1990) in that the increased diffusivity below the thermocline hardly affects the 

magnitude of the thermohaline circulation. 

In general, however, the differences in the water mass properties is small between 

runs CDD and DDP, since the freshwater forcing is weak, and the intensity of salt 

fingers remains low, even at the bottom of the main thermocline where salt fingers 

were found to be most active. 
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Figure 5.6: The temperature and salinity difference of run DDP from run CDD, with 

Wo = 0.1 m year-1. 
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5.4.2    Intermediate Freshwater Forcing 

Meridional Overturning 

When W0 = 0.2 m year'1, the CDD and DDP experiments achieved a steady thermal 

mode after 4,000 years of integration. The meridional overturning cells for both runs 

are plotted in Figure 5.7. For this freshwater forcing, we see that implementation 

of the double-diffusive parameterization reduces the magnitude of the meridional 

overturning rate. The maximum streamfunction value in run CDD is 6.09 Sv whereas 

the maximum in run DDP is 5.64 Sv, nearly an 8% reduction. The structure of the 

meridional overturning cell for runs CDD and DDP are similar. 

Compared to the weak freshwater forcing case (W0 = 0.1 m year'1), the magnitude 

of the thermohaline circulation is reduced in both types of experiments, indicating 

that under mixed boundary conditions the increased freshwater forcing leads to a 

stronger north-south surface salinity difference. North-south salinity difference is the 

"braking" force for the thermal mode, and therefore a weaker overturning rate. Also 

in contrast with the W0 = 0.1 m year'1 case, the difference in the magnitude of the 

thermohaline circulation for run CDD and DDP is much larger, consistent with the 

scaling analysis and quasi-equilibrium numerical experiments (Figure 5.2). 

When W0 = 0.25 m year'1, there is a large difference between runs CDD and DDP 

(the transient behavior of the meridional overturning rate is plotted in Figure 5.8 

(a)). For run CDD, a steady thermal mode is reached. For run DDP, the thermal 

mode cannot be maintained and instead, convection occurs at about 20°7V where the 

maximum in e - p is located: characteristics of the so-called haline mode. For haline 

mode, "flushing" (Marotzke 1990; Huang 1994) occurs at about 3,700 years in run 
DDP. 

When W0 = 0.3 m year'1, neither CDD nor DDP reach steady state (Figure 5.8 (b)). 

Instead, both experiments entered the haline mode, which is associated with strong 

variability in the thermohaline circulation (Figure 5.8). Run CDD (solid heavy line) 

shows a regular flushing phenomenon, with a period of about 2500 years. Run DDP 

shows the flushing in a more chaotic manner. 
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Figure 5.7: The meridional overturning with W0 = 0.2 m year l. The upper panel 

is for CDD and the lower one for DDP. 
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Figure 5.8: The time series of the meridional overturning rate with (a) W0 = 

0.25 m year-1 and (b) W0 = 0.3 m year'1. The heavy solid line represents the 

result for experiment CDD and the thin broken line for DDP. 
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Distribution of Rp, Ks in run DDP (W0 = 0.2 m year'1) 

With Wo = 0.2 m year'1, the basin averaged KT, Ks in run DDP are: 

KT = 0.575 cmV1,   ifs = 0.674 cmV1. (5.7) 

Again we have Ks > KT, indicating that salt fingering is still the dominant double- 

diffusive processes. In addition, the contribution of double diffusion to Ks is about 

30%, a significant increase compared to the case W0 = 0.1 m year~l. The intensity 

of the double-diffusive processes increases with larger freshwater forcing, which in 

turn leads to a larger percent of reduction in the magnitude of the thermohaline 

circulation. 

The spatial variability of Rp and Ks in run DDP is plotted in Figure 5.9. We plot the 

top 1500 meters only, since in the deep ocean double diffusion is very weak and noisy. 

The density ratio becomes smaller in the main thermocline and also at the bottom 

of the thermocline. Similar to the case with W0 — 0.1 m year'1, the density ratio 

is small at the bottom of thermocline than in the shallower depths, and the western 

boundary is more salt fingering favorable than the interior. 

We see that the intensity of double diffusion (as indicated by the density ratio) de- 

pends on the magnitude of the freshwater forcing; the density ratio decreases when 

the freshwater forcing increases. From Figure 3.1, KT, Ks, Kp, given by the parame- 

terization for double-diffusive processes, increase substantially when the density ratio 

is close to 1. Thus, the impact of double diffusion on the thermohaline circulation 

depends highly on the strength of freshwater forcing. 

However, the density ratio in the main thermocline remains high even for W0 = 

0.2 m year'1, a forcing that is close to the critical value. This is in contrast to 

the real ocean, where much of the main thermocline of the Subtropical gyres has a 

relatively low density ratio (Schmitt, 1990). It remains a challenge to obtain a realistic 

density ratio distribution in the thermocline under mixed boundary conditions. The 

density ratio is relatively high for freshwater forcing below than the critical value, 

but the thermohaline circulation enters the haline mode if the freshwater forcing is 

increased. 
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Figure 5.9: The distribution of Rp (upper panels) and Ks (lower panels) in the 

region of western boundary current (WBC) (left panels) and interior (right panels) 

respectively, in run DDP with W0 = 0.2 m year'1. Note that unequal contour 

intervals have been used for Rp, and the contour interval for Ks is 0.2 cm2s~l. 
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"Water Mass Structure (W0 = 0.2 m year l) 

Given the increased intensity of double diffusion with W0 = 0.2 m year'1 compared 

with Wo = 0.1 m year'1, it is not surprising that a larger difference in the water 

mass properties is obtained, as plotted in Figure 5.10. 

Compared to run CDD, the water in run DDP becomes warmer throughout the 

column, but fresher in the upper 2,000 meters and saltier below. The difference is 

much larger than the case with Wo — 0.1 m year'1. For temperature, the increase is 

attributable to the intense double-diffusion in the thermocline. For salinity, there are 

two factors: (1) the double diffusion (mostly salt fingers) increases Ks substantially 

compared to run CDD, and diffuses more salt downward. (2) since the net freshwater 

forcing at the surface is zero, total salt in the ocean is conserved. Increased Ks in 

the main thermocline leads to the increase of salinity in the deep ocean. But since 

the total salt is conserved, the upper ocean has to become fresher to compensate the 

increased salinity in the deep ocean. 

5.4.3    Strong Freshwater Forcing 

Both runs enter the haline mode when Wo = 0.30 m year'1 (Figure 5.8). Here we 

further increase the freshwater forcing to W0 = 0.50 (0.80 m year'1) and run the 

model for 4,000 (6,000) years. The results are plotted in Figure 5.11. 

The CDD and DDP runs both show some chaotic variation over time, with charac- 

teristic "flushing", i.e., after the model stays in the haline mode for a few hundred to 

a few thousand years, then enters a very strong thermal mode (with the maximum 

meridional overturning reaching 10-70 Sv). After a relatively short period, the model 

enters the haline mode again. 

The overturning cell in the thermal state ( at 2,100 years) and haline state (at 2,300 

years) in run DDP (Wo = 0.50 m year'1) are plotted in Figure 5.12. The meridional 

overturning cell at 2,100 years (Figure 5.12 (a)) is a very strong "thermal" cell, with a 

maximum of more than 40 Sv convected downward in the polar region. On the other 

hand, Figure 5.12 (b) shows the "haline" cell picture, with a dipole cell structure. 

The maximum evaporation minus precipitation lies at about 20°N, and we expect the 
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Figure 5.10:  The temperature and salinity difference of run DDP from run CDD, 
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Figure 5.11: The time series of the meridional overturning rate with (a) Wo = 

0.50 m year"1 and (b) W0 — 0.80 m year^1. The heavy solid line represents the 

result for experiment CDD and the thin broken line for DDP. 
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(a)   meridional overturning cell at 2100 years 
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Figure 5.12: The meridional overturning cell with W0 = 0.50 m year~l for run DDP 

at (a) 2,100 years and (b) 2,300 years of integration. Note that the contour interval 

for the upper panel is 5 Sv and 0.5 Sv for the lower panel. 
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saltiest water to be formed there, and when the salt dominates the surface density 

difference (typical of the haline mode), the dense water is formed at 20°iV drives 

convection there and forms the dipole meridional overturning cell. 

The dynamics of the "haline" mode thermohaline circulation have been discussed in 

Marotzke (1990) and Huang (1994). When the freshwater forcing is strong enough, 

the convection in the polar region disappears, and the densest water is formed at lower 

latitudes (Figure 5.12 (b)). Convection in the "haline" mode carries large amounts 

of heat downward which then diffuses poleward. After hundreds or thousands of 

years, the deep water in the polar region becomes so warm that the water column 

becomes unstable, and very strong convection occurs there (Figure 5.12 (a)). The 

powerful convection and circulation efficiently releases the heat accumulated by the 

haline mode to the atmosphere, filling the deeps with cold water again. The model 

enters the low latitude convection state again, and this process repeats itself regularly 

or chaotically on a long time scale, as depicted in Figure 5.11. 

5.5    Summary 

Under mixed boundary conditions, where SST temperature is relaxed to prescribed 

values and a virtual salt flux is used for salinity, quasi-equilibrium experiments (with 

changing freshwater forcing) and individual experiments (with fixed freshwater forc- 

ing) are performed to investigate the impacts of double-diffusive processes on the 

stability and variability of the thermohaline circulation. 

Quasi-Equilibrium experiments show that implementation of a double-diffusive pa- 

rameterization alters the critical freshwater flux that destabilizes the stable thermal 

mode becomes smaller, consistent with the scaling analysis in Chapter 3. For weak 

freshwater forcing regimes, the magnitude of the thermohaline circulation is nearly 

identical for both run CDD and run DDP. Only when the freshwater forcing is close 

to the critical value, does the magnitude of the thermohaline circulation in run DDP 

significantly smaller than in run CDD. 

Individual experiments explore some of the freshwater forcing regimes in the quasi- 

equilibrium experiments. In the weak freshwater forcing regime (W0 — 0.1 m year^1), 
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the magnitude and structure of the thermohaline circulation in run DDP and CDD 

are very similar. The distribution of density ratio in run DDP showed that the condi- 

tions for salt fingers in the main thermocline are very weak, but much stronger at the 

bottom of thermocline. Also, similar to the runs with the relaxation boundary con- 

ditions, western boundary regimes are more salt fingering favorable than the interior. 

In run DDP, the temperature and salinity become smaller in the main thermocline 

but larger below the thermocline, compared to run CDD. When the freshwater forc- 

ing increases to W0 = 0.2 m year-1, a forcing in an "intermediate" regime, impact of 

double diffusion becomes much larger. The magnitude of the thermohaline circulation 

is reduced in run DDP, and the western boundary and the bottom of the main ther- 

mocline are the most double-diffusively favorable places. When W0 = 0.25 m year"1, 

run CDD remains in the thermal mode while run DDP enters the "haline" mode. For 

W0 — 0.30 m year'1, both run CDD and DDP enter the "haline" mode. When we 

increase the freshwater to even larger values W0 = 0.50, 0.80 m year-1, the model 

shows the characteristics of "haline" mode circulation: after the model stays in the 

sluggish circulation (with convection at low latitudes) for a few hundred to a few 

thousand years, there will be a very strong circulation driven by convection in the 

polar region for several decades. 

Under mixed boundary conditions, the strength of freshwater forcing, as well as the 

double-diffusive processes, are both crucial for the stability and variability of the 

thermohaline circulation. 
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Chapter 6 

Conclusions 

6.1    Summary 

In this thesis, the effects of diapycnal diffusivity and freshwater forcing on the ther- 

mohaline circulation are investigated through scaling analysis and numerical models. 

Parameterizations of double-diffusive mixing processes are discussed and implemented 

in the GFDL MOM2 code, and the interaction with the thermohaline circulation and 

underlying dynamics are investigated. 

Scaling analysis provides insights to the thermohaline circulation under three types 

of upper ocean boundary conditions. Under "relaxation" boundary conditions and 

"flux" boundary conditions, there is only one equilibrium. The magnitude of the 

meridional overturning cell varies as the 2/3 and 1/2 power of the diapycnal diffusivity 

respectively. Under "mixed" boundary conditions, multiple equilibria are possible. 

The circulation states under mixed boundary conditions can be distinguished by 

a simple relation between the diapycnal diffusivity and the hydrologic forcing for a 

given thermal forcing. When K > CE3/2, there are two thermal modes and one haline 

mode. When K < CE3I2, there is only one haline mode. In addition, through stability 

analysis, we find that of the two thermal modes arising when K > CE3/2, only one is 

a stable solution. The haline mode solution is always stable. Numerical experiments 

are implemented to test the above scaling arguments. Consistent results have been 
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obtained under these three classes of boundary conditions. The relationships derived 

here focus attention on the need to better understand both the diapycnal mixing in 

the ocean and the strength of the hydrologic forcing at its surface. 

The double-diffusive processes are parameterized with a scheme in which the diapy- 

cnal eddy diffusivities for heat and salt are different and depend on the local density 

ratio, Rp — aTz/ßSz. A background diffusivity is also applied to represent turbu- 

lent mixing in the stratified environment. The parameterization has three distinct 

features compared with the conventional constant eddy diffusivity assumption: (a) 

The vertical eddy diffusivities of temperature (KT) and salinity (Ks) are different. 

For salt fingering mixing, Ks > KT, and vice versa for diffusive layering, (b) Both 

KT and Ks increase when the local density ratio Rp = aTz/ßSz is close to 1, and 

there is a cut off in the Rp dependence, (c) A constant diapycnal diffusivity applies 

for the non-double-diffusive turbulent mixing. When Rp > 3.0 or Rp < 0.3, the di- 

apycnal diffusivity is dominated by turbulent mixing rather than double diffusion, 

(d) When the vertical temperature gradient becomes less than a critical value, no 

double diffusion is applied. This has the effect of eliminating double diffusion in the 

deep ocean, where there is little evidence for its importance. The implementation of 

this double-diffusive parameterization leads in general to a decrease in the downward 

diffusion of buoyancy. 

With the numerical model forced by relaxation boundary conditions on both temper- 

ature and salinity at the upper surface, three control experiments have been carried 

out, one with the double-diffusive parameterization determined by the local density 

ratio (DDP), one with constant but different diffusivities for heat and salt (GHD), 

and the other with a constant diapycnal eddy diffusivity for both tracers (CDD). The 

meridional overturning and maximum poleward heat transport in run DDP are 22% 

and 8% less than run CDD respectively, and only 10% and 4% decrease respectively 

comparing run GHD to run CDD. The temperature and salinity in run DDP and 

GHD are higher than in run CDD, with the change in run DDP more than twice that 

in run GHD. In addition, in DDP and GHD, the density ratio distribution becomes 

closer to unity than in run CDD, and the change in run DDP is greater than in run 

GHD. Interestingly, the double diffusion is stronger in the western boundary current 

regions than the interior, implying a close relationship between vertical shear and 

double-diffusive activity.  Sensitivity experiments show how the variables in the pa- 
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rameterization can change the relative amount of mixing due to double diffusion and 

background diffusion, and how this affects the thermohaline circulation. The limit 

on the vertical gradient of temperature operates much more in the deep ocean than 

in the thermocline, and the thermohaline circulation remains almost unchanged since 

gradients are weak at depth. Also, we found that the parameterization proposed in 

Chapter 3 is not very sensitive to the vertical resolution. Recent observational data 

suggests that the parameterization proposed for these experiments is a reasonable 

approximation (St. Laurent and Schmitt, 1998). 

Under mixed boundary conditions, quasi-quilibrium experiments with varying fresh- 

water forcing and individual experiments with fixed freshwater forcing are investi- 

gated. The numerical experiments are consistent with the scaling analysis: with the 

introduction of double diffusion, the critical freshwater forcing for the existence of the 

stable thermal mode becomes smaller, and the extent of reduction depends on the 

variables in the parameterization of double-diffusive processes. The impact of double 

diffusion on the thermohaline circulation increases with freshwater forcing before the 

critical value is reached. Individual experiments indicate that the western boundary 

region and the bottom of main thermocline are the places most favorable for double 

diffusion. 

6.2    Future Work 

Due to the limited computer resources and a desire to isolate the effects of double 

diffusion, the model in this thesis is limited to a one-hemisphere, flat-bottom sector. 

The role of double diffusion could be more throughly explored in a global model 

with topography, realistic coastline, a seasonal cycle, and forced and initiated from 

the most updated climatology. In a global model, the sensitivity of the world ocean 

circulation to double-diffusive processes could be tested and examined. 

Another very interesting problem is the structure and tightness of the T-S relation 

in the main thermocline. From ventilated thermocline theory, the T-S properties can 

be traced back to the ocean surface, where water in contact with the atmosphere 

changes its properties before being subducted into the thermocline. The complicated 

dynamics of subduction allows water in late winter to enter the main thermocline, 
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and we would expect the observed sea surface variability in T and S to be present in 

the subducted water. However, this variability is barely observed in the real ocean. 

Double diffusion, with the diffusivity depending on the local density ratio, should be 

very effective in eliminating T-S anomalies, compared to the conventional constant 

diffusivity. This mechanism may be responsible for the tight T-S relation in the main 

thermocline. This issue can be addressed in a high resolution model with the inclusion 

of wind forcing under mixed boundary conditions, by imposing perturbations at the 

sea surface and then testing how double diffusion affects the T-S structure of the 

subducted water. 
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Appendix A 

Solution of the equation 

RA = F R-l 

Here we solve the above equation in the form of (2.56) and (2.57) respectively, i.e., 

to get the thermal mode(s) and haline mode(s) solution respectively. To simplify the 

solution, we introduce the following new parameters, 

x = k' (A1) 

Fr   =   p (A.2) 

then the above equation becomes 

\x4-x3\ = Fr (A.3) 

when x < 1, we obtain a thermal mode and when x > 1 we have a haline mode. 

A.l    Thermal Mode(s) Solution 

The fourth-order equation 

xA - x3 + Fr = 0 (A.4) 
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can be reduced to solving the following two quadratic equations 

-2 4 (_1  4 4 /K„4-h- 4- «n —1 
\/8y + 

a? + (-1 + ^y + 1)- + y(l - -T^=J)   =   0, (A.5) 

x2 + (-1 - ^8y + 1)| + y(l + -ß=j)   =   0. (A.6) 

where y is the arbitrary root of the following cubic equation: 

y3-Fry-^ = 0 (A.7) 

The two criteria for equation (A.5) and equation (A.6) are 

A
™ = \-2v-^krr <A-8> 

respectively, which determines when there are real roots for equation (A5) and equa- 

tion (A.6). 

In order for x to be a real root, we take the real root of the above cubic equation, 

which is 

y = ^Fr/16 + ^ + \JFr/\6 - ^ßr (A.10) 

where 

256      27 
F2   27 

=    27(256-^» <AU> 

Next we discuss the solutions according to the sign of AT. 

AT > 0 

When Ar > 0, i.e., 

Fr < 27/256, (A.12) 

\/AT is real, then 

 (Fr/16 + x/Ä""") + (Fr/16 - y/Efi 
y 

tf(Fr/16 + v^)2 + tf(Fr/16 - x/A?)2 - $(Fr/l6)* - A 
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Fr/8 

< 

^(Fr/16 + x/Ä^)2 + ^(Fr/16 - v^)2 - Fr/3 

Fr/8 3 

2Fr/3 - Fr/3 8 

where the unequal equation 

(A.13) 

tf(Fr/16 + sf&rf + \j{Fr/U - ^)2   >   2^(Fr/16 + ^)(Fr/lQ 

2Fr 

<AT) 

(A.14) 

has been used. 

With 

it is straitforward to show that 

y<-8, 

1        >£-2y|. 

Thus we have 

2V8yTT     '2 

ATFI   <   0 

ATH2   >   0 

(A.15) 

(A.16) 

(A.17) 

(A.18) 

i.e, there is no real root for equation (A.5) and two real roots for equation (A6). The 

two real roots can be written as 

i,2       1 + y/Sy + I ± y/AATH2 (A.19) 

Now we check whether the above two roots satisfy thermal modes condition x < 1. 

First of all, 

x, 
1 + y/%y + 1 - y/4ATH2 

TH 

<  —^r—   <   7 4 4 
(A.20) 

and it is a thermal mode solution. In addition, the solution X^JJ is a singular function 

of y, for 0 < y < 3/8, we have 

\<X
1
TH<1 (A.21) 
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which is also a possible thermal mode. 

Ar < 0 

When Ar < 0, i.e., 

FT > 27/256, (A.22) 

\fKr is imaginary. Write 

\ßr = ib (A.23) 

where 

b=jF?/27-F?/256. (A. 24) 

Then 

y   =   $Fr/16 + ib+. $Fr/l6 - ib 

=   2A (A.25) 

where A is the real part of \/Fr/16 + ib. 

Since 

Fr/16 + ib = reie (A.26) 

where 

r2   =   (Fr/m)2 + b2   =   Fr
3/27, (A.27) 

wse = F-/16r = i^br (A-28> 
Then we have 

o3A-     6     2^/Wr      e 
y = 2^/rcos- = —-—cos- (A.29) 

Given the condition (A22), and combining with (A28),we have 

0 < cosO < 1 (A.30) 

i.e., 

|0| < \, (A.31) 

146 



thus we obtain 

As a result, we have 

y 

a 

cos- > cosO. 
3 

2v/3Fr      6 
=        3     C0S3 

>    2^cos0 

2V3Fr      9 
3     16V3Fr 

3 
8' 

(A.32) 

(A.33) 

Then 

^TH2   =   -z-2y + 2       »     2X/%TT 
1^3 1 

<   x-2x-+ 

Since 

2 8     2x2 
0. (A.34) 

ATHl < ATH2 (A.35) 

Therefore both ATm and ATH2 are negative, and there is no real solution for equation 

(2.44) when condition (A22) is satisfied. 

Ar = 0 

When AT = 0, i.e., Fr = 27/256, the two thermal mode solutions are equal, i.e, we 

have: 
3 

xTH = xTH = - (A.36) 
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A.2    Haline Mode(s) Solution 

The fourth-order equation 

x4 - x3 - Fr = 0 (A.37) 

can also be reduced to the form of equation (A5) and (A6), while y is determined 

by a new cubic equation 

y3 + Fr2/+-^ = 0 

One of the roots of the above cubic equation is 

y 

(A.38) 

where 

=   ^/-Fr/16 + JKs + \j-Fr/\% - y/Äs 

=   ^/Ä^ - Fr/16 - \jJK~s + Fr/16 

As = Fr
2/256 + F?/27 > 0. 

(A.39) 

(A.40) 

Thus it is obvious that y < 0. On the other hand, 

„   _    (y^ - Fr/16) - (Fr/16 + y^) 

> 

^(V^ - Fr/my + ^(v/Ä^ + Fr/16)2 + $AS - (Fr/16)2 

1 

For -1/8 < y < 0, the inequality (A 16) still holds. Thus we have 

AHAI < 0 

AtfA2 > 0. 

(A.41) 

(A.42) 

(A.43) 

Therefore only the second quadratic equation has real roots 

„1,2 _ l + VW+l±V4Ä~f^ 
x HA (A.44) 

Now we check whether the haline mode requirement x > 1 is satisfied. Since 

X
HA   — 

1 + VW+T - V4K^ 

l + ^8y + l 1 
<    ^-r-    <    a- 4 2' (A.45) 

148 



thus x2
HA is not a haline mode solution. On the other hand, xl

HA is a singular function 

of y and for —1/8 < y < 0 we have 

*HA > 1 (A.46) 

and thus it is a real haline mode solution. 

In summary, we can transform the solution back to original parameters, when F > 

256/27, there are two possible thermal modes; when F < 256/27, no thermal mode is 

possible. Thus the criterion F = 256/27 determines the existence of thermal modes. 

In addition, there is always one and only one haline mode solution given any external 

conditions. 
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