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Abstract: The study aims to present an architecture for a recommendation system based on user items
that are transformed into narrow categories. In particular, to identify the movies a user will likely
watch based on their favorite items. The recommendation system focuses on the shortest connections
between item correlations. The degree of attention paid to user-group relationships provides another
valuable piece of information obtained by joining the sub-groups. Various relationships have been
used to reduce the data sparsity problem. We reformulate the existing data into several groups
of items and users. As part of the calculations and containment of activities, we consider Pearson
similarity, cosine similarity, Euclidean distance, the Gaussian distribution rule, matrix factorization,
EM algorithm, and k-nearest neighbors (KNN). It is also demonstrated that the proposed methods
could moderate possible recommendations from diverse perspectives.

Keywords: recommendation system; collaborative filtering; movie; multi-clustering; k-nearest
neighbors (KNN)

MSC: 65D15; 62H30; 62H20

1. Introduction

It has become increasingly popular to watch movies online rather than through tradi-
tional television experiences. However, this shift also requires adjusting the patterns used
to make recommendations in order to keep up with faster consumption rates. While an
individual cannot automatically introduce new preferences to the recommendation system
based on a set of parameters, it is still challenging to identify how various evidence and
procedures can be combined to form recommendations. Typically, users’ preferences are
based on previous information gathered from other users with comparable or similar inter-
ests. With the availability of user activity datasets from streaming sites, e-commerce sites,
and social media networks, it is now easier to analyze what users are interested in [1,2].
The primary purpose of a recommendation system is to provide users with specified item
recommendations through information filtering. This has become a commercial platform
for recommending the best items to users [3–6]. In addition to supporting users in various
decision-making processes, recommender systems can help with decisions such as “what
books to read,” “where to go,” “what news to read,” “what song to play,” “what hotel to
book,” and “what movie to watch”. Our study focuses on collaborative filtering, which is
content-driven recommendation based on various data types, such as origin, actors, direc-
tors, genre, language, country, etc. Most online recommender systems provide no insight
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into the reasoning behind their recommendations or any validation for their existence.
Present recommender systems do not provide users with an easy-to-understand model
underlying the numerical methods used. This makes it difficult for the system to clearly
explain what factors and procedures led it to make specific recommendations, which, in
turn, makes it difficult for users to understand its reasoning [7].

It is possible to acquire opinions for recommendations based on the given requirements.
These conditions pose a problem in determining “how to recommend a movie”. We have
presented a preference-based choice standard that mixes two events to resolve this challenge.
Using the significance of preference standards between rules, we will determine which
sequencing preference could easily find the most suitable combination by switching to
several filtering-based recommendations of others. By switching the significance of rules,
we can mix elements in unexpected circumstances to find similarities between two or
more parts.

Several earlier studies implemented the use of the user-item database for the highest
recommendations [8,9]. Artificial neural networks (ANN) efficiently find similarities [10],
and collaborative filtering determines which users have similar preferences concerning
other users [11,12]. It is calculated based on the information available in the dataset
and specifies interests among users. The user’s apparent interests can be established
by providing the preferences of other users [13,14]. Showing an explicit interest can
be challenging because the data is thin, or the information is difficult to obtain. The
situation can be improved by designing a metric to estimate the correct category between
similar items.

These steps summarize the purpose of the study:

1. The proposed algorithm calculates similarity based on user ratings; the system recom-
mends the most correlated movie list.

2. Recommending appropriate movies based on a user’s characteristics; determine the
item type (genre) based on behavioral information.

3. Using item information and user interaction data, we designed a double-end attention
mechanism to determine the user’s preferences and social relationships. In this way,
we can identify users’ preferences, distinguish the importance of user relationships,
and identify neighbors who influence users’ preferences significantly.

The remaining parts of this paper are organized as follows: background study in
Section 2; introduction of datasets and several study issues in Section 3; defining problems
and outlining the proposed methods in Section 4; experiments and results in Section 5;
discussing final recommendations and challenges in Section 6; and conclusion in Section 7.

2. Related Work

The algorithm utilized both singular value decomposition and cosine similarity al-
gorithms to predict which items would be most familiar to the active user. User-item
ratings were collected after browsing and obtaining behavior, then converted into input
data known as a user-item matrix. This matrix was then reduced according to the latent
factors based on the cosine similarity between the user and item. Other studies have
explored artificial intelligence (AI) applications in online shopping experiences, including
recommender systems used in finance. In this study, we applied collaborative filtering
approaches to the IMDb datasets and used the k-nearest neighbors (KNN) and collabo-
rative filter (CF) methods to build a recommendation system [15–20]. Our study focused
on increasing accuracy by reducing computation time while maintaining precision, as
demonstrated in an earlier study [21]. However, we need to address data separation issues
to increase the method’s effectiveness. Other studies in computer vision and content-based
video retrieval in recommender systems have explored these topics only marginally [10].
Knowledge of recommendation methods can help us analyze community-based networks.
Effective recommendation systems for items require the identification of communities
within a complex system, as demonstrated in previous works [22,23]. In the context of
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movie recommendations, this is achieved by predicting a user’s potential rating for a new
movie based on their previous ratings and behaviors [12,24].

Several methods are used for different recommendation systems based on the diverse
perspectives discussed in this study [25]. Content-based recommendations work well
for recommending items with specific attributes or characteristics, and they can make
recommendations for new users and items. These recommendations have the difficulty of
recommending only similar items without taking into account the users’ broader interests,
including content or attributes such as genre, director, actors, and plot to identify patterns
and similarities [26,27]. Demographic recommendations can personalize recommendations
for different user groups but may stereotype users. Utility-based recommendations can
identify items that users have interacted with but may not capture broader interests [28–30].
Knowledge-based recommendations can recommend items that meet specific user require-
ments but may not capture implicit preferences. Hybrid recommendations can combine
the strengths of different techniques but may be more complex. Further research is nec-
essary to explore the effectiveness and limitations of each technique in various domains
and applications [31]. However, the disadvantages of those recommendation methods
are diverse, ranging from limitations in the scope of recommendations to the complexity
of possibly needing to consider users’ broader interests [32]. In contrast, demographic
recommendations may lead to stereotyping. Knowledge-based recommendations may be
limited to explicit knowledge, but hybrid recommendations can provide more accurate
results and may require more resources and complexity [33–36].

In a recent study, author Manzato analyzed movie genres, reviews, and actors to
recommend a movie that could be associated with traditional factorization methods [37].
Multi-view recommendations are more challenging than classifying and ranking movies
because of their unique characteristics [38]. We focus on predicting and comparing rat-
ings from different viewpoints because the rating values of movies may differ between
viewpoints. For example, if a movie receives a rating of 8/10 for its story or best actors, it
does not mean that each movie viewpoint evaluates the same perspective [39–41]. When
there are only a few instances in the training set, we revise item ratings during the co-
training process to account for variability. However, Alibaba, Amazon, eBay, and Flipkart
are e-commerce websites using recommendation systems extensively [42,43]. Social me-
dia, online music, video streaming platforms, and e-learning portals are among the most
popular [44–46]. Video streaming sites have benefitted from recommendation systems by
improving algorithm performance [47] and has also revealed that user engagement has in-
creased significantly since highly efficient recommender algorithms were implemented [48].
Several methods can be used to determine whether the available content is similar to the
user’s perception, including Jaccard similarity [49], cosine similarity [50], and Pearson
similarity [51].

3. Overview of the Recommendation System

This section presents the abilities of datasets and challenges. We learned that collabo-
rative filtering systems are additionally more accurate than traditional ones because of the
combination of several methods that avoid limitations and increase accuracy. Earlier in the
development of movie recommendations, they focused exclusively on the apparent scores
given to movies by users [52].

3.1. Datasets

The user’s preferred movie genre, such as action, romance, animation, etc., is deter-
mined from the IMDb dataset [19], as an example presented in Table 1. We utilized the
user’s chosen movie genre from the dataset by examining the user’s past viewing history
and filtering out the unfavorable genres for new users, following earlier studies [53,54]. It
is the process of multiplying two different types of entities to generate hidden features. The
CF matrix factorization application determines related items [55]. The recommendation
model endures high computational complexity and low accuracy due to its reliance on user
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ratings. In contrast, our study categorizes movie attributes such as story, cast, production,
etc., and utilizes them to generate recommendations, as shown in Table 2. By focusing on
these categories rather than relying solely on user ratings, we are able to achieve higher
accuracy in our recommendations (Table 1).

Table 1. Overview of genre datasets.

Original Title Action Adventure Fantasy Science Fiction Comedy

Avatar 1 1 1 1 0
Pirates of the
Caribbean: At
World’s End

0 1 1 1 0

Iron Man 3 1 1 0 1 0
Men in Black 3 1 0 0 1 1
The Avengers 1 1 0 1 0
Spider-Man 3 1 1 1 0 0

Table 2. Similarities of each cluster group.

Groups Distance Similarities Prediction Movies

11 0.015331 0.977635 0.866442 319
2 0.056597 0.801954 0.729645 293
5 0.139942 0.751964 0.626604 256
13 0.240842 0.728648 0.618448 249
15 0.268573 0.715589 0.415094 245
8 0.457914 0.698504 0.353295 215
18 0.316397 0.570255 0.131934 210
1 0.569603 0.554871 0.135821 204
9 0.586825 0.539715 0.139084 186
6 0.665498 0.533918 0.148434 165
14 0.691448 0.502431 0.151520 151
7 0.724035 0.331711 0.177439 144
16 0.801747 0.325416 0.131843 142
12 0.809087 0.293986 0.317141 118
10 0.810619 0.207995 0.283613 104
3 0.832163 0.125394 0.243887 77
4 0.932947 0.110821 0.131934 61
17 0.936839 0.08863 0.039587 59

3.2. Performance

A movie list can be assembled by identifying movies associated with a favorite genre
by the target user and their related genres. We can identify movies related to the target
user’s preferred actors, genre, ratings, story, and production, as mentioned in [53]. We
conducted a preliminary survey to select a suitable sample of datasets. Interested in movies
and looking for information from the initial survey results, respondents matched most of
the above criteria. The user-rated 0 to 10 items were selected from a representative list,
and user-groups were determined based on various demographic characteristics following
earlier studies [5,56]. We also collected supporting information about how users choose
movies, which we prioritized into three categories: items rated higher, lower, and unrated.

The challenges to the methods are the following:

• Collaborative filtering is necessary to collect and analyze data transactions regarding
the user’s actions and backgrounds. Then, predictions are made about which users
will become engaged by their similarities to other users.

• As a basis for our analysis, we considered the “IMDb 5000 movies” and “IMDb 5000
credits” datasets, which totaled 3,315,117 and included votes (0 to 10), resulting in
a total of 4804 movies. The details contained budget, genres, movie ID, cast, crew,
language, movie names, production, countries, release date, and revenue [19,53].
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• Different levels of combination techniques have been considered, such as statistical
summarization [57], and Gaussian mixture models (GMM) [58,59].

• In addition to parts of tags, a Naive Bayes classification method is used for a semantic
approach [54]. We considered the point-wise mutual information difference between
an item with a positive connotation and a term with a negative connotation.

• Coefficients contain similar cluster users for more accurate clusters [59].

4. Proposed Method

This section describes the algorithms used in this experiment to provide a better
understanding of how they work. To begin, we need to identify the entities involved
in this experiment’s main components for investigating user preferences. The proposed
recommendation system illustrated in Figure 1 considered user-based collaborative filtering.
Therefore, clustering users or items together applied groups of similar users together based
on their behavior or preferences. Users within the same cluster are more likely to have
similar preferences and behaviors, so recommendations can be made based on the behavior
of other users within the same cluster. After finding similarities in the recommendation
system, muti-clustering is used to group similar items together based on their attributes or
popularity. Items within the same cluster are more likely to be similar or complementary,
so our recommendations can be made based on the behavior of users who have interacted
with other items within the same cluster in historical aspect.
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To achieve higher performance, the users must explore their past viewing history and
filter out unwanted items. Initially, users must express their genre preferences explicitly,
and the filtering method uses information from the user’s profile to generate similar
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recommendations based on their genre preferences. Object representations are not taken
into account when recommending movies through collaborative filtering. When users
become regular users, they are surveyed based on their demographic characteristics by a
similar group of users. The cluster group’s movie categories will most likely be considered
when collecting datasets, and the general datasets will be analyzed before filtering begins.

We propose a method for several categorical clustering of users and items so that
similar preferences can be combined to predict accurately by considering neighbor-based
similarities, as shown in Figure 1. Generally, an algorithm of this type can be divided into
two phases. The above operators provide a method by which information can be enriched
over time in the population [60–62]. When a predetermined number of generations or a
fitness threshold is reached, k-means algorithm iterations are terminated.

4.1. Problem Implementation

Our first step is determining which genre is most dominant for users. To determine
this, we combine the average rating with the items to calculate the ratings of each user.
Consider that the relationship constant of items i1 . . . in to each user u1 . . . un is related to
the function of raw scores and means. This is achieved by calculating the ratings of each
user based on the average ratings of items they have rated. When there is uncertainty about
which movies are available in the application, this system can be used to rank items for
more accurate recommendations. The distance between two items is calculated based on
their attribute values, using probabilities instead of actual space values to find similar items.
However, ranked by an expert system for the most accurate recommendation when it is
uncertain which movies are available in the application, we consider finding similar items
in the users’ historical datasets, and the distance between two items has its own attribute
value. Proximity was calculated as presented in Figure 2a, using a probabilistic approach
rather than actual space values such as importance, significance, or regularity. However,
this method poses a challenge in representing users’ preferences in genres such as “horror”
and “adventure” with a distance value, as illustrated in Figure 2b. For example, suppose
a user has watched a movie in the “action” category, while two other movies are in the
“horror” category. In that case, it may be challenging to determine the user’s preference
between the two genres.

Item sets indicate the movies that have been viewed by users. Users who have been
watching a targeted movie are specified. For example, consider the case where a user
watched a movie. Our system can be integrated with a personal search or recommendation
request to suggest movies to users based on their preferences. It is essential to notice that
real-world data are always biased. This suggests movies they should watch based on
what they “like”, and what the recommendation system believes users will be interested
in watching. While recommendation systems could have made a probabilistic approach
that ensures filtering algorithms assume that users will see random movies [63]. Without
violating the users’ privacy, these recommendation systems learn the hidden characteristics
of users and items and provide recommendations based on those characteristics. Users are
more likely to fill in user preference attributes that need to be added. Items’ popularity has
a profound effect on the probability of being watched. Popular items may be advertised
to a larger audience. Accordingly, item popularity can directly impact a user’s experience
with the recommendation system.

There have been several dynamical models developed for other methods of movie
recommendations. WMF (weighted matrix factorization) [64] is a probability for the user
to be visible to an item whose data has confidence in WMF.

x =
wixi + wjxj + · · ·wnxn

wj + wj + · · ·wn
(1)

Definition 1. The number of terms is n, and this can be reached by using two weighted averages:
w, weighted average, and wi, weight for each of the x values, and the xi data values to be averaged as
shown in Figure 2a. Fundamentally, the weighted mean of a non-empty finite tuple of data elements
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consists of those elements with a large weight, and those with a low weight contributing less to the
weighted mean. The weights cannot be negative, or perhaps possibly zero, because zero cannot be
divided by zero.
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4.2. Computation

According to Equation (2), the similarity component calculates between two items
based on the movie’s average rating value. It is a different case of the quantity purpose to
measure how much variance in i can be clarified by j.

sim(i, j) =
(moviei − avgRate)× (moviej − avgRate)√
(avgRatei − avgRate)2 × (moviej − avgRate)2

(2)

Definition 2. In this case, following the Gaussian distribution rule [65], we can apply a feature
of most miniature square regression models, namely the sample covariance between two samples.
sim(i, j)2 is the quantity of adjustment in linear function of x.

di,j =
√
(xi1 − xj1)2 + (xi2−xj2)2 + · · ·+ (xik − xjk)2 (3)

Definition 3. The distance between two points, d(i, j) ≥ 0, for example “action”, and “adventure”,
where k is the number of independent variables d(i, j) ≤ d(i, k) + d(j, k), evaluate the user’s highest
average votes, we define the cosine triangle similarity [66] equation in this way, and the search space
can be pruned by applying transitive bounds to distances.

However, we define a direct path from x to y where the measured path z is the longest
path, and any diversion over another point is at least as long. This is met by many distance
measures following Euclidean distance [67]. Distance measures convene this property, and,
in such situations, we employed the cosine function as |∠xz−∠yz| ≤ ∠xy ≤ ∠xz +∠yz.
When the cosine function is reversed, we can define each parameters’ cosine similarity
1− simi(∠xy) � 1− simi(∠xy) + 1− simi(∠yz) assuming that the similarity of a data
point simi(∠yz) is known. This forms of the triangle inequality and is used to limit the
minimum and maximum similarity between two data points, simi(∠xy) < simi(∠xy). As
a formal distance metric, the normalized angle between data points x and y, referred to as
angular distance, can be calculated by computing the cosine similarity 1− simi(∠xy) <
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simi(∠xy) + simi(∠yz). To define a function for angular similarity bounded between 0 and
1, the complement of the angular distance metric can be used in Equation (6) as:

Distance θ =
2× arccos× (cosine similarity)

π
=

2θ

π
(4)

For each sample, the probability of each badge is calculated, and the badge with the
highest probability is output. This system is based on a Gaussian mixtures model [58] to
improve performance. As a result of Section 6.2, primarily natural language processing
and text analysis applications, this algorithm was an excellent choice for movie analysis.

p(θ) =
K

∑
i=1

∼
∅i N(x | ∼µi,

∼
Σi) (5)

Definition 4. The definitions are described as follows: distributions of the data points are
∼
∅i, means

are µi, and covariance matrices are
∼
Σi. An effective way to include Bayesian approximation is to

multiply the prior by the distribution, known as p(x|θ) of the data trained on the limitation in
θ to be valued. With this expression, the subsequent distribution p(x|θ) is also maximizing the
likelihood approximation p(θ).

→
µ = 1

m ∑
i

xi

→
Σ = 1

m ∑
i
(xi −→µ )T × (xi −→µ )

(6)

Independently assign models replacement from the dataset X = (x1, . . . , xN) to the
element to another element (µ̂i, . . . , µ̂k). Set all element variance approximations to the
variance σ̂2

1 · · · σ̂2
k = 1

N ∑N
i=1(xi − x)2, where x is means x = 1

N ∑N
i=1 xi, and set all elements

prior to calculate the uniform distribution φ̂1 · · · · φ̂k =
1
k , where γ̂ik is the probability that

xi is generated by component Ck, when the expectation is:

γ̂ik =
φ̂k N(xi | µ̂k, σ̂k)

∑k
j=1 φ̂k × N

(
xi | µ̂j, σ̂3

) (7)

Maximization is obtained using γ̂ik = φ̂k =
N
∑

i=1

γ̂ik
N . When the number of elements K

is not known a priori, models are typically fitted to data using the EM algorithm [68] by
guessing the number of elements.∫ b

a f (x)dx = Pr[a ≤ X ≤ b]

bi = (b|xi) =
(xi |b)(b)

(xi |b)(b)+(xi |a)(a)

ai = (a|xi) = 1− bi

µb = b1x1+b1x2+...+bnxn
b1+b2+...+bn

µa =
a1x1+a1x2+...+anxn

a1+a2+...+an

σ2
b = b1(x1−µb)

2+...+bn(xn−µb)
2

b1+b2+...+bn

σ2
a = a1(x1−µa)

2+...+bn(xn−µa)
2

a1+a2+...+an

Estimate p(b) = (b1+b2+...+bn)
n → p(a) = 1− p(b)

(8)

Definition 5. When Fx continues at x, a, the random variable X has a density Fx where f x is
non-negative. Intuitively, one can think of f (x)dx as being the probability of X falling within the
infinitesimal interval, [x, x + dx], and a probability that the variate has the value x. For continuous
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functions, the probability density function (PDF) is used [69]. Continuity distributions are often
expressed using an integral between two points since a single point has a zero probability.

In the form of movie recommendation, Algorithm 1 filtering generates a user profile
that represents their preferences based on the movies they’ve watched previously and then
recommends the top movies from those they haven’t seen. Based on the distance between
the content of these movies, the recommendation is derived. However, the method does
not take into account evidence about movies the user has not previously seen. Without this
data, the user may not care about the movie in question. A negative information container
that calculates the distance between each effect can be used to provide more accurate
recommendations. Users dislike not having the option to filter out recommendations
based on movies they don’t want to see, as this destroys the information provided by
the proposals.

Algorithm 1: Similarity
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are often expressed using an integral between two points since a single point has a zero probability.  

In the form of movie recommendation, Algorithm 1 filtering generates a user profile 
that represents their preferences based on the movies they’ve watched previously and 
then recommends the top movies from those they haven’t seen. Based on the distance 
between the content of these movies, the recommendation is derived. However, the 
method does not take into account evidence about movies the user has not previously 
seen. Without this data, the user may not care about the movie in question. A negative 
information container that calculates the distance between each effect can be used to pro-
vide more accurate recommendations. Users dislike not having the option to filter out 
recommendations based on movies they don’t want to see, as this destroys the infor-
mation provided by the proposals. 

Algorithm 1: Similarity 
 Input: x, y # Number of users and items 
 Output: generated groups 
1 for i from 0 to x do #executes once per iteration 
2   # Load user-rated movies 

ui ← load_user(i) # Equation (1) 
for j in ui dossss 

3 
4 
5    # Compute highest similarity between items 

high_sim ← 1 # Equation (3) 
item_matches ← get_item_matches (j) # Equation (2) 
for item in item_matches do 

6 
7 
8 
9     # Compute similarity between users 

sim_ui_uj ← compute_similarity(ui, item)  
if (sim_ui_uj > high_sim) then 

10 
11 
12      high_sim ← sim_ui_uj 

# Create a new group if similarity threshold is met 
for group_sim(u_avg, gn) > θ do #find particular 
groups 

13 
14 

15      g ← u ∪ gn 
16      end for 
17     end if 
18    end for 
19   end for 
20 end for 

5. Experiments and Results

In this section, experiments involved testing different hyperparameter settings, such
as using multiple nearest data points, calculating the data point distance, and circulation
level distance, as described in Section 5.1. The goal was to determine the optimal locations
for each module to improve the overall performance of the proposed recommendation
system by using Algorithm 1. For example, using multiple nearest data points can help to
increase the accuracy of recommendations, as presented in Section 5.2, while calculating
the data points distance can help find similar items more effectively. The circulation
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level distance is used to determine how often a particular item is recommended to a user,
which can affect user satisfaction with the system. By testing different hyperparameter
settings, we aimed to identify the best configuration for each module to achieve the highest
level of performance in the recommendation system as presented in Section 5.3. The
experiments conducted in this section aimed to improve the accuracy and effectiveness of
the recommendation system by optimizing each module’s performance through the use of
appropriate hyperparameter settings.

5.1. Cluster Analysis

A matrix is decomposed into two smaller matrices to capture the latent features of
the user datasets. We used this technique to find clusters of similar objects based on the
weighted matrix factorization of the data. This measure is used to calculate the similarity
between different user interests and group several groups together based on their cosine
triangle similarity scores. For example, weighted matrix factorization is used to decompose
the data into smaller matrices that capture the underlying features of the data. Then,
the Gaussian distribution is used rule to identify groups of objects that follow a similar
distribution and group them together. Finally, we considered cosine triangle similarity to
calculate the similarity between different items and group them together based on their
similarity scores. By combining these techniques, we can perform more accurate and
efficient cluster analysis on the large and complex datasets presented in Figure 3.

The contexts for user items according to user groups and relevant recommendation
rules are described, and real-time recommendations can be clustered and partitioned.
Based on the user ratings, we determined that the most relevant movies depended on
their content, their directors, and their actors, etc. For multi-clustering in proposed recom-
mendation systems by analyzing user-item ratings and clustering them into groups based
on similarities in their ratings. We found that 18 groups from diverse perspectives made
those groups more effective. Additionally, WMF was used to factorize the user-item ratings
matrix and reduce its dimensionality, as shown in Figure 3, while the Gaussian distribution
rule was used to model the distribution of ratings within each cluster. Measuring the
similarity between user-item vectors and the EM algorithm estimates the parameters of the
Gaussian mixture model that represents the clusters following Equation (4). It is possible to
approximate the probability distribution of the user item ratings using the PDF. Mixtures
model the joint probability distribution of the rating. As a result of these methods, users
can receive more personalized and accurate recommendations based on their preferences
and behaviors. The system has been evaluated based on the analysis shown in Figure 3 as a
result of the time limitations employed by user-item ratings in order to advance predictions.

We used this technique to divide a set of datapoints filtered into groups, more adapt-
able subsets, or clusters. It involves partitioning data points into different groups based
on their similarity or dissimilarity, with each group representing a unique segment of
the data, as presented in Figure 3. This process of applied k-means clustering uses an
iterative approach to minimize the sum of squared distances between data points and their
assigned cluster centroids. Model-driven approaches frequently employ clustering and
dimensionality reduction techniques. Scalability is improved for users divided into groups
g1–g18 by forming close neighbors rather than searching the entire user gap. A superior
level of prediction efficiency and quality is provided compared to recommendation systems
that only utilize after principal component analysis transforms user items into corelated
user items. However, an optimized clustering algorithm is developed to partition users.
The model is trained on relatively low-dimensional data, and users are prepared to be
targeted by different groups, as shown in Figures 4 and 5.



Mathematics 2023, 11, 1346 11 of 21Mathematics 2023, 11, x FOR PEER REVIEW 12 of 24 
 

 

  

  

  

Figure 3. Correlation of each group. 

The contexts for user items according to user groups and relevant recommendation 
rules are described, and real-time recommendations can be clustered and partitioned. 
Based on the user ratings, we determined that the most relevant movies depended on their 
content, their directors, and their actors, etc. For multi-clustering in proposed recommen-
dation systems by analyzing user-item ratings and clustering them into groups based on 
similarities in their ratings. We found that 18 groups from diverse perspectives made 
those groups more effective. Additionally, WMF was used to factorize the user-item rat-
ings matrix and reduce its dimensionality, as shown in Figure 3, while the Gaussian dis-
tribution rule was used to model the distribution of ratings within each cluster. Measuring 
the similarity between user-item vectors and the EM algorithm estimates the parameters 
of the Gaussian mixture model that represents the clusters following Equation (4). It is 
possible to approximate the probability distribution of the user item ratings using the 

(b) 

(c) (d) 

(e) (f) 

𝑔  

𝑔  

𝑔  

𝑔  𝑔  

𝑔  

𝑔  

𝑔  𝑔  𝑔  

𝑔  

𝑔  

𝑔  
𝑔  

𝑔  

𝑔  𝑔  

(a) 

𝑔  

Figure 3. (a–f) Correlation of each group.

Mathematics 2023, 11, x FOR PEER REVIEW 13 of 24 
 

 

PDF. Mixtures model the joint probability distribution of the rating. As a result of these 
methods, users can receive more personalized and accurate recommendations based on 
their preferences and behaviors. The system has been evaluated based on the analysis 
shown in Figure 3 as a result of the time limitations employed by user-item ratings in 
order to advance predictions. 

We used this technique to divide a set of datapoints filtered into groups, more adapt-
able subsets, or clusters. It involves partitioning data points into different groups based 
on their similarity or dissimilarity, with each group representing a unique segment of the 
data, as presented in Figure 3. This process of applied k-means clustering uses an iterative 
approach to minimize the sum of squared distances between data points and their as-
signed cluster centroids. Model-driven approaches frequently employ clustering and di-
mensionality reduction techniques. Scalability is improved for users divided into groups 
g1–g18 by forming close neighbors rather than searching the entire user gap. A superior 
level of prediction efficiency and quality is provided compared to recommendation sys-
tems that only utilize after principal component analysis transforms user items into 
corelated user items. However, an optimized clustering algorithm is developed to parti-
tion users. The model is trained on relatively low-dimensional data, and users are pre-
pared to be targeted by different groups, as shown in Figures 4 and 5.  

Sets are divided into three classes, 𝑐 =  3, and the color is independently selected in 
each group, where colors are similar to each other, as presented in Figure 3a. The  closest 
value is deep blue, while the other two classes are placed at a significant distance. Con-
sidering the item 𝑗 =  1 … 𝐶, calculate the conditional density, 𝑝 𝑥 𝑤 ~𝑁 𝜇 , Σ , by fol-
lowing Equation (8), μ⃗ = ∑ 𝑥 , and applied as shown in Figure 4a. The 2-dimensional 
case is computed when considered in class 1. The standard deviation is in in blue, (𝑋 |𝜔 ) × 𝑋 |𝜔 , where class is conditional for the 𝑋 following this expression 
Σ⃗ = ∑ ( 𝑥 − μ⃗) × (𝑥 − μ⃗), and in Algorithm 2, matching the expression used in all 
classes for the finalized data in Figure 4b, as presented in Equation (6) to find neighbor-
hood selection in a high dimensional data point 𝑑  attribute from a Gaussian source 𝑐1 …  𝑐𝑘. Typically, it is �⃗�  source 𝑐 by following Equation (9).  

𝑁( �⃗� ∣∣ 𝑐 ) = 1(2𝜋) ∣ 𝛴 ∣ 𝑒𝑥𝑝 − 12 (�⃗� − �⃗� ) × 𝛴 (�⃗� − �⃗� )  (9)

  

Figure 4. (a) Presented targeted point in class 1, and (b) all adjusted targeted data points. 

  

𝜇 = 2.0, 𝜎 =  2.8 𝜇 = 2.5, 𝜎 =  2.4 

(a) (b) 

Figure 4. (a) Presented targeted point in class 1, and (b) all adjusted targeted data points.



Mathematics 2023, 11, 1346 12 of 21Mathematics 2023, 11, x FOR PEER REVIEW 15 of 24 
 

 

 
Figure 5. (a) Overall performance and (b) precision-recall curve. 

Table 3. Comparison with existing methods. 

Algorithm Accuracy Precision Recall AUC 
Proposed  0.8831 0.8954 0.8525 0.9218 
Bernoulli’s Naive Bayes [70] 0.875 0.884 0.8633 0.8735 
Multinomial NB [70] 0.885 0.9294 0.8333 0.8787 
SVM [70] 0.8733 0.859 0.8933 0.8753 
NB [71] 0.8183 0.84 0.79 0.82 
SVM [71] 0.8745 0.87 0.88 0.88 
Random forest [71] 0.9601 0.93 1 0.96 
CNN [72] 0.8915 0.8259 0.8246 0.8253 
LSTM [72] 0.955 0.9087 0.8228 0.8636 

5.2. Performance Analysis 
Establishing user-group relationships will mitigate data and provide more efficiency 

among users as presented in Table 3, and especially among those who are relatively active 
and more supportive in recommendations for their watch list. Accordingly, of the 18 split 
groups found in this study that make up the system observed by user-group characteris-
tics and are presented in Figure 6, group 11 has a higher similarity ranking. We can cap-
ture high-order information from user interactions and items if user-group connections 
are integrated into recommendation models, and by integrating user-group characteristics 
into an offer.  

(b) (a) 

Figure 5. (a) Overall performance and (b) precision-recall curve.

Sets are divided into three classes, c = 3, and the color is independently selected in
each group, where colors are similar to each other, as presented in Figure 3a. The closest
value is deep blue, while the other two classes are placed at a significant distance. Con-
sidering the item j = 1 . . . C, calculate the conditional density, p

(
x
∣∣wj
)
∼ N

(
µj, Σk

)
,

by following Equation (8),
→
µ = 1

m ∑i xi, and applied as shown in Figure 4a. The 2-
dimensional case is computed when considered in class 1. The standard deviation is
in in blue, (Xx|ωblue) ×

(
Xy
∣∣ωblue

)
, where class is conditional for the X following this

expression
→
Σ = 1

m ∑i{(xi −→µ )}T × (xi −→µ ), and in Algorithm 2, matching the expression
used in all classes for the finalized data in Figure 4b, as presented in Equation (6) to find
neighborhood selection in a high dimensional data point d attribute from a Gaussian source
c1 . . . ck. Typically, it is

→
x i source c by following Equation (9).

N(
→
x i | c) =

1√
(2π) | Σc |

exp
[
−1

2
(
→
x i −

→
µ c)

T × Σ−1
c (
→
x i −

→
µ c)

]
(9)

All groups in Figure 4 applied these expressions to obtain the final results presented in
Section 6.2, and the Gaussian mixed model is defined as ΣaΣb(xia − µca)

[
Σ−1

c

]
ab
(xib − µcb),

as shown Figure 4b. More probable data points were found by applying Bayes rules,
where xi is from N(

→
x i | c) = N(

→
x i | c)× N(c)/Σk

c−1N(
→
x i | c)× N(c). From Equation (8),

in the expression to convert them to weights, wi,c = N(c|→x i)/N(c|→x i) + · · ·+ N(c|→x n), a
particularly important point is the mean attribute a in items assigned to c, µca = wc1x1a +
· · ·+wcnxna, and covariance of a and b items from c Σcab = Σn

i=1wci(xia − µca)× (xib − µcb),
and prior items assigned to the c expression are defined as 1

n{N(c|→x i) + · · ·+ N(c|→x n)}.
Similarity scores between each cluster group and all other cluster groups in the multi-

clustering recommendation system are shown in Table 3. It indicates how closely related
the clusters are to each other based on the user-item ratings and other relevant features.
Data indicating which clusters are most similar to each other are presented in Figure 4. This
is in support of the decision-making process in which clusters combine or divide in order to
improve the accuracy of the recommendations, as exhibited in Figure 5. It can also provide
insight into the user preferences and assistance in identifying patterns or trends in the data.
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Algorithm 2: Expectation-maximization
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Similarity scores between each cluster group and all other cluster groups in the multi-
clustering recommendation system are shown in Table 3. It indicates how closely related 
the clusters are to each other based on the user-item ratings and other relevant features. 
Data indicating which clusters are most similar to each other are presented in Figure 4. 
This is in support of the decision-making process in which clusters combine or divide in 
order to improve the accuracy of the recommendations, as exhibited in Figure 5. It can 
also provide insight into the user preferences and assistance in identifying patterns or 
trends in the data. 

Table 3. Comparison with existing methods.

Algorithm Accuracy Precision Recall AUC

Proposed 0.8831 0.8954 0.8525 0.9218
Bernoulli’s Naive Bayes [70] 0.875 0.884 0.8633 0.8735
Multinomial NB [70] 0.885 0.9294 0.8333 0.8787
SVM [70] 0.8733 0.859 0.8933 0.8753
NB [71] 0.8183 0.84 0.79 0.82
SVM [71] 0.8745 0.87 0.88 0.88
Random forest [71] 0.9601 0.93 1 0.96
CNN [72] 0.8915 0.8259 0.8246 0.8253
LSTM [72] 0.955 0.9087 0.8228 0.8636

5.2. Performance Analysis

Establishing user-group relationships will mitigate data and provide more efficiency
among users as presented in Table 3, and especially among those who are relatively active
and more supportive in recommendations for their watch list. Accordingly, of the 18 split
groups found in this study that make up the system observed by user-group characteristics
and are presented in Figure 6, group 11 has a higher similarity ranking. We can capture
high-order information from user interactions and items if user-group connections are
integrated into recommendation models, and by integrating user-group characteristics into
an offer.

Attention is applied between each point to represent users and items more effectively
because users within the same group may also have similar interests, making it suitable
to gather information regarding a particular user based on the evidence provided by
others. For an accurate representation of users and items, we propose modelling high-
order connections between user groups in subgraphs based on their interests to minimize
irrelevant and damaging information, as shown in Figure 5. Our analysis used datasets
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containing user-group relationships to test the model using several matrix factorizations.
Therefore, this section describes the performance metrics for evaluating recommender
systems, as presented earlier, in Figure 5. Data indicate whether undecided results may
influence these metrics, and how this issue will be resolved. Measuring accuracy using this
metric is a traditional approach, such as those provided by the recommendation system.
The precision measure is determined by comparing the number of items retrieved with all
the resources retrieved. It can be viewed as an indicator of a system’s ability to provide
quality resources. According to our movie recommendation scenario, precision can be
calculated by multiplying the number of movies that are correctly predicted, which are
movies the user will enjoy, by the total number of movies that are positively recommended,
the sum of true positives and false positives. Since undecided results are not retrieved,
undecided results do not affect recommendation precision. Precision relates to quality,
whereas recall relates to quantity. Whether a recommendation system is capable of making
complete recommendations is indicated by this test. An influential aspect of the ratio is
how many relevant resources are retrieved compared to how many relevant resources are
retrieved. However, its value can be determined by dividing its total number by the number
of correct recommendations. In fact, since undecided answers should influence recall just as
much as positive and negative ones, we determined whether undecided answers indicate a
recommendation for a movie.
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5.3. Evaluation of Results

The performance-analyzing items are percentages of groups predicted by proposed
models. Considers the position of correctly recommended items for each user by the
indicated items test set. To computing efficiency, we randomly selected movies that users
had not given ratings to. We analyzed positive and negative models to rank them into sets.

Several classes were created using a combined method, and users were segmented
based on their profiles. We calculated the F-measures of collaborative filtering using k-
means on user group attributes in the experiment. Users with the experts’ system have
different priorities and calculate the weight of similarities based on the ratings. The
similarity weighting values are computed correlation coefficients between the user profile
data and the ratings or behavior values of the users.
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This issue can be addressed by predicting each user’s rating of an item. The target
user’s expected rating value is positive or non-negative. However, if the predicted value
of the item is low, the target user might not select it in the first place. Items with a higher
forecast rating are considered, while items with a low forecast rating are considered to be
replaced. Suppose an item has a high degree of similarity to the preferences of the target
user. Consequently, it has a low degree of similarity to the contrary condition of the target
user. By analyzing users’ ratings from a unique perspective, the user-based celebrative
filtering is able to identify users who are historically similar to the target user. Neighboring
ratings are combined to determine a rating or best recommendation for the target user. The
Pearson correlation coefficient accurately determines user similarity, and a rating prediction
formula is employed to predict preferences.

6. Discussion

The practical recommendation process incorporates user and item information into the
recommendation process for users. The proposed method has been tested for performance
and accuracy. Since the user element and the item are fully integrated, recommendation
accuracy could significantly improve. It is essential to include those various types of real-
world information to speed up the mining of user embeddings. To accomplish its ultimate
goal, recommendation systems must be efficient for decision-making and to stimulate
actions by users.

6.1. Final Recommendation

A predicted evaluation of no less than zero is usually calculated when the user provides
few ratings. It is required to calculate the highest predicted values in movies (=1) that do
not match the user’s preferences. The top 10 movies with final evaluation values between 0
and 1 are included on the final list of each category.

The recommended system is capable of evaluating specific movies and generating a
final recommendation list by considering the overall similarity of movies to those that the
user has already rated. This list included movies with the highest predicted scores that
related to the user’s preferred storylines, cast, production values, and so on. The movies
in this category typically belong to the genres that users consider to be their favorites, as
shown in Figure 7. Additionally, these movies also have a relatively high predicted value,
making them strong recommendations for user.
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6.2. Evaluation of Proposed Method

In order to validate the quality of the proposed method, the difference between
predicted and actual results for test users must have statistical accuracy. Accuracy can only
be defined once the item has been determined in the recommendation system. True positive
(TP), false negative (FN), false positive (FP), and true negative (TN) are all terms that
represent these situations. In addition to the user-item list with given scores, the training
set also contains user and added information regarding the object dataset’s evaluation
following Equations (10)–(12).

When an item has a positive rating, the actual and predicted ratings support each
other. A false negative rating does not assist the application in meeting expectations. The
recommendation system does not benefit from an incorrect rating, whereas an accurate
rating does. In that case, an objective rating that does not support the proposal, but a due
rating does, it is considered incorrect. A valid negative can be evaluated if both actual and
projected ratings do not support the request.

precision =
TP

TP + FP
(10)

recall =
TP

TP + FN
(11)

accuracy =
TP + TN

TP + TN + FN + FP
(12)

In addition to precision and recall, another widely used performance index reflects
different degrees of confidence in observing the items with high confidence levels to make
competitive recommendations. Optimization of the subsequent estimation allows us to
rank positive and low data points from the rating matrix; positive and zero pairs are
sampled to learn model parameters.

The performance of the recommendation system is improved when ratings above or
below three are considered positive and negative, respectively. However, the error rate
remains significantly average compared to the previous implementation, preventing the
development of hybrid models. It was determined that the process performed statistically
significantly better than the standard filtering method. Filtering with implicit feedback is
best achieved with weighted matrix factorization. It also accomplishes excellent results
over traditional methods due to matrix factorization [52,56]. This approach assigns weights
to observed missing data, which contributes to its effectiveness.

6.3. Limitation

The movie recommendation system, which is fitted to the user’s preferences, is highly
accurate, but it does have some limitations. The system is not able to recommend movies
that are not in the dataset, and the user cannot enter movie names differently from how
they appear in the dataset. Combining preferences often involves linear or non-linear
weighted feature combinations. By improving the similarity measure, the developed model
can be used to achieve better performance, as it captures similarities between users and
characterizes them into subgroups.

The ideal evaluation structure would enable users to make compromised choices
based on different features of a particular item, such as recommended movies with favorite
actors, which resolves the rating prediction problem from an integrated perspective of
correlations; therefore, categorizing “metadata-based,” user-rated movies, such as genre
and cast, combined with ratings. Highlights of the key characteristics of each method,
such as the type of data it works best with, its computational complexity, and its ability
to handle missing data, are presented in Table 4. The similarity between two vectors is
calculated by taking the dot product and dividing by the product of the magnitudes of the
vectors. This method is useful for comparing the similarity of items or users but may not
work well with non-linear relationships. In particular, collaborative filtering recommender
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systems that rely on databases and knowledge bases for storage have similar issues. It
would be supportive if it could be reused and extended in hybrid systems, combining
collaborative filtering and context-based approaches, and improve the recommendation
system’s response time instead of databases.

Table 4. Comparison of key characteristics of methods.

Method Input Output Type of
Algorithm

Handles
Missing

Data?
Interpretability Scalability

Requires
Labeled

Data?

Weighted
matrix
factorization

User-item
ratings
matrix

Prediction
matrix

Collaborative
filtering No Low High No

Gaussian
distribution
rule

User-item
ratings
matrix

Probability
density
matrix

Content-
based
filtering

Yes Medium Low No

Cosine
triangle
similarity

User-item
ratings
matrix

Similarity
matrix

Collaborative
filtering No Low High No

EM
algorithm

User-item
ratings
matrix

Probability
density
matrix

Clustering No Low Medium No

Probability
density
function

User-item
ratings
matrix

Probability
density
matrix

Clustering No Low Medium No

Gaussian
mixtures
model

User-item
ratings
matrix

Probability
density
matrix

Clustering No Low Medium No

7. Conclusions and Future Work

Two significant parts of this paper are addressed. The first discussed the movie recom-
mendation system based on user preferences, and the second discussed data analysis from
a different perspective. Both are discussed in complexity, and several critical conclusions
are drawn. In our movie recommendation system, we use several algorithms to recommend
the most suitable movies related to the subgroups to users. This is based on factors such
as genre, overview, cast, and ratings given to the movie. However, cosine similarity has
consistently given fair results in recommending the movies accurately despite running
several tests. The study compares various similarity measures for different types of data
based on user rating preferences to determine the best-performing model. An effective
recommendation system can enhance user satisfaction and engagement by suggesting items
that align with their interests, thereby improving their overall experience. As discussed
earlier, the implementation of several groups helps to mitigate information overload by
providing users with a curated set of options based on their preferences and interests. This
approach can enhance user experiences by presenting them with relevant choices while
avoiding overwhelming them with too many options. Additionally, the insights gained
from user preferences and behavior can be leveraged to enhance the system itself.

Future work will improve our approach to high-dimensional issues by studying more
effective algorithms coupled with clustering-based methods. The difference in cluster size
affects the scalability and reliability of a recommendation system. For this study, algorithms
have been used to classify the reviews into positive and negative categories. The main aim
of using different methods is to find the most appropriate group of users. Considering the
correct classification method for experimental results leads to higher accuracy.
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