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Abstract

In this paper we explain how the importance sampling technique can be generalized from simulat-
ing expectations to computing the initial value of backward SDEs with Lipschitz continuous driver.
By means of a measure transformation we introduce a variance reduced version of the forward ap-
proximation scheme by Bender and Denk [4] for simulating backward SDEs. A fully implementable
algorithm using the least-squares Monte Carlo approach is developed and its convergence is proved.
The success of the generalized importance sampling is illustrated by numerical examples in the con-
text of Asian option pricing under different interest rates for borrowing and lending.
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1 Introduction
The solutions of a variety of optimal portfolio selection problems and option pricing problems from

mathematical finance can be represented via backward stochastic differential equations (BSDEs), driven
by a Brownian motion W, of the form

dSt b(t, St)dt + O'(t, St)th, So = So,
ay, = —f(,S,Y, Z)dt + Z,dwy, Yr = ®(95).

In the context of option pricing, S typically is a basket of financial underlyings, ® is the payoff function
of the option, Y is the price process of the option, and Z is related to a hedging strategy (possibly in
the Follmer-Schweizer sense), see e.g. the survey article by El Karoui et al. [11]. In the classical pricing
problem of options without early-exercise features, the driver f is linear and so today’s price Y, reduces
to the expectation of the discounted option payoff under an equivalent martingale measure. In general,
the driver may become nonlinear, for example when considering different interest rates for borrowing and
investing in a bond, see Bergman [6], or when computing utility indifference prices, see e.g. Becherer [2].

In the classical linear option pricing problem, a generic way to calculate prices numerically is to apply
a Monte Carlo simulation of the underlyings and then average over the discounted payoffs. However, the



estimators for the option prices resulting out of this procedure often suffer from high empirical variance.
This is, in particular, the case for out-of-the-money options or more general for options containing some
rare-event feature.

The efficiency of the Monte Carlo approach may be drastically increased by the choice of an appropriate
variance reduction technique. In this respect the importance sampling technique turns out to be highly
efficient for some path dependent options, for instance of Asian type, see e.g. Glasserman [13]. The basic
idea of importance sampling is to change the drift of the underlyings by a change of measure in order
to force more simulated paths to take value in ‘interesting’ regions (e.g. in the money). In this way one
obtains more non-zero pay-offs resulting in a more stable estimator. One delicate feature of importance
sampling is its requirement for tailor-made choices for the new measure. Choosing a wrong drift rather
results in variance blow-up than in variance reduction. The complexity of this method is reflected by the
vast existing literature concerning the ‘optimal choice’ of the new measure in diffusion models. While one
branch of literature tries to tackle the problem in continuous time, see e.g. the articles of Newton [23],
Milstein and Schoenmakers [22] or Guasoni and Robertson [16], other authors develop specific strategies
for special settings in discrete time, see e.g. Boyle et al. [8], Glasserman et al. [12] or Okten et al. [24].
Besides its application in finance importance sampling methods are also used in many other areas such
as environmental modelling [25], biology [15], or computer graphics [26].

The aim of the present paper is to introduce importance sampling to Monte Carlo schemes for non-
linear pricing problems which are represented by nonlinear BSDEs. There is by now a variety of Monte
Carlo schemes for BSDEs which can be distinguished by two features: Firstly a scheme can be directed
backwardly in time as the ones suggested by Gobet et al. [14, 19], Bouchard and Touzi [7], and Zhang
[27], or forwardly through Picard iterations as proposed by Bender and Denk [4] and Labart [18], Ch.
III. Secondly the schemes differ by the kind of Monte Carlo estimator which is applied to approximate
the nested conditional expectations. Popular choices are estimators based on Malliavin calculus [7], non-
parametric regression [18], quantization [1, 10], and least-squares Monte Carlo [4, 5, 14, 19]. We briefly
mention that least-squares Monte Carlo has also been successfully applied to the pricing problem of early
exercise options, see [3, 9, 20].

In this paper we focus on the forward scheme with least-squares Monte Carlo, i.e. we introduce
importance sampling in the context of the paper by Bender and Denk [4], but it is straightforward
how the ideas can, in principle, be transferred to the other settings. The paper is organized as follows:
After setting the problem we briefly resume the Picard-type scheme of Bender and Denk in Section 2.
Section 3 introduces a modified version of this forward working technique. Parameterized by a change
of measure we introduce several time discretizations for (Yp, Zy) and analyze the error due to the time
discretization and the Picard iteration. We then replace the conditional expectations by a least-squares
Monte Carlo estimator in Section 4. Here the change of measure for the importance sampling considerably
complicates the situation, as the approximations for (Y, Z) need not be square integrable under the original
measure. To get around this difficulty, it is essential to carefully take the density process of the change of
measure into account, when designing an appropriate regression basis. We analyze the regression error
in dependence on the choice of basis and prove convergence of the corresponding Monte Carlo estimator
as the number of simulated paths tends to infinity. Finally we demonstrate the success of the variance
reduced estimator in a simulation study in the context of Asian option pricing under different interest
rates in a Black-Scholes economy. In this study we find a variance reduction of more than factor 10 for
the at-the-money case and more than factor 35 for the out-of-the-money case.

2 Preliminaries

We investigate numerical solutions of the following decoupled forward-backward stochastic differential
equation (FBSDE) on a complete probability space (2, F, F;, P), where the filtration (F;) is the aug-



mentation of the one generated by a D-dimensional Brownian motion W:
dSt = b(t, St)dt + O'(t, St)th, SO = S0,
Yy = —f(t,5,Y:, Zy)dt + ZdWy, Yr = ®(9).

Here the coefficient functions b: [0,T] x RM — RM 5 :[0,T] x RM — RM*D " £.70, 7] x RM x R x
RP — R are given. The terminal condition for the BSDE is defined via the functional ®, which acts on
the paths of S and is Lipschitz continuous in the sup-norm. Recall, that a solution is a triplet (5,Y, Z)
of (F;)-adapted, square-integrable stochastic processes. We require throughout this paper the following
assumptions, which in particular ensure the existence of a unique solution:

A 1. For each (t,s),(t',s") € ([0,T] x RM):

Ib(t,s) — b(t', s)| + |o(t, ) — o(t,s)] < K (\/|t — V] +]s— s'|) .

A 2. For each (t,s,y,2),(t',s',y,2") € ([0,T] x RM x R x RP):

f(t,s,y,2) — f(t, s,y 2)| < K (\/|t 45— 8|+ y—y] + |2 — z’|) .

A 3. There is an M’-dimensional Markov process (X, Ft) with Sy as its first M components such that
E{ sup |Xt|2} < oo
0<t<T
and ®(S) = ¢(Xr) for some Lipschitz continuous function ¢ with Lipschitz constant K.
A 4.
sup [b(t,0)| + |o(t,0)[ +[£(2,0,0,0)| + [¢(0)] < K.

0<t<T

We now explain the starting point for the algorithm developed later on. Consider the following family
of decoupled FBSDEs parameterized by some measurable, bounded and adapted process h : [0, 7] — RP:

dst = [b(t,S) + o(t,SP)h)dt + o(t, SM)dW,
dY" = [=f(t, S}, Z) + (Z) " hldt + Z AW,
Sy = s0, Yi=o(X}).

where T denotes the transposition of a matrix. We denote (S,Y, Z) := (S°,Y?, Z%), the solution of the
original FBSDE with h = 0.

The first observation is that the initial value of the backward part does not depend on h. In fact,
defining a new measure Q" by dQ" = V1dP where

t 1 t
mg:exp{—/ hdeu—E/ |hu|2du},
0 0

we can apply the Girsanov theorem, to deduce that the law of (S* Y, Z") under Q" is the same as
that of (9,Y, Z) under P. In particular, the constants (Yy, Zo) and (Y, Z&) coincide. We mention that,
however, the path of the processes at later time points (S, Y" Z") and (S,Y, Z) differ. Nonetheless, in
many applications, e.g. in option pricing problems, one is mainly interesting in estimating Y. Having
the different representations for Yy at hand, we aim at reducing the variance of Monte Carlo estimators
for Yy by a judicious choice of h. This turns out to generalize the importance sampling technique from
calculating expectations to nonlinear BSDEs. In the present paper we concentrate on a specific Monte



Carlo scheme for BSDEs, namely the forward scheme by Bender and Denk [4], which we now briefly
review. Generalization to other Monte Carlo schemes for BSDEs are expected to be straightforward.

For a given partition 7 : 0 =ty < ... <ty = T with sup, |t;41 —t;| =: |7| < 1 we define A; = t; 11 —¢;
and use the Euler-Maruyama scheme S™ for the forward part of the system S. The increments of the
Brownian motion are denoted by AW,; = W,;1; — W;. We add the following assumption:

A 5. For every partition w there is a deterministic function u, : T X RM' x RP — RM' gych that
Xg :uﬂ(tivXZ,laAWii1)7 XZ; :Xo,
satisfies X7, = S7 . form < M and E [|X], — Xr[*| — 0 as |x| — 0.

Under Assumption A 5 (X7, F3,) is a Markov process under P as well.
The approximation scheme for the backward part is now defined recursively for 0 < i < N by

[ N-1
n,m ™ T n—1,m n—1,m
YT = EG(XE)+ Y ft, ST YT 20T AR
Jj=i
[ N-1
n,m AWd,i T T n—1,m n—1,m
Zd;ti = E A ¢(XT)+ Z f(tj7Stj7Y'tj ' 7th 7 )AJ fti
¢ j=i+1

initialized at (Y07, Z%™) = (0,0). We apply the convention AWy := 0 and use constant extensions for
the approximation, i.e. Y;*" :=Y;"" and Z;"" := Z;"" for t € [t;, ti1].
Theorem 2 of Bender and Denk [4] gives the convergence of the Picard-type discretization scheme:

Theorem 2.1. There is a constant C such that

sup E[[Y; — Y] + E
0<t<T

T n
1
/ |Z, — Z;“’T|2d31 <CE[|Xr— X[, |*] + C|x| + C (5 + C*7r|> ,
0

where C* = K*(T + 1)(4DK?(T + 1)DT + 1).

In comparison to the backward schemes of Bouchard and Touzi [7], Gobet et al. [14] and Zhang [27]
the error estimate contains an extra term due to the Picard iterations. This drawback is offset by the
moderate error occurring by the approximation of the conditional expectation with some estimator. The
error in the forward scheme does not explode if the mesh grid size tends to zero as it is the case for the
backward schemes. For more details, see the discussion in [4], pp. 1802-1803.

3 Modified forward scheme

In this section we introduce the time discretized analogue to the Picard-type iteration scheme with
importance sampling induced by some process h. As it is natural that the choice of h will vary with
the partition 7, we do assume from now on that the partition 7 is fixed. At first we specify the class of
processes which we will consider in the sequel.

A 6. The discretized process h is given by
he, = h(t;, AWy, ..., AW;_1)

for some bounded deterministic function himxRP x...x RP — RP. The bound of h will be denoted
Ch,.



The modified forward scheme is then given by

AWPT = AW-+ht.AZ—7O<z‘<N—1 AWET =0

K3
phmi = exp{ Zh AWk—fZ|htk| Ak} 0<j<i<N,
k=j
XM = Xo
Xh,ﬂ' _ h,m h,m .
ti = uﬂ(ti,Xtiil,AWiil), 1 S 2 S ]\f7

and, for 0 <i < N,

Y;}ilm,w - B |:\IJ;L1<,7T Ji Xh ™ 4 Z \I/h i f(t; ’Sfj,ﬂ’ YtijL,n—l,‘fr7 Zthj,n—l,n)Aj> }—ti:| ,
AW
Z(;L:ZJT — E[ N (q/t ,TT, 1(1) Sh T Z \I/h , z ” Sthj,fr7 }/;?,n—l,w’ Zthj,n—l,Tr)Aj> ’]_-tl:| 7

Jj=i+1

initialized at (Yt?’o’ﬂ, ZZ_’O”T) = (0,0). Again, we omit the superscript h, if h = 0, in which case this is
just the forward scheme discussed in Section 2. Note that, by construction, the first M components of
XZ '™ coincide with SZ '™ defined via the Euler-Maruyama scheme

h,m
Sto = S0,
ST = b, SPT) + ot ST A + o, SETIAW;, 0<i< N -1

Defining a new measure Q"™ by dQ"™ = \If?;r’odP the Girsanov theorem implies that the process

N-1
WT =W+ > hy (o At —t; A),
§=0

is Brownian motion under Q™™. Consequently, AW"™ are Brownian increments under this measure.
This implies that (X"™, %) is a Markovian process under Q"™ and that the transition probabilities of
X" under Q™™ are the same as those of X™ under P.

The following theorem shows that, in this Markovian setting, the conditional expectations in the
above iteration scheme actually simplify to regressions on XZ’W. On the one hand this is crucial for the
Monte Carlo algorithm described in the next section, on the other hand it also allows us to derive some
convergence results for the modified scheme in an elegant way.

Theorem 3.1. Under the standing assumptions there are deterministic functions y."" and z"" not
depending on h such that

VT =g
2 = (X0

In particular,

hn,m h,m,i h, ﬂ' h T, 2 h,m hn—1,7 hn—1,m h,m
Yti - E[\I/tN X + E \I’ vStj thj ,th )Aj Xti ]7
h,m
AW
hn,m d,i h,m, z h,mw 1 h ST hn—1m h,n—1,7 . h,m
= E[ N (xpm E vy Y/ Zp )A]) ‘Xti }
i
j=i1+1



Proof. We proceed with a double induction, working forward in Picard-iterations and backward in time.

The claim is true for n = 0,47 =0,..., N, since by definition Ytho7T =0= Zg’g’” ford=1,...,D. Due to

the terminal condition Yt};\[”” = ¢(XZ7NW) and Z{lj\’,"’w = 0 for each n it is also valid for n € N and ¢ = N.
Now, suppose the claim is true for Y»n=17m zhn=17 anq for Y™™ ZM™™ for some i < N — 1.

tit1 tigt1
Then we can conclude
r N—-1
hn,m h,m, 1 h,m z h K hn—1m h,n—1,m )
Y, = BV, ¢ )+ E ‘IJ t] 7Ytj ath )A; }
L J=i

r N—-1

- E \I/iz;vﬂ K Xh ™ + Z E \Ilh T, 1|]_~t] (t, St};,ﬂ.7 Y;}jz,n—l,ﬂ'7 Zthj,n—l,ﬂ')
L j=i

r N—

_ E\IIZ;:TZ( Xhﬂ' Z j’Shﬂ Yhn 1,7 Zhn 17r j)’ftl]

A ftz:|

_ EQ}L‘“ Yh n,m

tit1

fti] + St ST YT 2T A,

h,m h.
= E“ ?+T{(Xt ﬂ)

]_— :| +f(t“5h7r n— 17‘I’(Xhﬂ') n— 17T<Xh7r>)Al

? 'L

_ EQh”' n, 7r(Xh T

l+1 7,+1 1

Xhﬂ":| “SZW,yn lﬂ'(XhTr) n— 17T(Xh7r))Ai
=y,

where we first use the martingale property of \Ilizj’ﬂ’i, the fifth equality is due to the induction hypothesis
and the sixth one is true because (Xth ™ F,) is Markovian under the measure Q™. Finally, the function

y;"" does not depend on h, because (XZ ™, F,) has the same transition probability under Q™™ as (X[, F,)
has under P.
Similarly, we obtain, ford =1,..., D,

h,m

AW . g ,

h,n,m d, h,m,i h,m h,m,i h,m hn—1,7 ~hn—1m

Zd,ti = E{ A : (‘I’tN ¢(XtN ) + E ‘I’tj f(tja Stj >Ytj ath )Aj> "Fti]
! j=it+1

h,m

h AWd h = h h 1 h 1
S L (RN S O A e ’”>Aj)\fti}

A; =
Jj=i+1

o [AWLT
EQ” |: d,i Yh,nnr
A;

tit1

h,mw

h,m AWdl T h,m
] -5 [ gt

)

h,m AW(;L;” n,m h,m
EQ |: Ai’ yz+1(Xt+1)

XZ)“] =257 (X,

where we used the independence of AW}>™ and X/"™ and the notation z""(-) = (217 (), ..., zpa (). O

Since the regression functions do not depend on the choice of h and Xt}g T = Xo, we can conclude

that the error made by approximating (Yy, Zo) with (Y,’fg’”’”, Zt};’"’”) is independent of h. Hence, we can
simply choose h = 0 for which case the error estimate was already derived in Theorem 2.1.

Corollary 3.2. There are constants C and C* (independent of h) such that for all h

n’;’"’”—yo|2+|ziz"*”—202SOEHXT—X,?|]+c|7r|+c( +c*|7r|) ,



where C* is the same constant as in Theorem 2.1.

Remark 3.3. Another way to prove this result is to rewrite the iteration scheme under the new measure
QM. Since (ST, Y ZhnT) has the same law under the new measure as (S™, Y™™, Z™™) has under
P we can derive the above error estimate.

We now add a further assumption which guarantees that \IJZ ’”’OY:’"’” and \I'Z ’”’OZZ T are square-
integrable under P. This assumption turns out to be essential in order to avoid infinite variances within
the Monte Carlo implementation.

A7 For0<i<N-1

N-1

2
E[(w;ﬁ%(ng) + Oy wpmo f(tj,Sfj’”,0,0)Aj) } < o0,

j=i
For the first level of the Picard-iteration the above claim is now straightforward:
Lemma 3.4. It holds that (\I/Z’W’O}Q?’l’”, \I/,Z’W’OZZ’LW) € L?(P) for every 0 <i < N.
. h,m,i _ qh,7,0 h,m,0 h,m,0 . . . .
Proof. Since W>™" = W™ /W™ and W™ is Fy -measurable we obtain for 0 < i < N:

N-1
h,m,0y b, h,m,0 h,m h,m,0 h,m h,n—1,7 hn—1,m7
\Ijt,; Y;z =FE {\IJW ¢(XtN )+ E \Ijtj f(tja Stj ,Y;j >th )Aj

i=i

a 1)

h,m,0 7 A”c;l"ﬂ h,m,0 h - h,m,0 h h,n—1 h,n—1

™, 3T, T 7z 5Ty 70 3Ty 3T yn—L1,7m sn—1,m

vy, Zd’t'f = E[ A (‘I’t,\, A(X") + E \I/tj f(t;, St]_ thj " ,th” )AJ) ‘.T-ti} (2)
¢ j=i+1

Consequently for n =1

tN

N-1 2
Bl < B[ (wirtatet) + 3 w500, ) | < o0
=i

and by Holder’s inequality

(AW})?

h,m,0 ~>h,1,7
Bllormzp ] < B

N—-1 2
EK‘I’?K’%(X&W” > \If?;“"’f(tj,St’;’”,o,mA]—) ]

j=i+1

IN

N—-1 2

2

(K + 20,2;) E[(w?jv%s(xff) + ) qu’”vof(tj,s,{y”,o,omj) } < 0.
¢ j=i+1

O

In order to derive the analogue result for n > 1 we now state some a priori estimates generalizing
Lemma 7 in [4].

Lemma 3.5. Suppose I' and v are positive real numbers, y*,z,1 = 1,2 are adapted processes and

N-1
vyl = E[W?,f%(X&”H ST WOt P A A, f}
j=i
h,m,0 (¢) AW(Z’: h,m,0 h,m = h,m,0 hoo (L) _(v)
Wy, Zd,ti = F A U o(X) + Z \I’t_,» f(tjvstj y Yt 2y JAVEIGAE
¢ j=i+1



Then

N-1
‘ h,m,0v(1) _ qyhom,0y(2) 2} ‘ { B0 (1) qphoms0 (2) 2} ,
Ogﬂfg\,/\zE [thl Y, WY, | +Z;/\zE |\Ijti Zy, vz, RAY

< KXT+1) <(|7r| + %)(21)(7 FOOT+1)+ 2%)

N-1 N—-1

1

y (T Z \E [|‘I’Z’W’Oyt(il) _ ‘I’Z’ﬂ’oyf?ﬂ A + Z \E |:|\I/Z,W,OZ§3) _ ‘I’Z’W’Ozt(?”ﬂ Ai) 7
i=0 i=0

where )\0 =1 and )\z = (1 + FAifl))\ifl.

The proof is given in the Appendix.

With this result at hand we can conclude:
Corollary 3.6. For every 0 <i < N and n € N we have (¥}™°Y,/"™™ @m0z "™y ¢ L2(P).

Proof. Considering (Y™ Zhnm) and (Yhn—1m Zhn=1m) we are in the situation of Lemma 3.5 with
y = yhnolm @) = yhn=2m (1) = gzhn=1m and 2(2) = Zhn=27 Hence, choosing v = 8DK*(T+1)
and I' = 4K?(T +1)(2D(y + C})T + 1) we can estimate

N-1

h h h hn—1 h h h hn—1
max \E [|x1:tf”’0Yt.’"“ — glmOyhn 7“|2} + S NE [|\Iftﬁ”’OZt,’"”r _ gm0 ghn v“|2] A,
Jmax Y Y > 2 2
- 1=0

r 1 h,m,0y-h,n—1 h,m,0xh,n—2
N—-1
+ Z \NE [|\IJQ’W’OZZ”L7LW . \IIZ,W,OZZ,n72,7r|2] Az)
=0

r " h,m,0x k1,72 gy hm,0 k1w 2
<(3ii+3) (omm oot + 3 oum utmozi o]

2

r 1 nt h,m,0x h, 1,7 = h,7,0 7h,1,7

i=0

Here we iteratively applied Lemma 3.5 and the last estimate is due to Lemma 3.4.
The claim now follows by induction. For n =1 it is true by Lemma 3.4. Now, suppose it is valid for
some (n — 1) € N, then

E |\I]Z,7r,0thlZ7n,7r

2:| < 2 |:|\I]Z,7r,0}/vtlz7nfl77r|2} +2F |:|\I]Z,7r,0YrtiL7n,7r _ \IIZW,OY;?,nfl,TrlQ )

The first term is finite by the induction hypothesis, the second one can be estimated with the above
calculation. For the Z-part we can proceed analogously. O

4 Least-squares Monte Carlo

To get a fully implementable algorithm we have to approximate the conditional expectations by some
estimator. In this section we describe a simulation based least-squares Monte Carlo estimator and prove its
convergence. Recall that the least-squares method can be applied to estimate the conditional expectation
of a square-integrable random variable, see e.g. [9, 20]. However, we cannot guarantee that the processes



(Yhnm zhnm) are square integrable in general under the measure P. Therefore we cannot apply the
least-squares approach directly to (Y™™ ZPm™) but work with (Uhm0yhnm gyh.m0 zhnmy ingtead.
As explained above, our remaining task is to estimate

h,n,m h,ﬂ,z h, 7T h,m z h,m h,n—1,7 hn—1,m
Y;fi = E |:\IltN X + E : \I/tj Jv Stj ’Y;tj 7th )A ]
h,m
hn,m 4 h,m,i h, 71' § : h , z h,m h,n—1,7 hn—1,m )
Zd,ti - E|: i (\I]tN X \II t 7Stj 7}/;j 7th )AJ> ’ft1:| )
g Jj=i+1

which we will do in the sequel. For any random variable V' such that \IJZ_”“’OV € L*(Fy, P) and E[V|F;,] =
E[V|X["™], we write E[V|F;,] = (U101 E[W" ™V |F, ] and note that

B[PV |F,] = 0™ BV|XPT.

Consequently, E[\I’Z”T’OV|FM] is the orthogonal projection on the space L? (gi’”’, P), where gih’” denotes
the o-field generated by the random variables of the form \IIZ’W’OU(XZ’W) for deterministic and measurable
functions v. We now replace this projection by a projection on a finite dimensional subspace. To do so,
we choose, for each time partition point, D + 1 sets of basis functions

{po,i,1 (), poix,,(-)} for the estimation of Ylt]””r and

{Pa,in(),-- - pai K, (-)} for the estimation of Zg’t’:’”.
We assume that

h,m,0 h,
ng,i,k = \Iltiﬂ— pd,i,k(Xt,; W)

satisfy E[|n}; ,|°] <ocoforevery0 <d < D,0<i< N—-land0 <k < Kg, and that (0}, ,...,n}; «, )
are linearly independent for every 0 < d < D, 0 < i < N — 1. Now we define Afj’i = span(ng,i7k) and

denote by P;ﬁi the orthogonal (in the L?-sense) projection on AZZ As these spaces are finite dimensional,
there are coefficients ag,; (V) such that

Ka,;
P[0y = Z ik (V)W pa k(X10), (3)

The inner-product matrices associated to the chosen bases are

y h . h
Bdl,i =F [nd,zyknd,i,l]k7l=1,_“7KM . (4)
Hence we obtain as coefficients
aai(V) = (Bi,) " Elnf,V], (5)
where 773,2' = (nfiﬁiyl, e ,nQ,LKw)T and aq (V) = (aai1(V),- .., aaik,,(V))". Finally, the correspond-

ing estimator for E[V|Fy,] = E[V|XZ’7T], given the basis {paq,i,1(-), ..., Pk, ()}, is

Ka,i

Y ik (VIPain(Xi).
k=1



Thanks to Theorem 3.1 and Corollary 3.6 we can apply this machinery for estimating Yh T and
ZZ;Z ™. As estimators for these quantities we define

vhnm h,7,0N—1 ph h,m,0 hﬂ' h‘n’O h,m < hn—1,7 Zhn—1m
Yy, - (‘I’ti ) Po,z' |:\I]tN X )+ E :‘1’ 7Stj 7Yt]- 7th )Aj]

Ko,i
= agznkﬂpmk(Xh’ﬂ)a

k=1
~ AWT - ~
h,n,m h,m,0\— d,i h,m,0 h 7r h,m O h iy h,n—1,m h,n—1,7
Zd7ti - (\Ilti ) 1P£i |: A. (\Ith X Z \Il ’Ytj ’th )AJ)]
v Jj=i1+1
Kd i
h,7r
= Z Qg ik Pdi, )
where
N-1
h,n,m — h,m,0 h,m h,m,0 h,m \>hn—1,7 Zhn—1,7
Qo = (Bg,i) IE[WSL,Z- (\IItN ¢(XtN )+ Z \I’tj f(tj75t]- 7Ytj 7th )Aj>:|7 (6)
j=i
and for d > 1
AWh’-ﬂ—
h,n,m — d,i h,m,0 h,m
i = (B0 B S5 (i ety
N—-1
h,m,0 h,m y;hn—1,7 Zhn—1,m
+ Y Uy, ST YT 2, )Ajm, (7)

j=it1

initialized at (Y07 Zh0m) — 0,

Remark 4.1. Note that Assumption A 7 and Theorem 4.2 below guarantee that the weights in (6)—(7)
are finite.

In the following, we analyze the error resulting from the approximation of (\I/Z’”’OYZ,L’"’”, \IJZ’”’OZZ’"’W)
with (\I/h o O?h r \Ilh T OZh ™). Analogously to Bender and Denk [4] this will be done in terms of the
projection errors |\p 4 Oy nm — PL w0y and (U0 20T — PR(WETOZETT)]. We extend
their Theorem 11 (Whlch corresponds to the case h = 0), reﬂectmg the advantage of the Picard-type
scheme: The error induced by the approximation of the conditional expectations does neither explode
when the number of time steps tends to infinity nor does it blow up if the number of iterations grows. We
simply obtain, that the L2-error is bounded by a constant times the worst L2-projection error occurring
during iterations.

Theorem 4.2. There is a constant C depending on the data and the bound of h such that

N-1
h,m,0y0-h h,m,0y h h,m,0 Sh h,7,0 ~h
max E |:|\I/tfﬂ-’ Yi,’n’ﬂp *\I]t"ﬂ’ }/’t"n771'|2} + § E [|\Ijt»'7r7 Zt,’n’ﬂ 7\1/#7?» Zt,ﬂ’ﬂ 2} Az
0<i<N i i i i — i i i i
i=

<C| max max (E {|\IJ?’7T’OK}_L’V’TF — Péli[\I/?_’ﬁ’OKh’V’W]F]
1<v<n 0<i<N ° ‘ ’ ‘ *
D
z : h,m,0 7h,v,T h h,m,0 7h,v,m7(2
+ E |:|\Ilt1 Zd,ti - Pd,i[\]:lti Zd,ti ]| ] >>

d=1

for sufficiently small ||.

10



Proof. Define

N-1

hnm h,m,0\— h,7,0 h, h,7,0 h,m hyn—1,7 Shn—1,
VUM = B ) 4 X ST 2 .
=i
N h ST
h.n,m 0\ — h,m,0 h,
Zd,ti = (\I]tiﬂ ) 1E T <\II " d)(XtNTr)
1
N—-1
h,m,0 h,t hon—1,m Shn—1,
Y WOy, ST Y ”)Aj> f]
j=i+1
Then we obtain
h,n,m =
PO : |:‘~Ifh s OY nmT \Ijizi,mOY;fZ,n,Tr} _ \PZ,W7OK?,7L,W _ P&Z {WZ,W,O}/ZL,n,Tr} 7
h ~
Pdl|:\IJh7TOZ nﬂ*\IthOZC}lLZW} _ ‘I’Z’W’OZ(Z’Z’W*PQi [qjhﬂozggﬂ}'
Due to the orthogonality of the projection we also have
e R (A

+E |:’P0h71 {W?i,ﬂ,on?,n,ﬂ} _ \IIZ,W,OYZL,nm‘Q} ’

hnTr

and the analogous equation holds for Z; "". Consequently, we get for any 0 <7 < N,

E _\‘I’Z’W’Oﬁ?’n’” _ ‘I’Z’”’OK}Z’"’”IQ]
- B ‘\IIZ,W,O}’}t?,n,W _ Péli[qlz,wﬂnf;,n,w“ :| +E |:|P0 z[ h , T OYh n, TI'] _ \I/Z,w,O}/vt?,n,W|2:|

h,n,m

- B |:‘P0 Z[‘I]h T OY \I’Z_’F’OY;’;’”’”“Q} +E |:|Pgti[\llgi,ﬂ,onib,n,ﬂ] _ \IIZJT’OYV:’”J'Q}

h,n,m

IA

E ‘\I/hWOY

_ \If?i’”’()}gi?’"ﬂﬁ] +E [|P&i[\1,ili,7r,0y;f;,nﬂr] _ \I’Z’”’OWZ’”’”F} ’

where we used in the last step that nontrivial orthogonal projections have norm 1. In the same way we
get
B |:“IJZ7‘IT,OZZ,R,‘IT . \Ijili,mOZZ,n,Tr|2:|
D h,
< ZED\IJPLWOZ nﬂ_\IjZm,OZgjgﬂ :| +ZE[‘PdIL hﬂOZhn‘ir]_\IIZ,ﬂ,OZz,Z,ﬂ
d=1

2}_

Multiplying these inequalities with the weights \;, satisfying A\g = 1 and A\; = (1 + T'A;_1)A;—1 for some
T" > 0 to be specified later, we obtain

N-1
0r<nza<)§v)\ E |:|\I/h T Oyh n,m \I/h s Oyh n, 7T i| + Z )\ I:‘\IIZJT,OZZWJ . \I/Z7W,OZZ,n,7r|21| Ai
h, Ry h,
S OmaX )\E[|\Ilh7rOY nﬂ—\IfZ7ﬂ70}/tiLvnvﬂ|2:| )\E[‘\I/h‘ﬂ'oz n‘“'_\Ijh'frOZhnW| :|Al

I
<

3

+ Om,ax )\ZE [‘P()h’i[\pZ,Tr,Othl?n,ﬂ} _ \Ilili,ﬂ,O}/;fZ,n,TrF

—

D N-—

h,7,0 7h,n,m h,7,0 7h,n,m
+ Z Z “Pd AV 2T =T 2y |2} A;. (8)
d=1 i=0

11



Applying Lemma 3.5 with v = 8DK?*(T + 1) and I' = 4K?*(T + 1)(2D(y + C#)T + 1) yields

N-1
OI<IlaX /\E“\Dhnoyh”ﬂ_‘thoyﬁnw } Z/\E[\IJhTrOZh"” \DZ,W,OZZ?TL,WQ A,
1=0
< £|ﬂ_| + 1 max ME |:|\I,h,7r,0?h,n—1,7r _ \Ijh,ﬂ,OYh,n—l,w|2:|
—\4 2 ) \o<i<n " b Tt b Tt
N—-1
£ XN (2 W ) )
i=0
Putting estimates (8)—(9) together we obtain
N—1
max M B [[TOTLT w0V 2| ST AR (T2 - w0z P A
i=0
h ghom0y hin, h,m,0y h,n,
< max A2 |R [T OV - wp Oy |
D N-1
+ 30 30 N [P0z ) - w0 2] A
d=1 i=0
+ E|7‘r| + 1 max ME “\ph,ﬂ,oi}h,n—l,w _ \Ilh,w,OYh,n—l,ﬂ-|2:|
4 2 ) \o<i<n " b Tt b Tt
N—1
n Z ANE |:|\IJZ,7T,OZZ,7L—1,W _ \IJZ,Tr,OZZz,n—l,W|2:| Ai)-
i=0
Iterating this inequality yields
N—1
max E |:|\II?_’7T’OYZL’”’7T \I/h Fis Oyh n, 7r i| + E |: \I,?,W,OZZLIJ’LJT _ \I,?.77T,0Zt’l.7n77r|2:| Az
0<i<N i i : ’ ; ;
- =0
n—v
h [gyhm0y by, h,m,0y h,v,m|2
D N—-1
+ Z NE “Pd}ti[\:[}z’mozg:tiﬂr] \Ilh , OZ(iiLtz: 7'r| :| Az)
d=1 i=0
T = T 1 Y h 7,0y h,v, h,7,0x-h,v,m |2
<Y () ( max B[R IETOY T ey
v=1 -
D N-1
i Z Z E [|Pd Z h 71' th yw] _ \I/Z,w,ozgfi,qz} Ai)-
d=1 i=
Hence, the claim finally follows if |7| is small enough. O

Remark 4.3. The proof of the above theorem only made use of the fact that orthogonal projections

have norm 1. Hence, it holds for orthogonal projections on any, possibly infinite-dimensional, subspaces
AL, € L3(GM, P),

The final approximation step of our algorithm replaces the expectations in (4) and (5) by their
simulation-based counterparts. That is, we assume that we have L > maxy;{Ky,;} independent draws

from (AW/"™, X" (X[27), ™7 k) which we denote by (AxW/"™, xX"™, o(\X[5T), a0 anlk,)

12



for A\ =1,..., L. The column vectors of these copies are denoted by (AW?’", XZ’“, gb(XZl] ), Ps'h 2 ez)i),
e.g.
h h h
X = (X0 LX) T

Define
hL _
Ad,z = T ()\ndzk:) L Lokmt, Koy ,d=0,...,D,
so that
A
h,L R h,L\T p1h,L __ h h .
By = (Ag) Agi = 7 Z Ad.ak ATd 0 ford=0,...,D
A=1 ki=1,. Kg;

are the simulation-based analogues to the matrices BQ% Since the inverses of BZ’iL need not exist,

we switch to the pseudo-inverses (AZZL )t in order to introduce in recursive manner simulation based
analogues to (6)—(7) with the help of the least-squares method. In detail we define:

h,0,7,L
ag; " = 0,d=0,...,D
Ko,i
vhn—1m h,mt,0N—1 h,n—1,7,L h
AY = D O™ agy 10,1,k
k=1
Ka,i
Zhn—1m _ h,m,0 1 _hmn—1,7L h
AZ = § (A\Ijti )~ Agi ks Ad, ik
k=1
h,w  <hn—1m7 Zhn—1,m h,m vh,n—1,7 Zhn—1,7m\\T
f(t;) = (f(ti, 1557, 1Y, s 144, ),---7f(ti, LSy, LY, A )
[T A SEP A S B0 -h,Tr,O
A = A (Pl o) + § : Psil e ()4 )
h,m
AW,
h,n,m,L 1 h,L\+ d,i -h‘n’O hﬂ' hﬂ'O
ag’ = —(.Ad’i) T Psi o (X} E P51 of(t;)A; ) ),d=1,...,D,
VL i <
=i+1
. . . . . . L
where e denotes the componentwise multiplication of two vectors and we used the abbreviation as’zm’ =
(aform kM INT CThis enables us to define simulation based estimators by
dil o 40K
Ko, Ko,
vhn,m, L h,m,0N\—-1 h,n,m,L_h _ h,n,m,L h,m
Yi - E (\Iltb ) aO i,k nO ik T aO ik potivk(Xti )7
k=1 k=1
Ka,: Ka,:
7hmn,m L h,7,0\—1 hmn,m,L_ h _ h,n,m,L h,m _
g} = § (W) gy nda = gk Pdik(Xy "), d=1,....D.
k=1 k=1
Note that the thus constructed coefficients solve linear least-squares problems, e.g.
1 &
hn,m,L _ . T h h,m,0 h,m
ap’; = arginf — E a g — AV (X))
acR¥0,i A=1
N-1 2
h,m,0 h,m oh,n—1,7 Zhn—1,m7
= TR f (i, A8, Y s ALy, JAVIES
j=i

and similarly ford =1,...,D.
Next, we derive almost sure convergence of the simulation based estimators starting with the coeffi-
cients.

13



Lemma 4.4. (ozgln ™l O/EZ s L) converges P-almost surely to (ozgln T ozlz)rz ™), when L tends to
mnfinity.
Proof. We proceed with an induction on n. For n = 0 the claim is true by definition, since

ahdml = aldm =0, d=0,...,D,k=1,... Kqg;.

Now, we suppose convergence is already proved for some (n — 1) € Ng. We only show the convergence

for ag e Y for some fixed d > 1, the arguments for oag 7L are basically the same.

By the law of large numbers we have

Jim Bl =Bl P-as. (10)

As Bd , is invertible the same is valid for B 1 pr0v1ded L is large enough. We assume L to satisfy this

condition in the following. In particular, AL 4 then has full rank and its pseudo-inverse can be written
as
h,L h,L\—1, gh,L\T
(Ag:) T =By ) (Agy)
Hence, we obtain

L h,m

1 AWy

h,n,m,L hL 2 AVdg
ad,zn " (Bd i (Z Z 77d i :

h,7,0 h,m
()\\Ith ¢(>\XtN )

A;
N—
h,m,0 h,m vhn—1,m —hn—1,7
Y AT, ST Y, A )Ag‘)>
j=it1

so that due to (10), we only have to show for all 1 <1 < K4,

L h,Tr N—-1
h,m,0 h,m h,m,0 h7r hn 1,7 —hn—1,m
EZ ndzl (A‘I’ SOXIT) + > ATty 2507, Y s A2y, )Aj>
A=1 Jj=i1+1
AW;: h,m,0 hﬂ' hTrO h,m v hn—1,7 Zhmn—1m
— F ndle \I’tgj X Z \Il t]’Stj, ’}/tj7 s 7Zti7 s )A] P-as.

Jj=i+1

To do so, define

Ko,; Ka,i
vhn—1,m h,m,0\—1 h,n—1,m7 h 7hn—1m h,m,0—1 hn—1,m h
AYy = Z(A\Ilti )~ Aok AT0i ks AZd,tq; = Z(A\I}ti )" Qi ANdik (11)
k=1 k=1
Z7hn—1m —~h,n—1m Zhn—1,7m\T
and )\Zti = (>\Zl,t,1 gy )\ZD b ) .

Note that

A/\qur h h — h h Shon— Shon—
Ang,i,lTﬂ (A‘I]t]:;mo(b(AXt&ﬂ) + Z )\\I,t]-m’of(tjv /\Stjmv )\Ytjm 1,7r7 /\thm l,w)Aj) , A\ = 17 o L
v j=i+1

are independent and identically distributed with the same distribution as

AW; , T N—1
% h,m,0 h,m h,m,0 h,m \>hn—1,7 Zhn—1,m7
775”11 A, (‘I’tN ¢(XtN )+ Z ‘I/tj f(tj75t]- aYtj 7th )Aj)'

j=it1
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Moreover, it holds that
h,m

h AI/Vcl,i h,m,0 h,m = h,m,0 h,m y>hn—1,7 Zhn—1,m
E Nd,i,l A, ‘Ith ¢(XtN )+ Z \I’tj f(tjvstj aYtj thj )Aj
! j=i+1

< ALZ \/E { (ns,i,lAW;;f)2}

N-1 2
|:<\I’h ,m,0 Xh T Z \Ijizj,mof(tj’ SZJ’ 2?,7171,777 Zthj,nl,Tr)Aj> :|

j=i+1

\/E 77(111 A + CRE {(773,1,1)1 A7

2
~ ( [( Z \I/h ™ 0 St};,‘fr7yvt};,n—l,7r’ ZZJL—LW) _ f(tj’SZLj,n’O’O))Aj) :l

B

Jj=i1+1
N-1 24\ 1/2
+E K\IIZ;”%(XZ;“)+ > @Z’“’Of(tj,Sf;”,o,O)Aj> D
j=i+1
L2+ CRANYZ [T, N2
< —\/K Nd,i1
1
><<2T2K2E[l max (|\1/?_’”701Z’?7”17”|2+|\If§f”’02§?7"17“?)]
i+1<j<N-1 J J J J
N—1 24\ 1/2
h,m, h,m h,m, h,T
+E|:<‘1/t1\7 O(Z)(XtN )+ Z \Iltj Of(tjaStj aOaO)Aj> :|>
j=i+1
2GRN [ )
- \/E d,i,l
Ko, ; 2 D | Ka,; 2
2 1772 hn 1,m _h hn 1,7
><<2T K E|:i+1£nja<)§\/1 <‘ aoik M0,5.k +Z; 5,k Ud,j,k )]

1/2

2
+E[(\1/”° XY + pr’”o t, h”,o,O)AJ)D < 00,

J=i+1

where we used Holder’s inequality, the independence of AWZ“’T and Xth '™, the Lipschitz continuity of f
and Assumption A 7. Therefore we can apply Kolmogorov’s law of large numbers, and deduce that

L N-1
h,m,0 h,m h,m,0 h,m vhn—1,7 —hn—1,7
ZZ ’7(111 (A‘I’ LX)+ > AT, 2507,V s 22y, )Aj>
A=1 j*i+1
AW(JII-L;T h,m,0 hﬂ' h7r0 h,m \>h,n—1,7 Zhn—1,m
— Enl,, Ao | T e (X Z Um0 f(ty, ST YT 2T A ) | Pras. (12)
g j=i+1
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Finally, we obtain

1 L th N-1
h,m,0 h,m h,m,0 h,m ohn—1,7 Zh,n—1,m7
‘Z > A ( LAETE0 D RN NN e (FRBVCARND VA )Aa)
A=1 Ai j=i+1
L ™ N—-1
1 AAW/K ~ ~
h d,i h,m,0 h,m h,m,0 h,m h,n—1,7 hn—1,7
T 2 Mdia— (AT O0XT) + > TS F(t, ASETL Y VA )A;
A=1 ¢ j=i+1
L
K AA ~
h h,m,0 vhn—1m hn—1m
< T Mdil = a E AW ’ Y, — Y,
A=1 J=i+1
h,m,0 Zh,n—1,m 7h,n—1,m7
)\\Ilt]- ‘)\th - )\th )
L h,m N-1 Ko, j
< K h A)‘Wd,i . | h ‘ . | h,n—1,n,L h,n—l,Tr|
=L > Mdyi = T Do D il - lag ~ Xk
A=1 v j=i+l N k=1
D Ka,;
+ ‘ ‘ h n—1,m,L h,n—l,Tr|
NI j i d.j.k ~ Yk
d=1 k=1
max max |ah,n—l,7r,L _ ah,n—l,ﬂ‘ max max ‘ah,n—l,ﬂ',L _ h,n—l,ﬂ'|
T 0<j<N-1 \1<k<Ko; OIF 0.5k 1<d<D 1<k<K4, DIk .5,k
W N—-1 Ko, D KdJ
X7 E >\77d1l A : E E |/\770,3 Kl + E E |/\77d,g k (13)
v j=i+1 d=1 k=1

The first factor converges to zero due to the induction hypothesis, the second one to a finite number due
to the law of large numbers. Combining (10)—(13) yields the claim. O

Consequently, we obtain the P-a.s. convergence of the simulation based estimator:
Theorem 4.5. (Yh L ZZZ’"’”’L) converges P-almost surely to (Yh T 2{:"”) as L tends to infinity.

Proof. For any 0 < i < N we obtain

|2];L7H,TF,L . }//\;ib,n,ﬂ‘ + |2thi,n,7r,L _ Etfz,n,ﬂ|

Ko,i D Ka
_ h,n,m,L h,n,m h,m,0y—1 h h,n,m,L h,n,m h,m,0\—1_h
= E :(ao,i,k _a01k)(\llti ) N0 k| T E (adzk _adlk)(‘llti ) Mk
k=1 d=1 k=1
KO'L
hn7rL hn7r h,m
< max ’a E k X
= 1<k Ko, 0,i,k Qi k |P0z )
D Ka,i
h,n,m,L h,n,m h,m
+ max max ‘ -, X7
1<d<D 1<k<Kg4: QAgik d,ik ( ti )‘
' d=1 k=1
Hence the claim follows in view of Lemma 4.4. O

We now summarize the approximation of (Y, Zg) by the modified forward scheme with importance
sampling in a least-squares Monte Carlo framework:
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The final estimator for (Yo, Zp) is (}A/tz i L ZZ)" L) Notice that at time £ = 0 the only choice for
the projection spaces is Ad o =R for any 0 < d < D. Taking {1} as basis, we observe that

N—

vhn,m L 2 : h,m, O h, 7r § : h m, 0 h,m Uhn—1,m Zh,n—1,m
}/to - 7 <>\\Ij X ]7 )\Stj 5 A}/;j 5 )\Zt]- )AJ),
=0
LAWY
—hn,m, L 1 A h,m, O h 7r h,m, O h,m vhn—1,m Zhn—1m
Zd,to = L 7A0 <>\\I/ X )+ E \I/ J, )\Stj , )\}/tj , >\th )A] .

It is important to see that the averaging here is over dependent paths, because the weights in the definition

of (,\}A/h’"_l’”7 ,\Zhj’"_l’”) depend on the whole collection of sample path. In the very special case f = 0,

one averages, however, over independent paths and Yh L reduces to the usual Monte Carlo estimator

for the expectation of ¢(XT) with importance samphng given by h. In the context of option pricing (with
f=0) in a complete market Zy is (up to a linear transformation) the delta of the option. The estimator
7 h;tr; L then corresponds to the likelihood ratio delta with importance sampling. For more information
on this classical situation we refer to Glasserman [13], Ch. 4.6 for importance sampling, and Ch. 7.3 for
the likelihood ratio delta.

We now decompose the error into

|Yb_yhnﬂL2+|Z0_ hn‘n’L|
< 3 <|Y0 _ Y;ﬁ,n,ﬂ'|2 + |Z0 _ Ztig,n,Tr|2) +3 (D/tz,nnr _ ﬁg,n,ﬂ'|2 + |Zgj,n,7r _ Z\Z[L),n,n

’)
+3 (D//\'t’;,nﬂr . S}tzm,w,LF + |/Z\Z))n’ﬂ— . Et}t]mm)];lQ)

The first term captures the error due to the time discretization and the iteration. We know from the
results in Section 3 that this error does not depend on the choice of h. In typical situations it is of
order 1/2 in the mesh size of the time partition and converges exponentially in the number of iterations,
see Corollary 3.2. Although the size of this first error term does not depend on h, we emphasize that
Y;g’"’ﬁ is the expectation of an expression, whose variance changes with h. The second term contains
the error stemming from the choice of the basis. Obviously, the weights (6)—(7) in the construction of
(f/tz’n’”, 2{; ™) depend on h. Hence, for the second error term, the choice of h influences the error term
itself and the variances in the computation of the weights. By Theorem 4.2 the second term converges
to zero when the basis increases in a way that the projections spaces A , exhaust the space L? (Qh T P).
Finally, the third term covers the simulation error. Thanks to Theorem 4.5 this error converges to
zero almost surely as the number of path tends to infinity. The objective of the importance sampling
procedure, introduced in this paper, is to reduce this third error by a judicious choice of h. While a
theoretical analysis for the choice of h is beyond the scope of the present paper, we illustrate the success
of this importance sampling by some numerical examples in the next section.

5 Numerical experiments

We now apply the algorithm to the pricing problem of an Asian call option on a single stock in a complete
market in two different models. The terminal condition in this case is of the form

T
o:(ST, / Sudu>,
0
t
Xt = (Sﬁ/ Sudu>
0
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For approximation purposes we replace it by some discrete-time counterpart. Here we choose the
simplest approximation

N-1
¢<S§TN, > S;fjAj).
j=0

Corollary 4.4 of Zhang [27] completes the error analysis of Theorem 2.1 and Corollary 3.2: There is a

constant C' such that
T N-1
EH¢><ST,/ Su du> - ¢(S:N, > Sg;Aj>
0 -

The first model which we consider is the standard Black-Scholes model with constant coefficients.
Hence the FBSDE becomes, after the measure transformation,

dsy = [bSP+oSth] dt + o SPdWy,

b _
- “zh g Zthht} dt + 2w,

2
]§C|7r.

ay; [rYth +

1 T +
Sk 50, Y{f:(T/ Sﬁdt—K) .
0

Moreover, we consider the model introduced by Bergman [6], where we have different interest rates for
lending r and borrowing R, resulting in a nonlinear driver of the backward part:

dsy = [bS! 4+ oSthy] dt + o SpdWy,
b—

g

Sh 50, Yﬁ:(f/ Sfdt-K) :
0

We now have to specify the discrete process h;, for the importance sampling. In the following we
concentrate on the variance induced by the terminal condition and neglect the variance stemming from
the driver. Therefore we can make use of the rich literature concerning the choice of h, which is available
in the context of option pricing. We pick out a rather heuristic approach by Glasserman [13] for this task.
Glasserman et al. [12] show that this method is equivalent to another asymptotically optimal approach
for the linear problem.

We restrict ourselves to equidistant time increments, i.e. A; = ||, i =0,...,N — 1, and also h;, will

have the simple structure hy, = \/hl’—‘ for h; € R. Hence, using the Euler-Maruyama scheme, we receive
s

h

i -
vy} "zh —(R-1) (Yth - —t) + Zthht] dt + ZMdw,
g

{rYth +

hi
Virl
for standard normal random variables &;. Defining £ = (&, ...,&n—1) and h = (ho, ..., hn_1) we also get
Uy, = exp{=pT€ — 3h7h}.

+
As approximation for the terminal condition we choose q[)(XthIf) = (ﬁ Zfio SZ’” - K) . In abuse of

ST = ST 4 bS)T || + o ST

i+1

7| + o SETAW; = SP T + bS] + aSp T/ [w (& + hi)

notation we consider ¢ as function of £ so that we can write

Elp(§)1ye)>0] = Elexp{In(¢(£))}1ge)>o0l

= FE [GXp {In(a(§ + 1))} exp {UTS - %bTh} 1¢<5>>o}

Q

B [exp {In(o(0) + ¥ In(60))€ ~ 7€ = 5570 10
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Mean and std of Y as a function of the number of paths
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Figure 1: Convergence of )A/t};’"mp’ﬂ’L in the case of linear BSDE.

If one can find h which satisfies VIn(¢(h)) = b, we would approximatively end up with the expectation of
a constant random variable independent of £ and consequently get a low-variance estimator. The condition
Vin(é(h)) = b is the necessary condition for a local maximum of the function § — In(¢(h)) — $57h.
However, maximizing this function is equivalent to maximizing ¢(h) exp(féth). This can be done
numerically as described by Glasserman [13].

In our simulations we use 20 time steps and a function basis of bivariate monomials =, xg for 0 <
a, 8 < 3 for every point in the time grid. That is we choose Ky,; = Ki; = 16 and po,(-) = p1,:(-) for
i=1,...,N—1. Choosing the same basis for the Y- and the Z-component, we can use the same matrices
for several computations thereby reducing considerably the computation time. The Picard-iteration is
executed until the difference of two subsequent estimators of the initial price is smaller than the stop
condition 0.001 i.e. |Y£"”L - Ytﬁ’"_l’ﬂ’ﬂ < 0.001. In the option pricing problems of this section the
number of executed Picard iterations is rather low. There are no more than 4-6 iterations necessary to
get this accuracy.

The following parameters are used for the simulation procedure:

b o r T so K
0.06 02 01 1 100 100

This example was also examined by Gobet et al. [14] without variance reduction in the context of the
backward scheme. As reference value Lapeyre and Temam [21] give 7.04 for the linear BSDE.

We calculate the estimators for the initial price for a number of simulations from 500 up to 50.000 and
repeat this procedure 100 times, thereby examining the convergence behavior with respect to the number
of simulations. Figure 1 shows the empirical mean plus/minus two empirical standard deviations of the
100 independent repetitions for the estimated initial value in the Black-Scholes model using
the crude least-squares Monte Carlo method and the variance reduced algorithm respectively. We see
that importance sampling reduces the empirical variance roughly by a factor of 11, which demonstrates
the success of the variance reduction. The estimation of the price is at approximately 7.00 slightly below
the reference value of 7.04. This error is mainly due to the crude time discretization of the average. It

Ahv"stopﬂ"'vL
Yio
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Figure 2: Convergence of Y, * in the case of nonlinear BSDE.

can be mended by adding more time steps or applying more sophisticated discretization schemes for the
average as suggested by Lapeyre and Temam [21] or Jourdain and Sbhai [17].

We get a similar result concerning the empirical variance, see Figure 2, in the case of different interest
rates for lending and borrowing. Here, we use R = 0.15, » = 0.1 and all the other parameters stay the
same. This method is even more effective in the out-of-the-money case. We illustrate this with Figure
3, where we again take the model with the nonlinear BSDE but now with a higher strike (K = 120). In
this case we receive an empirical variance reduction by a factor of 36 in average.

Overall we may conclude that in the test examples on Asian option pricing the introduction of im-
portance sampling drastically increases the efficiency of the Picard-type scheme for BSDEs.

A  Proof of Lemma 3.5

Define yr, = yfl) =y, 2, = 2( — 27 and Afy == f(ts, SPT 0, 50) = Fts, SETpD A7), Since
\I/h ™9 is an {F%, }-martingale, we can rewrite, noting (1) and (2),

\I,Z,W,OYtEL) - E [\I/izl,vmo( Xh T Z f i Sh 71-7 yt th ) ’fn]

Jj=i+1

B (W F ] F (s ST A0) A

t;

tit1 tit1

E |:\I/h T OY(L)

fti] PO f (g, ST 0 YA,

and

AW
h,m,0 (¢ h,m,0 d,i L
\Ilti Zz(in)fi =E |:\Ilt i+1 A }/tEJr)l

7.
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Figure 3: Convergence of Y’ in the case of nonlinear BSDE and out of the money option.

In a first step we show that

N-1
S [jutro 2 - w7 a
=0
N-1 2T +1)K? N-1
< 2+ O Y NE [0V —w oy PR A SRS Z NE [0z, 2] A
=0
2T +1)K2 = i
v =0
We have
AWq i+ he, A
h,7,0 ~(1 h,m,0 (2 d,i ti =% h,m, O 1 h,m,0-(2
\Ilti Z¢(i-,t)i - \I/ti Zéyt)i =L [T (\I/ti+1 (L+)1 vy tit1 Yti&) ‘]:ttj|
AWasi (= hor 0y (1) B0+ (2) B0+ (1) hy,0+(2)
- E |: (\Ilt +1 }/t i1 \Ijt i1 }/;f i1 E[\Ijt i1 Y; i1 \Il tiy1 th i1 ‘ftz}) Fti
h,m,0vy-(1) h,m,0v,(2)
+E {hm LT AR TR 0 +1) ]-'tl]
1 B \I/h x OY(l) \I}h - oY(z) B \Ijh x oY( ) \Ph ™0y-2) | 2 r 12
E tiv1 tiy1 tit1 tiy1 [ tit1 tit1 tiy1 1+1| tl]) ti

+E |:ht \Ilh s OY(I) \I/h T OY(Z)

i tiv1 Ttiya tit1 7+1)

7.
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Hence,

h,m,0 (1 h, 7,0 (2
E||wpm0z4) w0z 1|

2 hom,04-(1 By, 0+ (2 R, 04 -(1 hom,04-(2

S KE |:|\Ilt +10}/;(+)1 \I} 7+10}/;(+)1 |2 [\Ijt +1O}/;(+)1 \Ilt +10}/t(+)1 |ft7]2:|
h,m 1 h,m 2
+202E (| U0V - w v

tit1 Ttiyr
2 o 04 (1 B 04 (2 B, 04 (1 04 (2 .0
= KE [|\I/ tit1 YtE+)1 \Ilt1+1 YL+)1|2 |\Ilti }/t(z ' v, YtE )~ \I/tl'i AfiA"Q}
h,m,0y (1) h,m,0y-(2) |2
+20hE |:|\Ilt i1 YL+1 \I/tz+1 5/;1+1| :|
<2p ey -

h,7,0y-(2) |2 h,m,0y-(1) h,m,0v-(2)2
A tit1 “tiga \I/ tit1 Y1+1| - |\Ilt1 Y;fl - \Ijti Y;,i | :|

4B (WD - w Oy e OA L] 4 202E [|wl

h,m,05-(1) h,m,07-(2) |2
tit1 Y7+1 \Ij tit1 Y1+1‘ :| °
Multiplying with A;A; and summing up from 0 to N — 1 yields for v > 0

N-1

S Uzl - a2 s e - VP
=0

< NE “\I,hwoyu) \PthY 2)| } 14 Z \NE [ \IIhTI'O}/v( ) \IJZ’W7O}/;§E2))\I]h7TOAfZ:| .

N-—1
2 h,m,0y,(1) h,m,0x-(2) (2
+207 Y NE [l‘l’ml v —ghmoy) } A,
1=0
N-1 K2 N-—-1
S 2")/ Z )‘zE [|\I,Z,7T,0Y—ts \Ilh T, Oy(2)| ] A +9o— Z )\ E |: ‘\Ilh T, 0 + |\I/Z,7r,02ti|)2} Az
=0 i=0
N-—1
#2C Y0 B [0 - W] o
1=0
N—-1
207+ C3) 3o NE [JUrm0Y ) — wm oy PR] A
1=0
1+ T)K2 =
+27( +T)

1 T 2 N-1
> NE [\xlf,’jf’“ozt \2} A+ y U+ TK” +
5

: i ; ZAE{\I/’”O
i=0

where we used Young’s inequality and VA
Secondly, we shall derive

Q]A

2
=72,

max AE [Njhnoy( ) \Ijz,n,oyt(iz)ﬂ

< KT+ 1) + (ZAE[W’”O ] NZ {|\If’”°t7|2}Ai>. (15)

i=0
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To this end we estimate
h,m, 1 h,m, 2
E [|\I’tl OYtE; ) - vy, OYt(,- )ﬂ

h,m, 1 h,m, 2 1 h,m,
S (1 + FA")E |:|\I]t +10}/t(+)1 \Ij 1+10Y;(+)1| ] (Al + f)E |:|q]t7, OAf1|2:| A'L
tir1 tit1 tit1 tit1
(T+1)
T

1
< (1+TA)E [|\phﬂoy<1> \ph’foy<2>|] (I + D KX(T +1)E {|\PZ’F’Ozti|2} A,

(il + R B [Jm ] A

Multiplying with \;, an iterated application of the above inequality yields (15).
Finally, we put (14)—-(15) together, and, noting that Z is D-dimensional, we deduce

N-1
h,m,0+-(1 h,m,0y-(2 h,m,0 (1 h,m,0 (2
max A B {|\I!ti AR T )|2] + Zz; AN E {I\I'ti z{) -y Zt(i)|2] A
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< KT+ 1)(|r| + = (Z ANE [\xp’”o } Z {|\I/Z’”’Oyti|2} Ai>
1=0
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+2D(y+C) 3 NE [0 - w0y P2 A
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L 2PEE DI N~ g R

2} A,

7

< K*(T +1) <(|7r + f)(2D(7 +CHT +1) + 25)
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=0
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