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ABSTRACT With the rapid development of social media, danmaku video provides a platform for users

to communicate online. To some extent, danmaku video provides emotional timing information and an

innovative method to analyze video data. In the age of big data, studying the characteristics of danmaku

and its emotional tendencies can not only help us understand the psychological characteristics of users but

also feedback the effective information of users to video platforms, which can help the platforms optimize

related short video recommendations so that it can provide a more accurate solution for the selection of

audiences during video production. However, danmaku is different from traditional comments. Current

emotion classification methods are only suitable for two-dimensional classification which are not suitable

for danmaku emotion analysis. Aiming at the problems such as the colloquialism, diversity, spelling errors,

structural non-linearity informal language on the Internet, diversity of social topics, and context dependency

of emotion analysis of the danmaku data, this paper proposes an improved emotion analysis model based

on Bi-LSTM model to classify the further four-dimensional emotions of Pleasure, Anger, Sorrow and Joy.

Furthermore, we add tags such as comment time and user name to the danmaku information. Experimental

results show that the improved model has higher Accuracy, Recall, Precision, and F1-Score under the same

conditions compared with the CNN and SVM. The classification effect of improved model is close to the

SOTA. Experimental results also show that the improved model can be effectively applied to the analysis of

irregular danmaku emotion.

INDEX TERMS Danmaku, emotion analysis, emotion classification, Bi-LSTM.

I. INTRODUCTION

In recent years, emotion analysis research has entered a

period with rapid growth, and has gradually become a hot

spot in academic research. The network media has abundant

emotional symbols and abundant emotional colors. The net-

work informal language (NIL) has become the mainstream.

Network new words are emerging one after another, and the

subject is generalized [12], [13]. Online social texts exist in

rich social contexts, with short text lengths and incomplete

information. The unique characteristics of network media

have brought great challenges to the accuracy of traditional

text sentiment calculation methods.

Emotion analysis is the process of analyzing, processing,

summarizing, and reasoning on subjective texts with emo-

The associate editor coordinating the review of this manuscript and

approving it for publication was Xin Luo .

tional colors. With the ability of emotion analysis, the natural

language text with subjective description can be automati-

cally judged on the positive and negative tendencies of the

text and the corresponding results are given [14]. It is widely

used in comment analysis and decision-making, e-commerce

comment classification and public opinion monitoring.

Indiana University scholars use the mood analysis tool

provided by Google to predict the Dow Jones Industrial Index

from 9.7 million messages, with an accuracy rate of 87%

[30], [34]. Based on 45 million online shopping data per

month and combined with the popular reviews of products

mined on social networks, Wal-Mart developed the machine

learning semantic search engine Polaris, which increased the

number of online shoppers by 10% to 15% and increased

sales by more than one billion dollars. Wall Street’s Derwent

Capital Markets company analyzes global 340 million Weibo

account messages and judges people’s emotions [45], [59].
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People always buy stocks when they are happy, and they sell

stocks when they are anxious, so the company decided to buy

or sell the stock based on people’s emotion. The company

achieved a 7% yield in the first quarter. At present, online

social media contains rich information about online users’

emotions, and has become the best resource for countries

and enterprises to understand the emotions and opinions of

netizens.

In recent years, danmaku culture has developed rapidly.

As a new type of information carrier, danmaku has become an

indispensable part of people’s daily life, communication, and

entertainment [1], [2]. More and more people use danmaku

to communicate with others on the Internet. Whether in the

process of watching videos or watching live broadcasting,

danmaku plays an indispensable role in people’s commu-

nication [2]. The development of the danmaku is based on

the development of video. Since Google acquired YouTube

in 2006, YouTube has entered the global people’s vision.With

the growth of YouTube, more and more people explore the

business opportunities in videos, which drives the develop-

ment of video websites around the world. Danmaku video

originated from NICONICO animation, which is a Japanese

danmaku video-sharing website. Moreover, danmaku video

quickly spread to the whole world. Typical danmaku video

websites in China include bilibili, Tencent Video, etc.

Danmaku and comments are used in people’s interactions.

However, the difference between danmaku and comments is

that danmaku can greatly improve the interaction between

people [3]. Because the danmaku is timely, it can instantly

display the content sent by the user on the screen at a specific

time point in the video, and it can better show the sender’s

thoughts, moods, and other information at that time. The

appearance of the danmaku allows the audience to exchange

views with more people and get more responses from them,

instead of focusing on the first few pages of the comment list.

Besides, the audience of the danmaku video is younger [4].

Inmany videowebsites andAPP that use danmaku, the young

people occupy the main body in the user group, and the

consumption level of young people is higher than that of the

average audience group. Research on danmaku has also a

high commercial value. Studying the characteristics of dan-

maku and its emotional tendency has great practical value [5].

It feedbacks the effective information of users to video plat-

forms, which can help the platforms improve live streaming

technologies and optimize short video recommendations so

that it can provide a more accurate solution for the selection

of audiences during short video production. As a new net-

work video mode, danmaku video is recognized by more and

more users, but now few scholars have begun to pay atten-

tion to danmaku and use danmaku as data for research and

analysis [6].

Considering the above background, how to utilize the

features of danmaku to improve or design an emotion anal-

ysis model, how to investigate the dynamic changes in

multi-dimensional emotion in danmaku, and how to apply

the emotion analysis to video platform are new challenges

in emotion analysis and evaluation [15]. In this paper, based

on mining the danmaku data in semantic layers and statistics

analyzing users’ emotional characteristics, an emotion anal-

ysis model of danmaku reviews is constituted. We processed

the danmaku data, including filtering, word segmentation,

removing stop words, and constructing word vectors. The

paper proposes an improved method based on Bi-LSTM

model to extract emotion features to analyze danmaku video

content. This machine learning algorithms is a hot research

topic in emotion analysis that can improve the generalization

performance of emotion classification. Therefore, the results

of this study are of significance and have practical value in

video analysis and video recommendations.

The main contributions of this paper could be summarized

in the following three aspects.

• Firstly, we propose an improved method based on

Bi-LSTM model that can identify and classify the

four-dimensional emotion of danmaku messages.

• Additionally, we achieve the analysis of danmaku data,

obtain the dynamic changing trend of the number of

danmaku messages and their timestamps, and obtain

the time distribution of four-dimensional emotion of

danmakumessages namely Pleasure, Anger, Sorrow and

Joy.

• Furthermore, we dig deep into the practical value

and commercial value of danmaku, offering a whole

new idea for short video production and video

recommendations.

II. RECENT DEVELOPMENTS ABOUT DANMAKU

EMOTION ANALYSIS

In recent years, with the rapid development of danmaku, more

and more researches incline to the direction of danmaku,

mainly including the analysis of user motivation and behav-

ior, public communication, emotion analysis, recommenda-

tion, data mining based on danmaku and so on.

In the aspect of neural networks and optimization meth-

ods, X. Luo et al theoretically analyze the characteristics of

an AMNLF model and presents detailed empirical studies

regarding its performance on nine HiDSmatrices from indus-

trial applications currently in use [7], [9]. In the aspect of

Recommenders Algorithms, X. Luo et al carefully investi-

gates eight extended SGD algorithms to propose eight novel

LF models and adopt the principle of Hessian-free opti-

mization. They successfully avoid the direct manipulation

of a Hessian matrix by employing the efficiently obtainable

product between its Gauss-Newton approximation and an

arbitrary vector [8], [10]. In the aspect of user motivation and

behavior, Chong Tong and others adopted a content analysis

method to analyze the danmaku information from bilibili

video website and they reckoned that the danmakumotivation

of the users mainly includes three types information demand,

entertainment demand and social demand [42]. Based on this,

14 kinds of behaviors, such as teasing, slogans, chanting,

and formation arrangement of comments, are derived. In the

aspect of emotion analysis, Qing Hong et al others acquired,
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preprocessed and analyzed the danmaku data [37]. By intro-

ducing the user’s emotional indexes and using them as the

user’s feature for unsupervised classification, they improved

the traditional K-Means algorithm and introduced DTW to

calculate the distance of the user’s emotional distribution.

And they also proposed a user classification algorithm based

on emotion analysis of danmaku data to realize the analysis

of danmaku data and the classification of danmaku users.

Yangyang Zheng and others used the sentence-level emotion

analysis method to establish the danmaku emotion analysis

model based on the emotion dictionary and extracted the

emotional words and calculated the emotional value of the

comment texts, and by analyzing combined with the time

series, obtained the emotional information contained in the

danmaku data in the network online videos. In the aspect of

recommendation based on danmaku, Xuqiang Zhuang ana-

lyzed the LSTM network model and AT-LSTM model based

on attention mechanism and proposed a SIS-LSTM emotion

analysis model combining video importance score and LSTM

network model, and finally effectively detected the highlights

in the video. Yang Deng and others proposed an emotion

recognition algorithm of video clips based on danmaku text,

which was used as the recommendation basis of video clips;

at the same time, according to the relationship of emotional

dependence between video clips, they recommended the rel-

ative video clips, and the experimental results showed that

this model can be effectively used for the emotion analysis of

irregular texts with complex information [38]. In the aspect

of data mining, Ming He used data mining technology to

systematically analyze and quantify the new characteristics

of danmaku data, such as multi-peak and herding effect

to create the model; given the uncertainty of online-video

popularity prediction of danmaku function, Ming He pro-

posed a multi-factor popularity probability prediction model

and constructed a deep hybrid model for large-scale image

classification.

It can be seen from the research of current scholars that

the danmaku and a real-time text review corresponding to the

video time point have become the main means to study online

videos with various related research contents and it is also

mature in some aspects [16]. However, in recent years, most

of the researches focus on the animation, TV series, and other

aspects on the danmaku video websites. Few scholars apply

related technologies to sports events, and there are few related

researches in this field. Most of the research only studies the

distribution of the danmaku with the whole view and get the

general data about the video, but fails to combine the single

user with the danmaku data they sent to get the information

about the specific user [17]. At the same time, we find that it’s

much simpler to do sentiment analysis but very hard to carry

out emotion analysis. The next level of sentiment analysis

is in the field of intent analysis where few researchers have

been working on mining out intent from the chunk of text,

which seems of very high business value. Besides, it is also a

new attempt to apply the emotion analysis of the danmaku to

the improvement of the video platform, the guidance of the

subsequent short video production, and the recommendation

of the video audience. This paper proposes an improved

danmaku emotion analysis model based on Bi-LSTM model

to classify the further four-dimensional emotions of Pleasure,

Anger, Sorrow and Joy.

This paper is devoted to the problems mentioned above

using Tencent Video’s danmaku as data set for data min-

ing and natural language processing, improving Bi-LSTM

model, and applying to emotion analysis. Because of the large

number, multiple categories and high quality of the NBA

games, this paper takes this as the starting point to analyze.

Considering the characteristics of the danmaku, this paper

adopts the two-way long, and short-term memory network

model based on the emotion analysis method of machine

learning, and the experiment proves that it can be better

applied.

III. EMOTION ANALYSIS MODEL OF DANMAKU

A. SOURCE AND METHOD OF OBTAINING DANMAKU

DATA

The experimental data comes from the NBA videos in

Tencent Video. The data is obtained by crawling with Python.

The experiment saves the data (danmaku text and related con-

tent) returned by the network request every time you watch a

video by referring to the Python requests module. Since each

request can return a maximum of 8000 danmaku text data,

the maximum number of requests can be obtained through

a relevant interface open on the Tencent Video website, and

then it is traversed to obtain the desirable danmaku data set

for each video.

B. DANMAKU DATA PREPROCESSING

After studying the data set, we found that most of the length

of danmaku text is not less than five and there is no reference

value for a danmaku less than five in length. Therefore,

we use the program to read each danmaku and remove data

that is less than five in length. The danmaku retained after

being processed by the program is the object of our further

research.

In terms of word segmentation, we chose pkuseg, the

open-source word segmentation tool of Peking University,

as the word segmentation tool. Pkuseg is a multi-domain

Chinese word segmentation toolkit developed by Peking

University based on the paper [54]. It is simple and easy to

use, supports segmentation in segmented fields, and effec-

tively improves the accuracy of segmentation. Comparedwith

jieba and THULAC, pkuseg has shown good performance.

Therefore, we choose it as a tool for our word

segmentation [22].

As can be seen from TABLE 1, after processing by the

pkuseg tool, the long text in the danmaku is well divided into

several short words [23]. The next step is to get word vectors

from these short words.

The danmaku data obtained by crawling contains a piece

of useless data. For example, some shorter texts do not
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TABLE 1. Proprocessed Danmaku data.

contain emotions or some meaningless sentences. Therefore,

to obtain high-quality data, the crawled data must first pass

through Filtering, word segmentation, etc. The Word2Vec

model is used to obtain the word vector in the experiment.

Word2Vec is one of the methods of Word Embedding, and

its purpose is to convert unstructured words into computable

structured vectors. It is an important step in transforming

realistic problems in artificial intelligence into mathematics.

It solves the problem that classifiers are not good at dealing

with discrete data, and it also plays a role in expanding

features to a certain extent. Word2Vec will consider the con-

text, so compared with the traditional Embedding method,

Word2Vec has better results, faster speed, and strong gen-

erality. It relies on the Skip-Gram word-jumping model for

unsupervised learning training using large-scale danmaku

corpora to obtain word vectors.

Assume that the size of the dictionary index set V is |V|,

and V = 0, 1 . . . |V| − 1. Given a text sequence of length T,

the word at the time step t is w(t). When the time window

size is m, the word-jumping model needs to maximize the

probability of generating all background words for any given

central word

∏T

t=1

∏

−m≤j≤m,j 6=0
P

(

wt+j
∣

∣

∣
w(t)

)

(1)

The maximum likelihood estimation of the above formula

is equivalent to minimizing the following loss functions:

−
1

T

∏T

t=1

∏

−m≤j≤m,j 6=0
logP(wt+j|w(t) ) (2)

The conditional probability of background words gener-

ated by given central words in loss function can be defined

by softmax function.

When training the model, each iteration is actually to use

these gradients to iterate the vectors of the central words and

background words in the subsequence. At the end of the train-

ing, we get the vector sum of the two groups of words as the

center word (vi) and the background word (ui) for any index

word ‘i’ in the dictionary. In the text processing application

of danmaku data, the central word vector is obtained by using

the skip word model.

C. EMOTION ANALYSIS BASED ON BI-LSTM MODEL

Most of the existing emotion classification models are

comment-based classification models, which have two cate-

gories: emotion dictionary and machine learning [11]. There

are many machine learning methods such as support vector

machine (SVM) or improve Naive Bayes and clustering.

However, the emotion dictionary method needs a rich emo-

tion lexicon as its support. The result depends on the artifi-

cially designed emotion dictionary and judgment rules, and

the adaptability is poor. It can be found that there are fewer

results based on danmaku in machine learning. To improve

the classification accuracy, we try to construct an improved

model of the Bi-LSTM model to classify the danmaku text.

The full name of LSTM is Long Short-Term Memory,

which is a type of RNN (Recurrent Neural Network). The

reason why LSTM is effective is because of the characteris-

tics of its design structure, which can capture long-distance

dependencies, so it is very suitable for processing sequential

text data [29]. To combine the representations of words into

the representations of sentences, you can use the method

of adding, that is, adding all the representations of words,

or averaging. But these methods do not take into account the

order of words in the sentence. For example, the sentence

‘‘I don’t think he is good’’, the word ‘‘no’’ is a negation

of ‘‘good’’, that is, the emotional polarity of the sentence

is derogatory [25]–[27]. Because the LSTM can learn what

information to remember and what information to forget

through the training process, using the LSTM model can

better capture long-distance dependency.

There are three main stages in the LSTM:

1. Forget stage. This stage is mainly to selectively forget

the input from the previous node. In short, it means ‘‘forget

the unimportant, remember the important’’. By calculating zf

(f represents forget) as a forget gate, to control the previous

state needs ct−1 to be left and which needs to be forgotten.

2. Select Memory Stage. Selectively ‘‘remember’’ the

input. Select memory for inputx t . It is important to keep a

record of what is important, and less to remember. The current

input is represented by z calculated earlier. The selected

gating signal is controlled by zi (‘i‘ stands for information).

Add the results obtained in the previous two steps to get

transmitted to the next state ct .

3. Output stage. To control by zo, this stage will determine

which outputs will be taken as the current state. Also, the

results obtained in the previous statezo are scaled (changed

by a tanh activation function).

In FIGURE 1, the LSTMmodel consists of Xt (input time),

Ct (cell state), C̃t (temporary cell state), ht (hidden state),

ft (forgetting gate), it (memory gate) and Ot ( output gate).

The calculation process of LSTM can be summarized as

follows [16]: by forgetting the information in the cell state and

memorizing new information, the useful information for the

subsequent calculation can be transmitted, while the useless

information is discarded, and the hidden state ht will be out-

put at each step, in which the forgetting, memory and output
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FIGURE 1. The overall framework of LSTM.

are calculated by the hidden state ht−1 of the previous time

and the current input Xt , the forgetting gate ft , the memory

gate it and the output gate Ot to control [18], [19].

Forgetting gate is used to select the information to be

forgotten. The input is the implicit state of the previous time

ht−1 and the input of the current timeXt . The forgetting gate ft
is obtained by the following formula [51].

Wf is the weight of the forgetting gate. bf is the offset of

the forgetting gate. σ is an activation function.

ft = σ
(

Wf · [ht−1, xt ] + bf
)

(3)

Memory gate is used to select the information to be remem-

bered. The input is the same as the input when calculating the

forgetting gate. It is the implicit state of the previous moment

ht−1 and the input at the current moment Xt . The output of

the memory gate it and temporary cell state C̃t is calculated

by the following formula [20], [24].

Wi is the weight of the input gate. bi is the offset of the

input gate. σ is the activation function. WC is the weight of

the cell state. bC is the offset of the cell state.

it = σ (Wi · [ht−1, xt ] + bi) (4)

C̃t = tanh (WC ∗ [ht−1, xt ] + bC ) (5)

Cell state at the current time. The input is the cell state at the

previous time Ct−1 and the memory gate it , forgetting gate ft
and temporary cell state C̃t calculated by (3)-(5). The cell

state output at the current timeCt is obtained by the following

formula.

Ct = ft · Ct−1 + it · C̃t (6)

The output gate and the hidden layer state at the current

time, the input is the hidden state at the previous time ht−1,

the input at the current time Xt and the cell state at the current

timeCt , and the output gateOt and the current hidden state ht
are obtained by the following formula.

Wo is the weight of the output gate. bo is the offset of the

output gate. σ is an activation function.

Ot = σ (Wo ∗ [ht−1, xt ] + bo) (7)

ht = Ot · tanh (Ct) (8)

Through the repeated calculation of steps (3)-(8), the hid-

den layer state sequence {h0, h1, . . . , hn−1} with the same

sentence length after word segmentation can be obtained.

However, there is a problem in modeling sentences with

LSTM, which can’t encode the information from the back

to the front. For example, this ball is extremely terrible.

‘‘Extremely’’ is a modification of the word ‘‘terrible’’. This

information cannot be obtained by using LSTM. To solve

this problem, we adopt and improve Bi-LSTM model. The

full name of Bi-LSTM is Bi-directional Long Short-Term

Memory, which is composed of forward LSTM and backward

LSTM. For example, we code the sentence ‘‘I like Kobe’’ as

shown in FIGURE 2.

FIGURE 2. Encoding process and Vector stitching.

The forward LSTM inputs ‘‘I’’, ‘‘like’’, ‘‘Kobe’’ to get

three vectors, the backward LSTM inputs ‘‘Kobe’’, ‘‘like’’,

‘‘I’’ to get three vectors, and finally splices the forward and

backward hidden vectors to get h0, h1, h2. For the task of

emotion classification, the sentences we use are usually hL2
and hR2. Because it contains all the forward and backward

information, as shown in the figure below.

D. THE FLOW OF THE BI-LSTM ALGORITHM

1. Define the input function and read the training set, test

set data, and classification labels from the specified location.
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Perform processing such as mixing and repetition on the read

data and return to the processed data set [49].

2. Define the model processing function, find the index

of the words in the training set and the test set from the

word vector set, and then randomly remove the neurons in

the neural network to prevent the network from overfitting.

Use the LSTMBlockFusedCell function in the RNN class in

Tensorflow to build the main part of the Bi-LSTM network,

and randomly remove the neurons in the network again.

Calculate the loss function, construct evaluation indicators,

train the network in training mode, and evaluate the specified

indicators in test mode [50].

3. Build the input handles of the training set and test set,

configure the training and test mode parameters, transfer the

training set and model to the estimator high-level API in

Tensorflow, and perform the training.

4. Call the trained model to process the test set data, write

the predicted results to the corresponding file, and calculate

the accuracy rate, callback rate, and other indicators.

According to the approximate emotional distribution of

the obtained danmaku, we decided not to use the existing

mainstream emotional classification, but to define four types

of emotional sets as follows:
• Pleasure: a feeling of enjoyment or satisfaction, or some-

thing that produces this feeling. Pleasure is a kind of

feeling, including appreciation, admiration, love, wor-

ship, etc. In the danmaku, it shows ‘‘Curry’s invincible

three-pointer!’’, ‘‘Curry is the strongest’’ and so on.

• Anger: indignation, questioning, extreme antipathy to

social phenomena, other people’s encounter or even

unrelated matters, a tense and unpleasant mood, etc.

In the danmaku, it appears that ‘‘Durant didn’t do any-

thing when Curry won the championship.’’

• Sorrow: sadness, regret, helplessness, etc. It is opposed

to Joy, optimism, happiness. In the danmaku, it appears

that ‘‘Distressed James.’’, ‘‘James is always second.’’

and so on.

• Joy: happiness, excitement, etc. Joy is a kind of happi-

ness in the human spirit, a kind of spiritual satisfaction

and a very comfortable feeling felt from the inside out.

It refers to a happy state of people. ‘‘Congratulations to

the Cavaliers champion’’ ‘‘champion!’’ and so on.

After statistics, these four emotional categories can cover

most danmaku of the sports events [31].

Many of the existing research results are based on the

existing corpus. It is undeniable that the existing corpus has

been sorted out and used by many scholars and is relatively

complete [32]. However, after our investigation, we found

that most of the existing corpora are traditional comments.

Although they are rich and perfect, they are quite differ-

ent from danmaku. To get the accuracy of the experiment,

we decided to build our corpus, and through modifying the

model, after the accuracy of themodel reaches a certain index,

wewill continue to add the classified test data into the training

set to enrich the training set and improve its quantity and

quality [33]. There will inevitably be errors in the process of

experiment, but they account for a relatively small proportion.

With the increase of data, we can reduce the proportion of

errors.

At the same time, we will add as many user features as

possible to the training model, which will help us to get more

information, conduct more extensive analysis, and drawmore

comprehensive and useful conclusions.

IV. THE EXPERIMENTAL RESULTS AND ITS APPLICATION

A. DATA RESULTS

We take the 2010 NBA Finals in Tencent Video as an example

and deal with it by improving the Bi-LSTM model. The

results of user emotion classification are shown in TABLE 2.

In the data of 7127 pieces of danmaku in 2018 NBA Finals,

1761 pieces of danmaku have emotional tendency to be ‘Sor-

row’, 1306 pieces of danmaku have emotional tendency to

be ‘Joy’, 2318 pieces of danmaku have emotional tendency

to be ‘angry’, and 1742 pieces of danmaku have emotional

tendency to be ‘Pleasure’. The classification statistics are

shown in FIGURE 3.

FIGURE 3. Danmaku emotion classification statistics.

B. COMPARATIVE EXPERIMENT WITH CNN AND ITS

VISUALIZATION

Through statistical analysis, the four performance indexes

of Accuracy, Recall, Precision, and F1-Score (as shown in

FIGURE 4) in the model used in the experiment are

higher than they in the CNN-Convolutional Neural Networks

model [21]. Through the experimental analysis, based on

the above comparison, the improved emotion analysis model

based on the Bi-LSTM model has a better effect on the

emotion analysis of danmaku data in sports events.

C. COMPARATIVE EXPERIMENT WITH SVM

SVM is difficult to train large-scale data and cannot directly

support multi-classification [43]. Since LSTM can maintain

long term memory, it well overcomes the shortcomings of

averaging the word vector of each sentence in SVM classi-

fication and losing the order information between sentence

words, retaining the semantic information between words
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TABLE 2. Danmaku emotion classification and label table.

TABLE 3. Comparison of the accuracy of Bi-LSTM and CNN.

TABLE 4. Precision comparison between Bi-LSTM and CNN.

(such as Word order information, context information, etc),

and through the complex nonlinear calculation to better

extract the hidden emotional information in the word vec-

tor. Bi-LSTM model sentiment classification accuracy rate

is above 90%, while SVM classification accuracy rate is

about 80%. Using Bi-LSTM model accuracy rate is much

higher than SVM method, showing very good results in

emotion analysis.

D. COMPARATIVE EXPERIMENT WITH SOTA

Compared with CNN and SVM, the Bi-LSTM model shows

good performance in this experiment. However, compared

with the current SOTA (State of the Arts) model in the

field of sentiment analysis, there are still some deficien-

cies [55]–[60]. The following is illustrated with TABLES.

TABLE 5. Recall comparison between Bi-LSTM and CNN.

TABLE 6. F1-Score comparison between Bi-LSTM and CNN.

It can be seen from the above table that the Bi-LSTM

model mentioned in this paper has a certain gap in Accuracy,

Recall, F1-Score and other indicators compared with SOTA.

The reason for the difference in accuracy should be attributed

to the insufficient number of samples in the training set, and

the quality is also a factor limiting the accuracy. In terms of

recall, the Bi-LSTM model is superior to the CNN-LSTM

model [58] on an average level. In terms of F1-Score, the

Bi-LSTM model far exceeds the two types of models pro-

posed by the papers [59], [60]. In summary, compared with
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FIGURE 4. Visualized compare of Accuracy, Precision, Recall and F1-Score between CNN and improved Bi-LSTM model.

TABLE 7. Accuracy comparison with SOTA.

the SOTA, the Bi-LSTM model proposed in this paper has a

certain gap in some indicators, such as accuracy and recall.

But it performs very well on the F1-Score indicator. The

LSTM model has certain improvements over the previous

models. This experiment is mainly an attempt to use the new

data of danmaku. Later research may try to use a better model

such as Bert model for research.

E. APPLICATION OF THE EMOTION ANALYSIS MODEL

After analyzing the number, content, emotion they express,

the time when the danmaku was added, user name and other

labels of the danmaku, this experiment considers applying

TABLE 8. Recall comparison with SOTA.

the improved model to the following aspects: according to

the classification results, analyzing users’ experience of the

event content, emotional information retrieval and induction,

and mastering the trend of public opinions so that we can

get the audience’s opinions on live streaming technology and

114130 VOLUME 8, 2020



S. Wang et al.: Improved Danmaku Emotion Analysis and Its Application Based on Bi-LSTM Model

TABLE 9. F1-Score comparison with SOTA.

FIGURE 5. Emotion distribution of users every period of 30 seconds, 60 seconds and 240 seconds.

the ability of sportscasters of the video platforms, includ-

ing but not limited to the level of delay and the ability of

sportscasters [35]. Andwe can establish a scoringmechanism

to score for the platform, to facilitate the timely feedback and

improvement of live streaming platform. It provides the basis

of different angles for short-video cutting and recommenda-

tion [36]. Whether the current video content is wonderful or

brilliant is measured by the number and content of danmaku

in a period time. When there are a large number of danmaku

in a certain period time and the emotion of those danmaku

content is strong enough, the video content in this period time

is regarded as being more wonderful than others [39]–[41].

We can find the moment with high visual attraction whether

the audience wants to praise it or abuse it, and then the

video clip will be fed back to the platform, which is helpful

to improve the efficiency of the platform’s massive video

cutting. By analyzing the existing danmaku information and

video data at the same time, we can identify the wonderful

video clips from the whole video. When the users watch

the video, they can choose to watch the highlights of the video

to improve their watching experience [44], [45].

We find that the emotion of the audience in sports events

will change many times in a short time due to the changes

in video content. To provide more accurate recommenda-

tions, we need to select a suitable period to reflect the user’s

emotion. If the selected period is too short, the number of
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danmaku will be small, and the distribution of emotion is

not obvious so that the emotional distribution may always be

maintained at a relatively average level, which is not easy to

analyze and draw conclusions. If the selected time is too long,

the number of bullet screens will be more, but the situation of

sports events may change many times in a long period time,

and the emotion expressed in the audience’s danmaku will

also subsequently change many times. When recommending,

the long video makes the audience difficult to grasp the video

theme and emotion, which is not conducive to recommend

to the users [46]–[48]. After a large number of data analysis

and comparison, as shown in FIGURE 5 with the number and

classification distribution diagram of danmaku in every 30s,

60s and 240s period, we found that the video separated by 60s

has high-quality content of danmaku and obvious centralized

distribution of the number of danmaku, which can accurately

reflect the emotional distribution of the users. At the same

time, it can be seen from the acquired data of danmaku that

the video with a duration of about 6500s contains about 6800

danmaku, with an average of 1.046 per second.

From the above discussion, we have formulated a video

cutting rule that if the number of four emotional types of

danmaku sent out by the audience exceeds 90 in every

60 seconds, the video clip is considered to be of considerable

appreciation. The recommendation rule is that we stipulate

that the video clip is considered to be more wonderful if the

number of danmaku with Pleasure or Joy emotion tendency

by the audience exceeds 60 within every 60s.

According to QuestMobile data, 4 out of every 10 mobile

Internet users use a short video, which the time using

short-video has taken up 7.5% of the total time of using

mobile Internet. As for the definition of a short video, it gen-

erally refers to the video content with playback time less than

5 minutes. And the standard of the current mainstream video

platform-ByteDance for short video is 4 minutes. This fig-

ure is also concluded by ByteDance after analyzing the works

of domestic mainstream short video PGC. ByteDance thinks

that 4 minutes is the most mainstream time of short video

and the most suitable time for playing. The establishment of

short-video standards is closely related to the positioning and

the target population of the platform. For the ByteDance of

PGC, it is more desirable to describe a story completely, and

4 minutes is more appropriate. The model we proposed is

based on the sports video, so we use four short videos with

the length of 60s of each as a group to perform mixed cutting,

and the synthesized short videos with a length of 4 minutes

are recommended to users.

By analyzing the content and emotion of the danmaku

in the videos, we can get the main content of the video

and the preferences of the users by the danmaku [52], [53].

From the perspective of the danmaku, we can build a user

short video recommendation model, to achieve more accu-

rate video recommendation. At the same time, we can also

speculate the characteristics of all kinds of users, and provide

a reference for the platform to provide more personalized

content recommendations for users.

V. CONCLUSION

In this paper, the acquisition, processing, and deep-seated

analysis algorithm of the danmaku data of sports events

are introduced in detail, and an improved danmaku emotion

analysis model based on the Bi-LSTM model is proposed.

The model algorithm can better classify and analyze the

emotional tendency of the users in the sports events. The

experimental results show that the improved model can do

well in analyzing the complex emotional characteristics of

irregular text and the applicability of danmaku in the field

of video emotion analysis, and add user information, time

and other labels to the relative danmaku at the same time.

Based on this paper, there are other research directions in the

future. For example, the release time of the danmaku can be

used to study whether the user’s attention, emotional data,

and the content of the danmaku will show special changing

rules over time from the video starts to be published on the

network. The abnormal points can be detected by algorithm

research. Through the monitoring of the abnormal points of

the danmaku, we can analyze whether the athletes in the

relevant sports events have new or special dynamics, which

results in a great change in the frequency or state of the user

sending the danmaku. It can improve and optimize the video

clip recommendation algorithm based on danmaku emotion

analysis, and provide solutions for video platforms to provide

better watching experience for users to absorb more users

using their platforms.

In the age of big data, data collection, processing, analysis,

and mining become more and more important. Danmaku,

this new type of text data, provides us with a new direction

and a new challenge in the field of natural language pro-

cessing. Cognitive computing provides new capabilities for

big data analysis, understands natural language and human

communication styles, generates and evaluates results based

on data cognition and reasoning, and continuously learns

and cognitively evolves through human-computer interaction

and result modification. Cognitive computing is a process of

information processing. There are paradigms such as symbol-

ism, connectionism, and activism. It has strong vitality and

moves toward computationalism. The mechanism of affec-

tive cognition is the theoretical basis of innovative affective

computing methods. The affective computing method is a

technical means to verify the theory of affective cognition.

The practice of cognitive computing technology in the era of

big data is forcing the advance of cognitive science.
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