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ABSTRACT

Spread spectrum (SS) modulation is utilized in many watermarking applications because it offers exceptional
robustness against several attacks. The embedding rate-distortion performance of SS embedding however, is
relatively weak compared to quantization index modulation (QIM). This limits the relative embedding rate of
SS watermarks. In this paper, we illustrate that both the embedding efficiency, i.e. bits embedded per unit
distortion and robustness against additive white gaussian noise (AWGN) can be improved by pre-coding of
message followed by constellation adjustment on the SS detector to minimize the distortion on the cover image
introduced by coded data. Our pre-coding method encodes p bits as a 2P x 1 binary vector with a single non-
zero entry whose index indicates the value of the embedded bits. Our analysis show that the method improves
embedding rate by approximately p/4 without increasing embedding distortion or sacrificing robustness to AWGN
attacks. Experimental evaluation of the method using a set theoretic embedding framework for the watermark
insertion validates our analysis.

Keywords: E mbedding efficiency of robust watermarks, SS modulation, Pre-coding of watermark data.

1. INTRODUCTION

There are three important features characterizing a watermark design: robustness, embedding rate and fidelity
of the watermarked image. These characteristics are competitive in nature and in order to improve one aspect,
one may need to sacrifice performance in one or two of the other aspects. Depending on the specific needs
of the application, the design can be more robust but have low embedding rate (e.g. ownership verification
applications) or may offer high embedding rate with less distortion (e.g. in authentication applications). The
embedding rate at a desired robustness level is limited by the watermark power available for embedding, which
in turn is determined by the desired quality for the watermarked image. SS modulation' is one example of a
low embedding rate - high distortion method. A better rate - distortion performance can be achieved by QIM,?
usually at a cost of reduced robustness.

The limited power available for the watermark signal at a desired quality level of cover image may be more
efficiently utilized by reducing the distortion per embedded bit. Efficiency improvements of this type are known
for fragile LSB embedding,>* where the information to be embedded is coded into LSB bit plane prior to the
LSB modification. Conventional LSB embedding with K bits can require an embedding (Hamming) distortion as
high as % bits. Pre-coding using the dual of a (2P — 1, 2P — p— 1) binary Hamming code improves the embedding
efficiency (distortion per embedded bit) by a factor p. The embedding rate offered by this code approach is however
limited by the number of LSB bits in the image that can be utilized for the embedding: for a 512 x 512 image,
utilizing the complete LSB plane the number of bits that can be embedded is approximately log,(512-512) = 18
with at most one bit change. However the scheme is more fragile compared to LSB embedding and change of any
LSB bit in a block results in an error in the recovered data for the entire block of LSBs containing the modified
LSB. Improvements in terms of embedding efficiency by utilizing linear codes and simplex codes for relatively
longer messages have also been demonstrated.*

The embedding efficiency improvement in fragile settings is relatively easier compared to the robust schemes.
This is due to the fact that the introduction of extra fragility is not critical in fragile schemes. Achieving a
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similar improvement for robust watermark scenarios, on the other hand, is more challenging. This is mainly
because the improved embedding efficiency often results in a decrease in embedding robustness. For example,
we may consider reducing the embedding correlation threshold of SS watermarks. This will increase the number
of bits embedded for the same distortion. However, the robustness will decrease proportionally as well.

In this paper, we present a method for improving embedding efficiency for SS watermarks without increasing
the distortion or sacrificing robustness to AWGN attacks. This gain is achieved by pre-coding the data prior
to embedding, utilizing a suitably modified signal constellation for the purpose of embedding and employing a
maximum correlation detector at the receiver side. We consider both analytical and experimental evaluation of
the proposed pre-coding method. In order to describe the embedding method in concrete terms, we specifically
utilize the set theoretic embedding framework.® The framework offers advantageous due to its capability to
adapt to the visual content and its success in interference management between watermarks and cover image. It is
however implicit that the precoding benefit may also be realized with alternate embedding methods. Despite the
fact that the embedding efficiency can be improved without any sacrifice in terms of image quality or robustness
to AWGN attacks in the proposed scheme, there is an increased computational burden due to the exponentially
increasing number of sets*. We propose a set reduction method to reduce this cost at the embedder.

In Section 2 we briefly summarize the set theoretic embedding framework that we utilize for our experimental
validation. The problem formulation in Section 2 also establishes notational conventions that we utilize sub-
sequently. The proposed algorithm is presented in Section 3. In Section 4 we analyze the performance of the
proposed algorithm and compare it with conventional spread spectrum in order to demonstrate its advantage.
Results of experiments conducted in order to validate the proposed approach are presented in Section 5. Finally,
concluding remarks are presented in Section 6.

2. BACKGROUND
2.1. Overview of Set Theoretic Watermarking and POCS

In set theoretic watermarking® 6 one represents each desired property of the watermarked image as a constraint
set. A watermarked image is then obtained using an iterative algorithm that determines a point in the intersection
of all the constraint sets.” When the sets are convex the method of projection onto convex sets (POCS) provides
a globally convergent algorithm for this purpose. Given n convex sets {S;}; the POCS method determines a
point in their intersection by successive projections, defined mathematically by the iteration,

fr+1 = (Ps, (Ps,_,--.Ps,(fx)...)), k=0,1,.. (1)

where Ps, is the projection operator onto set S; defined as Pg,(x) = arg minyeg,|ly — z||. If the intersection
of all the sets is non-empty, the sequence of images {fx}7>, generated by POCS converges to a point in the
intersection.

2.2. Constraints for watermarking

The common requirements of watermarking such as imperceptibility, robustness to compression, detectability
and robustness to noise can be represented or approximated as convex sets.>® In this work, we consider only
two of these sets. We denote the original image by x¢ and use x to indicate a candidate watermarked image.
Watermarking requirements are then posed as constraints on x. We also assume that the receiver detects the
watermarks using pseudo noise(pn) sequences {w; }szl for K different watermarks, where the pn-sequences take
values in {—1,+1}. These may be thought of as the K spread spectrum watermarks though our framework does
not explicitly embed these. We assume all images are M x N pixels so that all our vectors are M N x 1 vectors.

Detectability and robustness to noise: At the receiver, the detector attempts to recover the embedded bits.
Specifically for SS watermarks with the commonly used correlation detector, the correlation of the watermarked
image with the key generated “watermark” pn-sequence indicates the received bit value. If the correlation is
above a threshold 74 a bit value of 1 is detected and if the correlation is below 74 a bit value of 0 is detected.
Typically 74 = 0 due to symmetry® and the detected bit value therefore corresponds to the sign of the correlation.

*The nature of these sets will become clearer in section 2

SPIE-IS&T/ Vol. 6819 68191F-2



We use the more general development here because we shall require it subsequently. The K correlations with
the K different watermark sequences yield the K different bits upon detection.

In order to embed the K different bit values using the set theoretic watermarking framework, corresponding

constraint sets {S; le are defined within which the watermarked image is constrained to be

Si {x:wlx-%) <70}, ifb;=0 @)
Pl {xw) (x=x) =70}, ifb=1

where 7} > 74 and 70 < 74. The gaps (71 —74) and (74— 7}) provide robustness in the detection of the embedded
bits.

Imperceptibility of watermark: The watermark should adapt to the visual content of the cover image to
maintain invisibility of the watermark noise. For this purpose, we employ constraints based on a masking model

for visual perception as®:

Se={x:1<(x—x%p) <u} (3)

where 1 and u are upper and lower bounds on pixel modifications that define the range of visually acceptable
modification. These bounds are determined adaptively based on the original image xo. The constraint exploits
the fact that noise is less visible in textured regions compared to flat regions. A noise visibility function is
modeled based on Voloshynovsky et al.? and used to define a constraint set.® Using the set definitions, a
watermarked image meeting the constraints can be determined by using the POCS algorithm.

3. PROPOSED ALGORITHM
3.1. Pre-coding of Data

We illustrate the pre-coding of the data in Fig. 1. First we partition the message bits ¢ of length LT into %

disjoint message blocks ¢, (i) where i = 1,2..., %. Each message block has a length of p. Then we code each

message block as a 27 x 1 vector ¢, (i) which has a single 1 in the position whose index corresponds to the p-bit
value for the message block.

Note that the simple index based pre-coding that is considered above may be thought of as a specific and
simplified version of matrix embedding utilizing the dual binary Hamming codes.? For matrix embedding Fridrich
et al.* 19 have demonstrated significant improvement in embedding efficiency by utilizing more sophisticated codes
for LSB embedding. Similar improvements of the method proposed here are worth investigating in follow-on
research.

3.2. Modified Constellation of C'SS and the Corresponding Detector

We start by examining conventional spread spectrum (CSS) constellation in the SS mark embedding context.
The dual of energy in communication corresponds to distortion in watermarking settings. The origin represents
the original cover signal and the squared distances of the constellation points from the origin represents the
mean-squared distortion with respect to the original cover image.

The constellation of C'SS is symmetrically designed with respect to the origin as shown in Fig. 2(a) in order
to minimize distortion when transmitted bit values 0 and 1 are equiprobable. However, the constellation of C'SS
does not minimize the embedding distortion in the presence of pre-coding where it can be seen from Fig. 1 that
the pre-coded data has a single one and (27 — 1) zeros in a group of 2P bits. There is a more efficient way to
lay down an appropriate constellation that conforms to the intended coding. For this purpose, we perform an
analysis to search for optimum constellation under pre-coding.

'L is integer multiple of p.
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Figure 1. Ilustration of coding scheme

To find the optimal constellation for this pre-coded data, we consider a shift of the constellation by Az as
shown in Fig. 2(a). We keep the distance between the constellation points unchanged to maintain the same
robustness. We then find the average distortion per embedded bit in the shifted constellation as follows:

P _

B(ar) = Lol (Ve + M) + (VE+ Ax (1)
where 22;1 denotes the probability of embedding a bit value of 0 and 2% denotes the probability of embedding
a bit value of 1. (—/2 + Az)? shows the distortion caused when a bit value of 0 is embedded and similarly
(/2 + Ax)? shows the distortion caused by embedding a bit value of 1. When we minimize the distortion E(Ax)
with respect to Az, we find out the optimal shift as Az* = 22;2 Ve. Ax* approaches /e for high p values. We
need to shift the constellation by approximately /¢ to minimize the distortion for the pre-coded data-embedding.
The practical implication is to code a bit value of 1 by the presence of the watermark and a bit value of 0 by its

absence.

The corresponding detectors for C'SS and pre-coded data are shown in Fig. 2(b). In the C'SS detector 7,
denotes the embedding threshold when a bit value of 1 is embedded and —7, denotes the embedding threshold
for a bit value of 0. The natural detection threshold is 0 for C'SS detector assuming transmitted bits are
equiprobable. In the modified C'SS detector, 27, is the embedding threshold for a bit value of 1 and the
embedding threshold for a bit value of 0 is zero. The optimal detection threshold 7; may not be necessarily
in the middle of the embedding thresholds because bits are not equiprobable in the coded data. Finding the
optimal 74 is not necessary for our purposes in this paper because maximum correlation detector is employed in
the detection rather than applying threshold detector.

3.3. Embedding the Coded Data

We perform embedding by using the set theoretic framework as discussed in Sec. 2.1. The number of sets
required for communication of L bits is £ x (2P). We utilize these and the imperceptibility set and embed the
data adaptively by successive projections until the convergence is met. Note that the number of constraints
increases exponentially with increasing efficiency parameter p.

fMaximum correlation detector will be described in Sec. 3.4.
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and optimal constellation for the pre-coded data.

Figure 2.

The number of constraints for watermark embedding can be reduced to % based on the observation that the

bit 0 carrying pn-sequences are already uncorrelated with the image and imposing these sets wf (x—%) <70 is
therefore not required. We give the pseudocode for embedding process as follows:

1.

Generate 2P image sized, secret key controlled pn-sequences w;(j) for each coded message block, j =

1,2,...,2° andi:1,2...,§.

. For each coded message block ¢,(4), find the pn-sequence corresponding to the bit value of 1 in the group §

. Project the image onto detectability sets corresponding to the pn-sequences mentioned at step 2.

Project the image onto imperceptibility set. Check for convergence of the projection iterations. If con-

verged, stop and output the current image (from projections) as the watermarked image, else go to step
3.

Figure 3 illustrates the embedding algorithm.

3.4. Detection and Decoding

The proposed algorithm with the pre-coded constellation adjusted SS (P — CASS) is well suited for employment
of maximum correlation detection. Each coded message block includes single bit value of 1 and the detector can
utilize the fact that there is single a bit value of 1 in each coded block. So the detector can simply check the
maximum correlation in the received sequence to find the index location with the unity bit value. Employment
of maximum correlation detector compensates the fragility introduced by set reduction at the embedder side.
We illustrate the proposed detection and decoding with maximum correlation detector in Fig. 4 and give the
pseudocode for detection and decoding process as follows:

1.

Using the key shared with the embedder, generate the pn-sequence w;(j), j = 1,2,...,2P and i =

)
L
L2,...,L

. For each block i, calculate the correlations of the corresponding 2P pn-sequences {wl(j)}gil with the

received image.Find the maximum correlation for each coded block and decode the message for the i
block as the index corresponding to the maximum correlation.

§ Actually, only these pn-sequences need to be generated at the embedder.
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Figure 4. Proposed extracting scheme

4. ANALYSIS

In this section, we analytically investigate the performance of C'S'S and P — C'ASS schemes under an AWGN
channel. The measure for robustness is selected as probability of correctly decoding of a bit and the measure for
distortion is chosen as distortion per embedded bit.

The received image is given by x, = X,, + n where n is the channel noise modeled as an iid zero mean
Gaussian vector with variance o2. Detectors for both C'SS and P — C'ASS compute correlations of the received
image with pn sequences. These correlations are of the type w’x,, where w denotes the pn sequence. We
assume these correlations are conditionally Gaussian random variables (given the embedded bit value) and we
define two T random variables to make the analysis clear. X represents the correlation of received image with
the pn-sequence when embedded bit is 0. On the other hand, Y stands for the correlation of pn-sequence with
the received image when embedded bit is 1. We assume pdf’s of X and Y can be approximated by the Gaussian
distribution by invoking the central limit theorem (CLT).

9In fact X and Y represent the random variable corresponding to the computed correlation conditioned on whether

SPIE-IS&T/ Vol. 6819 68191F-6



0 2z,

Figure 5. The noise distribution on a bit value of 0 and a bit value of 1.

4.1. Performance of CSS Scheme

In this case, X and Y are Gaussian random variables with identical variance 02 and mean values of —7, and e,
respectively, where 02 = M No?2.

4.1.1. Robustness

In this scheme, there is no coding prior to the embedding. We first modulate the message ¢ by spreading and
embed into the cover. We calculate the bit error probability as follows:

R 00 S5 I ) B

where 7, = 7} = —70 is the embedding threshold enforced by the embedding constraints (assumed to be

e
symmetric). Since transmitted bits are equiprobable and the effect of noise is the same for a bit value of 0 and

a bit value of 1, 74 is set to 0 as shown in Fig. 2(b).

4.1.2. Distortion
Upto a constant proportionality factor!l, the average distortion per embedding is ¢ as shown in Fig. 2(a). The

expected overall distortion in the C'S'S scenario is ZiL:1 - P(c(i) = 1) +e- P(c(i) = O). Typically P(c(i) =

1> = 1/2 reducing the expression to L - . The distortion per embedded bit is therefore equal to e.

4.2. Performance of P — CASS

In this case, X and Y are Gaussian random variables with mean values of 0 and 27, and variances o2 + 0% and
o2, respectively, where 02 = M No2. Figure 5 schematically illustrates the probability density function of the
two random variables at the P — CASS detector.

4.2.1. Robustness

A similar robustness analysis can be performed for P — CASS case. In P — C ASS scheme we partition the
message ¢ to be embedded into L/p blocks where L is chosen to be a multiple of p. Each partitioned block ¢, (2)
for i =1,2...,L/p is pre-coded. These coded blocks are represented as ¢,(j) for j = 1,2..., L/p. The probability
of bit error for P — C'ASS is bounded above by the probability of block error. Therefore, we consider the
block error probability in our analysis of P — CASSS scheme, with the implicit understanding that the resulting
expression is infact an upper bound on the probability of error.

the embedded bit is a zero or one, respectively.
I'Determining this proportionality constant is not necessary for our purposes here.
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The probability of block error can be expressed as follows:

Pe

1- P(@(j) = %(j)) (6)

+oo
1—/ P<Y>X1|y>P<Y>X2|y>-~-P<Y>X2p1|y>P(y>dy

A y )> 1 {(y%)Q]
! /700 <1 Q(\/O?-i-ag \/QWUEGXP 202 d

This integral can be evaluated numerically. This expression also corresponds to the probability of correct
detection for M-ary orthogonal modulation,'! to which our precoding scheme is equivalent.

4.2.2. Distortion

We embed a single bit value of 1 in each coded block. As shown in Fig. 1 there are L/p blocks totally. Embedding
bit value of zero does not cause any distortion on the cover image and the distortion caused by a bit value of 1 is
4e as shown in Fig. 2(a) (with an identical proportionality factor to that in Section 4.1.2.). So, overall expected
distortion on the cover image becomes % - 4e. Correspondingly the distortion per embedded bit is %. Thus
for p > 4 the proposed scheme has a lower distortion then C'SS. The choice of constellations suggest that the
schemes have similar robustness. The detection algorithms however, differ. We therefore compare robustness

explicitly.

4.3. Comparative Analysis

We compare the performance of C'SS and P — CASS schemes. The robustness of each method depends on the
parameters: 7., 07, o> and the message length M N. p also plays a role for the P — C'ASS scheme. We choose
7. = 0.5, 02 = 0.004. The value for o; is determined empirically. So, we evaluate the scheme under AWGN
attack with different attack powers (A.P), where attack power (A.P) in dB is calculated as: 10log;q(02). All
other parameters are kept constant for both schemes.

In Figs. 7 (a) to (c) we plot the probability of error as a function of p for attack powers of 34, 37, and 40 dB,
respectively. Only values of p > 4 are included in the plots for which the distortion per embedded bit is lower
for P — C'ASS than for C'SS. Regions where P — CASS has a lower probability of error than C'SS therefore
indicate operating points at which P — C'AS'S has both a lower distortion and a higher robustness than C'SS.
For example, for an attack power of 37 dB the P — C ASS scheme outperforms C'SS in terms of robustness for
p < 8. In these operating regions, P — C'ASS offers higher robustness in addition to the embedding efficiency
improvement of p/4 over C'SS. The graphic of Figure 6 illustrates the improvement achieved by P — CASS.

Robustness

Payload
Capacity

Distortion

Figure 6. Illustration of the overall gain achieved by the proposed method.
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Figure 7. Comparative Analysis of P — CASS and CSS under AWGN attacks with different attack powers. P — CASS
scheme outperforms CS'S scheme up to some value of p under different attack powers.

5. EXPERIMENTAL RESULTS

We experimentally evaluated the performance of the proposed scheme over 8 different 512 x 512 gray scale images
from USC database.'? We adopt mean corrected correlation metric without normalization at the receiver
side which provides robustness against additive noise and some resilience to valumetric scaling.® The CSS
constellation is modified to reduce distortion and to allow the proposed precoding technique as discussed in
Sec. 3.2.

We set 7. = 0.5M N and 74 = 0 as described in Sec. 3.2. We used p = 5 for our pre-coding. For the texture
masking model constraints in Eq. 3, we use the same parameters as in prior work®

The analysis in Sec. 4 revealed that P — C'ASS has a distortion of 4 per embedded bit in comparison with
e for CSS. In order to compare the methods under identical distortion, for P — C'ASS we use a data rate that
is p/4 times the data rate for C'SS. Specifically, for our chosen parameter values, we consider the embedding of
200 bits for C'SS and of 250 bits for P — CASS.

Table 1 compares the performance of C'SS and P — CASS. The MSE distortion for the images is listed in
the PSNR column of the Table 1,where the PSNR is calculated as: PSNR = 10 loglo(%). We see in the table
that the PSNR numbers for C'SS and P —CASS are quite close, indicating that our choice of suitable data rates
does indeed result in (almost) equal distortion for the two methods as predicted by the analysis. Note that more
bits are embedded for P — CASS than for CSSS, implying an improved embedding efficiency for P — CASS.At
this point we want to make sure that we do not sacrifice robustness while improving the embedding efficiency. So
we also check the robustness of these embedding techniques under severe AWGN attacks. The last two columns

of the table demonstrate the bit error rates (BER) for these cases. We observe that under attack power 40 dB
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all bits are correctly decoded in both schemes. Although high robustness for C'SS is typical, we observe that the
higher robustness to AWGN is achieved when P — CASS scheme is employed.

Figure 8(c) illustrates the difference image between the watermarked Barbara image and the original image
employing the proposed scheme. The watermark noise adapts nicely to the original image due to the interplay
between the imperceptibility set and the detectability set during successive projections. Figures 8(a) and 8(b)
show the watermarked images with the conventional and proposed embedding schemes. As expected the per-
ceptual quality of the images is similar. Figure 8(d) reveals the severeness of the attacks we have introduced on
images to test the robustness.

(a) Barbara image after 200 bits embedded with the (b) Barbara image after 250 bits embedded with the
CSS scheme P — CASS scheme

(c) Difference image between watermarked and (d) Barbara image under AWGN attack with A.P = 40
original Barbara images dB (Note that this is not PSNR)

Figure 8.
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Images | Method Bits | PSNR | SS watermarks Bit error rate
(dB) embedded AP(dB)=40 A.P(dB)=41.76
Barbara | C'SS 200 | 30.46 200 0 0.01
P—CASS | 250 | 30.41 50 0 0
Goldhill | CSS 200 | 30.42 200 0 0.02
P—-CASS | 250 | 30.67 50 0 0.012
Boat cSs 200 | 29.92 200 0 0.03
P—-CASS | 250 | 30.39 50 0 0.012
Zelda css 200 | 30.77 200 0 0.025
P—CASS | 250 | 30.62 50 0 0.004
Washsat | CSS 200 | 30.78 200 0 0.015
P—-CASS | 250 | 30.77 50 0 0
Lena cSss 200 | 30.50 200 0 0.04
P—-CASS | 250 | 30.53 50 0 0.024
Mandrill | CSS 200 | 30.96 200 0 0.015
P—-CASS | 250 | 31.07 50 0 0
Peppers | CSS 200 | 30.54 200 0 0.035
P—CASS | 250 | 30.75 50 0 0.028

Table 1. Embedding rates, distortion and robustness performance listed for both C'SS and P — CASS for 8 different
images from USC image set.

6. CONCLUSION

In this paper, we proposed a pre-coding of watermark data coupled with adjustment in constellation of SS
watermarks, in order to improve the embedding efficiency of SS watermarks. The proposed algorithm improves
embedding efficiency of SS watermarks by p/4 without any sacrifice of AWGN robustness. The maximum
correlation detector also plays a critical role achieving this robustness. The computational burden introduced
by coding can be reduced in the embedding side. We used a simple coding technique in this approach. More
sophisticated coding techniques may improve the efficiency further, which can be a promising extension to this
work.
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