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Improved Gait Recognition by
Gait Dynamics Normalization

Zongyi Liu and Sudeep Sarkar, Senior Member, IEEE

Abstract—Potential sources for gait biometrics can be seen to derive from two aspects: gait shape and gait dynamics. We show that
improved gait recognition can be achieved after normalization of dynamics and focusing on the shape information. We normalize for gait
dynamics using a generic walking model, as captured by a population Hidden Markov Model (pHMM) defined for a set of individuals. The
states of this pHMM represent gait stances over one gait cycle and the observations are the silhouettes of the corresponding gait stances.
For each sequence, we first use Viterbi decoding of the gait dynamics to arrive at one dynamics-normalized, averaged, gait cycle of fixed
length. The distance between two sequences is the distance between the two corresponding dynamics-normalized gait cycles, which we
quantify by the sum of the distances between the corresponding gait stances. Distances between two silhouettes from the same generic
gait stance are computed in the linear discriminant analysis space so as to maximize the discrimination between persons, while
minimizing the variations of the same subject under different conditions. The distance computation is constructed so that it is invariant to
dilations and erosions of the silhouettes. This helps us handle variations in silhouette shape that can occur with changing imaging
conditions. We present results on three different, publicly available, data sets. First, we consider the HumanID Gait Challenge data set,
which is the largest gait benchmarking data set that is available (122 subjects), exercising five different factors, i.e., viewpoint, shoe,
surface, carrying condition, and time. We significantly improve the performance across the hard experiments involving surface change
and briefcase carrying conditions. Second, we also show improved performance on the UMD gait data set that exercises time variations
for 55 subjects. Third, on the CMU Mobo data set, we show results for matching across different walking speeds. It is worth noting that
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there was no separate training for the UMD and CMU data sets.

Index Terms—Gait recognition, biometrics, LDA, gait shape, population HMM.

1 INTRODUCTION

COMPUTER vision-based gait biometrics has recently
received a lot of attention. The genesis of the idea of
being able to recognize from gait can be traced back to
Cutting and Kozlowski’s perception experiments [1] based
on light point displays. They showed that it is possible to
identify a person from the manner of walking, i.e., gait. The
first effort toward recognition from gait in computer vision
was probably done by Niyogi and Adelson in the early
1990s [2]. Over the past five years or so, significant progress
has been made in terms of the diversity of gait recognition
algorithms. Excellent reviews of the current state of the art
can be found in [3], [4].

A meta-analysis of the identification rates reported in the
recent literature can reveal outstanding hard issues in gait
recognition. We consider recognition rates reported on
publicly available experimental protocols and data sets
(> 25 persons) such as the CMU-Mobo data set [5] (indoor,
25 subjects), UMD data set [6] (outdoor, 55 subjects),
SOTON Large data set [7] (indoor and outdoor, 115
subjects), HumanID Gait Challenge data set [8] (outdoor,
122 subjects). The average identification rates for various
conditions are plotted in Fig. 1. It suggests that outdoor gait
recognition, recognition across walking surface-type
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change, and recognition across months are all hard
problems. It is reasonable to hypothesize that differing
silhouette quality can possibly explain poor performance in
outdoor conditions or across surface conditions, which is
also accompanied by background change. However, in [9],
[10], we demonstrated, based on both manual “clean”
silhouettes and automatically “cleaned” silhouettes, that the
poor performance cannot be explained by the silhouette
quality. In this paper, we propose a new gait recognition
algorithm that is able to effectively compensate for the hard
covariates, such as surface, time, carrying condition, and
walking speed, by normalizing the gait dynamics based on a
population-based generic walking model. From the meta-
analysis, we also see that performance drops with data set
size, which suggests that it is imperative to demonstrate the
efficacy of an idea on as large a data set as possible.
Considering this, in this paper, we concentrate on recogni-
tion approaches that have been benchmarked on data sets
larger than 50 subjects.

The gait of a person is a periodic activity with each gait
cycle covering two strides—the left foot forward and right
foot forward strides. Each stride spans the double-support
stance to the legs-together stance as the legs swing past each
other and back to the double-support stance. Potential
sources for gait biometrics can be seen to derive from two
aspects: shape and dynamics. Shape refers to the configura-
tion or shape of the people as they perform different gait
phases. Dynamics refers to the rate of transition between
these phases and is usually the aspect one refers to when one
talks about gait in traditional problem contexts, such as
biomechanics or human motion recognition. However, we
have observed that gait dynamics is vulnerable to changes in

Published by the IEEE Computer Society
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Fig. 1. Meta-analysis of gait identification rates as reported in the
literature for different conditions. The average of the rates reported in
[8], [111, [12], [7], [13], [6], [14], [15], [16], [17], [18], [3] are plotted for
different conditions.

factors (covariates) such as walking surface, walking speed,
and, to some extent, carrying conditions. Due to this potential
high intrasubject variability, dynamics might not be a stable
source for biometric information. Similar conclusions were
drawn by Veeraraghavan et al. [19], who found that “shape is
more significant for person identification than kinematics.”

Gait recognition approaches are basically of three types:
1) temporal alignment-based, 2) static parameter-based, and
3) silhouette shape-based approaches. The temporal align-
ment-based approach emphasizes both shape and dynamics
and is the most common one. It treats the sequence as a time
series and involves three stages of processing. The first
stage is the extraction of features such as whole silhouettes
[8], [3], principal components of silhouette boundary vector
variations [11], silhouette width vectors [6], preshape
representation [19], silhouette parts [20], [7], or Fourier
descriptors [12]. The gait research group at the University of
Southampton (Nixon et al.) has probably experimented
with the largest number of possible feature types for
recognition. This step also involves some normalization of
size to impart some invariance with respect to distance from
camera. The second step involves the alignment of
sequences of these features, corresponding to the given
two sequences to be matched. The alignment process can be
based on simple temporal correlation [8], [11], dynamic
time warping [19], hidden Markov models [6], [19], [13],
phase locked-loops [3], or Fourier analysis [20], [12]. The
third aspect is the distance measure used, which can be
Euclidean [11], simple dot product-based [8], [6], based on
probabilistic models, Procrustes distance [19], or derived
based on manifold analysis [21].

The second class of approaches opts for parameters that
can be used to characterize gait dynamics, such as stride
length, cadence, and stride speed [16]. Sometimes static
body parameters, such as the ratio of sizes of various body
parts are considered in conjunction with these parameters
[16], [17]. However, these approaches have not reported
high performances on common databases, partly due to
their need for 3D calibration information.

The third class of approaches emphasize the silhouette
shape similarity and disregards or underplays temporal

information. One approach involves the transformation of
the silhouette sequence into a single image representation.
The simplest such transformation is the averaged silhouette
[18], [22] or an image representation derived from the width
vectors in each frame (Frieze patterns) [23]. Similarity can
be based on just the Euclidean distance [22], linear
discriminant based distances [18], or symmetric group
theoretic distances [23]. The amplitude of the Discrete
Fourier transform of the raw silhouette sequence has also
been used for recognition [24]. Another way of using shape
information preserves individual silhouettes but disregards
the sequence ordering and treats the sequences as just a
collection of silhouette shapes [15]. Our approach also falls
in this category of gait algorithms that emphasize shape
over dynamics. However, unlike the approaches that arrive
at one representations averaged over all the stances, we use
stance specific representations. Like in [15], we do ignore
the dynamics between the stances, but, unlike them, we do
exploit the temporal ordering of the individual gait stances.

To emphasize the shape aspect of gait, we propose
normalizing the gait dynamics based on a population-based
generic walking model. Note that we donotnormalize the gait
on a per-subject basis, but, rather all gaits, are mapped to one
model. Fig. 2 depicts the our approach. Given the natural
model of gait as involving state transitions, we use a Hidden
Markov Model to normalize gait dynamics. In particular, we
use a population Hidden Markov Model (pHMM), capturing
the average dynamics of a set of individuals. The states of this
pHMM represent gait stances over one gait cycle and the
observations are the silhouettes of the corresponding gait
stances. The pHMM can be looked upon as being a generic
walking model. Note that our use of HMMs has a number of
essential differences from the previous applications of HMM
in gait recognition [6], [19], [13]. First, we do not have person
specific HMMs; we use a population HMM model, which can be
looked upon as a generic walking gait model, defined for a set
of people. Second, the HMM is not used for recognition; it is
usedjusttoalign the frames of two sequences. Third, temporal
dynamics play no role in the similarity computation.

To normalize gait in any given sequence, we use Viterbi
decoding of the gait dynamics to map the given sequence
stances onto the pHMM states. Then, the stances of each state
are averaged to arrive at one dynamics-normalized, aver-
aged, gait cycle of fixed length, equal to the number of states
in the pHMM. We compute the biometric similarity between
two normalized gait signatures by summing the shape
distances between the corresponding gait stances. Shape
distances between two silhouettes from the same generic gait
stance is computed in the linear discriminant analysis (LDA)
space that maximizes the discrimination between persons
while minimizing the variations of the same subject under
different conditions. To handle noise variations in silhouette
shapes that can occur with changing imaging conditions and
segmentation thresholds, we structure the distance compu-
tation to make it somewhat invariant to dilations and
erosions of the silhouettes.

A few words regarding biometrics nomenclature are in
order. The term gallery is used to refer to the set of templates or
sequences stored in the model base. Probes are the unknown
templates to be identified or verified. In an identification
scenario, one is interested in finding a match to a given probe
from the whole gallery set, i.e., one-to-many match. In a
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Fig. 2. The gait recognition approach based on gait-dynamics normalization. The different algorithmic modules are shown, along with example inputs

and intermediate representations.

verification scenario, one is interested in deciding whether a
given probe matches a hypothesized or claimed gallery
identity, i.e., one-to-one match. Performance for the identifi-
cation scenario is captured by the Cumulative Match Char-
acteristic (CMC) [25], which plots identification rates ()
within a given rank k. For the verification scenario, the
standard Receiver Operator Characteristic (ROC) is used.
ROC plotsthe correctdetectionrateagainst the falsealarmrate
for various choices of the decision threshold.

In the next section, we present the population HMM that
we use to normalize gait sequences. This is followed by a
discussion of the dynamics normalization process in
Section 3. The linear discriminant space-based similarity
computation process along with deformation resistant dis-
tance measure are described in Sections 4 and 5. In Section 6,
we present performance of the proposed approach on three
public databases. And, in Section 7, we discuss the implica-
tions, conclusions, and possible future research directions.

2 PopuLATION HIDDEN MARKOV MoODEL (PHMM)

The inputs consist of silhouette sequences, which can be
extracted from raw sequences in a number of ways. We
compute the silhouettes using the eigenstance reconstruction

model [9], which linearly projects each frame into the
eigenstance space corresponding to the mapped state and
then reconstructs it. This was shown to significantly reduce
the effect of shadows and other segmentation errors. To
remove possible bias in recognition due to the use of
silhouette height, we normalize the height of the silhouettes
to occupy 128 pixels, as in the HumanID gait baseline
algorithm [8]. To facilitate the ready comparison of silhouette
templates, following the baseline algorithm [8], we also center
the silhouettes in each frame along the horizontal direction so
that the centerline of the torso is at the middle of the frame.
Details of the silhouette extraction, height normalization, and
silhouette centering steps can be found in referenced papers.
We do not describe it in any more detail here.

Each silhouette sequence, typically consisting of multiple
gait cycles, is first aligned to form one dynamics-normalized,
averaged gait cycle, over a fixed number of stances. This
normalization is accomplished by a Population Hidden Markov
Model (pHMM) constructed based on a subject population.
Like traditional HMM, the Population Hidden Markov Model
(pHMM) is specified by the possible states, ¢, € {1,---, N;},
which represent gait stances, and the triple parameters
A= (4, B, ), which represent the state transition matrix,
observation model, and priors, respectively. The model is
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Fig. 3. The top row shows the original images, cropped around the person, for one sequence. The middle row shows the corresponding part-level,
manually specified silhouettes. And, the bottom row shows the size-scaled and spatially aligned silhouettes that are used to train the pHMM.
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Fig. 4. Average stances in population exemplars for IV, aligned states over a gait cycle.

trained on a set of manually created silhouettes, over one gait
cycle, for a set of subjects. Each gait cycle is chosen to begin at
the right heel strike phase of the walking cycle through to the
next right heel strike. Fig. 3 shows examples of these manual
silhouettes. We also size-normalize and spatially align these
silhouettes (see the third row of Fig. 3) to reduce the effect of
varying distances of the subject from the camera. In our earlier
work [9], we first introduced the idea of the population HMM
for silhouette reconstruction and cleaning. Here, we useitfora
different purpose, i.e., stance alignment. For completeness,
here, we summarize the specifics of the model.

2.1 Observation Model

We use the distances of a given observed silhouette from an
exemplar set as the observation variables. The exemplar set
for each state is computed by K-means clustering of the
frames of the training sequences. Of course, for clustering, a
distance measure is needed. We define the distance between
two vertically scaled and horizontally aligned (see row 3 in
Fig. 3) silhouettes, f; and fj, as function of dot products of the
corresponding row-scanned column vectors:

87,
fini +f]Tf] _ fle]

S(f, ) = (1)
Note that, for binary silhouettes, i.e.,, with pixels values
being just 0 or 1, this similarity is the ratio of the pixels in
the intersection of the two overlapped silhouettes to the
number of pixels in their union and is also commonly
known as the Tanimoto similarity measure. One minus this
similarity is the Tanimoto distance metric for binary
silhouettes; D(f;, f;) = 1 — S(f;, f;). For nonbinary silhouettes
too, we refer to the above distance (similarity) measure as
the Tanimoto distance (similarity).

The exemplarsetsareinitialized by equally partitioning the
frames in one gait cycle into N, segments. To pick up the
asymmetry in gait, i.e., to differentiate stances with left foot
forward from those with right foot forward, we use one full
cycle (two strides). We group the frames within the
jth partition of all people into an exemplar set for the jth gait
stance, ;. Since the gait cycles of the manual silhouettes are
aligned, this strategy of corresponding the exemplars from
different subjects works.

The exemplars are then refined by K-means clustering
with some constraints. Given an initial exemplar set, E]LO], its
frames are iteratively reassigned based on the distance,

D(fi,fj) =1- S(fi,fj):
zh_1 .
= fun(65) < (0(s 7). (s 7))

(3)
Note the constraint that frames can only be reassigned to
neighboring exemplar sets; thus, a frame in E; can be
reassigned to exemplars £;_; or Fj,;.Inaddition, to maintain
the transition order among exemplars, a frame can be
reassigned to E; only if it is the next neighbor E; in terms of
stance sequence. To capture the scatters between subjects, we
alsoinsist that every exemplar should containnoless than one
frame from each sequence. We stop when no more reassign-
ments can be done; about 10 iterations were enough for our
experiments. Fig. 4 shows the mean silhouettes, E,-, of
exemplar sets of the stances over one gait cycle.
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Since we have formed N, exemplars, given an input
silhouette frame, f;, there are N, observation variables. The
observation model is comprised of a model for each state,
B={bj(fy)|j=1,---,N,;},whereb;(f;) = P(f|q: = j),1.e., the
conditional probability of the observed silhouette, f;, at time ¢
given that the state at time ¢ is j. We choose the observation
model to be exponential in terms of the observation variable
(the Tanimoto distance, D, between any given silhouette, f;,
and the mean of the state exemplars, E;).

1 _DEE)

bi(f) =—e . (4)

Hj

The observation model is thus parameterized by the mean ;.
The pHMM structure is somewhat similar to that individual
HMM structure used in [26] for recognition, but, in our case, it
is designed to model gait dynamics over a population.
Differences also exist in the observation model and the state
definitions; our model takes into account the gait asymmetry
between the two strides over a cycle.

2.2 Model Parameter Estimation

We pick equal state priors, ie., m; = N%, since, in practice,
any given sequence can begin from ziny state. However,
both the transition matrix and the observation model
parameters need to be estimated. Since the exemplar sets
have been computed from the given training sequences, we
just estimate the observation model parameters for each
stance directly from the corresponding exemplars.

 Yger, D8, E))

| £ )

Hi
To model the periodic gait motion, we constrain the state
transition matrix A, with entries a(i, j) = P(q1 = jlg: = 7),
to represent a cyclical version of the left to right Bakis state
transition model over N, states, allowing for jumps only to
the next state. The initial estimate of the transition matrix is
also formed from the exemplars and then refined using
Levinson’s method for training with multiple observation
sequences based on iterative Baum-Welch algorithm.

S # of £, in E; given ff in E;
- I - ©

al(i, j)

We refer the reader to standard texts such as [27] for details
regarding the Levinson’s method. Here, we present just the
key equations. Let there be K observation sequences,
{F! ... FX}. However, since, for each training sequence,
we have only one gait cycle to retain the cyclical property, we
extend each sequence by appending its first frame to the tail:
Fi={fi,--- £y .f}}. The length of the extended F* is
denoted by 7T}. The iterative re-estimate of the population
transition probabilities, Al are given by

a[nJrl](

i,j) =
S & b (i)al (4, )by (K1) B (5) (7)
S ek ) 8E ) ’

where P, = P(F¥|)\), the likelihood of kth observation, and
the forward and backward probabilities o* and 3", are
arrived at by induction as follows:

= b;(fr) /N
fort=1and 1 <j < N

N,
= ap (D)a" @, )b;(EF)
i=1

for2<t<Tp—1land1l<j< N,
Ny

Py = P(F¥\) = ar.(j), (9)
j=1

B = P8 B g = i)
=1 fort=T,and1 <i < N;

= 3 a8 )8, ) 1o

7=1
fort=T,—1,---,1and 1 <7 < Nj.

Equations (7)-(10) represent the generalization of the
Baum-Welch equations for multiple observations and need
to be iterated over until the likelihood of the given
observations are maximized. The learned transition matrix
emphasizes the transitions to forward states, manifesting as
high values along the first upper diagonal. We also found
high values at the antidiagonal corner, which is because we
adopt a cyclical Bakis model.

2.3 Model Size Determination

We determine the number of states, N, based on the Akaike
Information Criterion (AIC) [28], which take both the
goodness of fit and generalizability into account:

AIC = —2 10g2 P(Fk|A) + 2Npama

1

K
(11)
k=
where ()) is the estimated pHMM, K is the number of training
sequences,and N, is thenumber of estimated parameters of
the model. The estimated parameters include the N? transi-
tion probabilities and the IV, parameters in the observation
model. The variation of AIC with the number of states is
shown in Fig. 5 for two different training sets of 71 subjects,
one over grass walking surface and the other over concrete
walking surface. Notice the similar nature of the trend for the
two conditions. Based on these plot, we choose the round
figure of 20 states as being fairly optimal for both the sets of
sequences. Itisbetter to err toward alarger number of states so
as to retain the shape variations among different individuals.
Given that the “key-stances” in gait are few, this number of
states might appear to be high. However, one should note that
HMM states are not meant to be just “key-stances,” but rather
to provide to a statistically good sampling of the trajectory in
the “stance” space. Key-stances can be looked upon as some
sort of extremal points on this trajectory. Also, since we are
building one HMM to capture variation across a population,
we would need more states than per-person HMMs.
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3 DynAmicS NORMALIZED GAIT CYCLE

Using the pHMM, we normalize the dynamics for any given
gait sequence, F = {f, - - -, fx}, by first estimating the stance
state for each frame and then averaging the frames mapped
to each state to produce one, dynamics-normalized, gait
cycle over N; frames, denoted by Fpn = {g1,-- -, 8n,}. The
dynamics normalized gait cycle is computed by averaging
frames mapped to the same state. We refer to this averaged
representation for each stance, g;, as the stance-frame. The
stance estimation of each frame is based on the dynamic
programming-based Viterbi algorithm [27], which returns
the most likely state assignment for each frame. To reduce
the combinatorics of this assignment process, we partition
an input sequence into subsequences of roughly one gait
cycle length, which we can easily estimate from the periodic
variation in the number of foreground pixels in the bottom
half of the silhouettes. This strategy for estimating the gait
period was shown to be rather effective in the HumanID
Gait Challenge problem [8]. Note that the subsequences can
start from any stance because of the cyclical nature of the
HMM model.

Fig. 6 shows some stance-frames for one subject under
different conditions. Notice that the stance-frames for the
same stance are similar across different sequences, which
indicates that silhouette-to-stance matching is correctly
estimated by the Viterbi algorithm. Also, note the differences
in the “width” of the silhouettes for the same stance, but
across different conditions. This has to do with the silhouette
detection algorithm that used the same set of parameters
across conditions, some with different backgrounds, result-
ing in oversegmentation in some cases. We will take care of
this variation, which is inevitable for any silhouette detection
algorithm, during similarity computation.

4 STANCE SHAPE DISCRIMINANT SPACE

A dynamics normalized gait cycle consists of a fixed number
of stance frames, which simplifies the similarity computation

BA LAY

(@)

ALLALE

(b)

AL

(c)

ALAANLA
ALY
ALLAALA

(f)

Fig. 6. Example of dynamics-normalized stance-frames from one
subject in the (a) gallery and the corresponding stances in the probes
corresponding to changes in (b) view, (c) shoe-type, (d) surface,
(e) carrying condition, and (f) time (six months).

(d)

(&)

between two given sequences. A separate alignment process
is not needed. We can simply consider the distances between
the corresponding stance-frames. Instead of simple Eucli-
dean distances between stance-frames, we compute distances
in the Linear Discriminant Analysis (LDA) Space, designed to
maximize the differences between frames from different
subjects and to minimize the distances between frames from
the same subject under different conditions. In the final
section of this paper, we present results to demonstrate that
LDA does increase recognition performance over simple
Euclidean distances between stance frames.
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However, instead of pure LDA, we used the PCA + LDA
formulation that was advocated by Belhumeur et al. [29] so
as to address the singularity issues. Singularity arises
because of the large feature vector size compared to the
size of the training set. Consider building pure LDA spaces
for each of the N, stances. The set of individuals form the
classes, (I1,1Is,---,1.). For each individual, I;, the stance-
frames, g! (s is the stance index), under various different
conditions form the samples for that class. The between-
class scatter matrix for the s stance is

Sp=Y_ Nilps — p)(ps — )", (12)
i=1
the within-class scatter matrix is
[
Sw = Z Z(g; — (gl — )", (13)
i=1 glel;
and the total scatter matrix is
N . . T
Sr=> (g —m(g—n, (14)

i=1

where y; is the mean vector of class 4, u is the mean vector
of all samples, and N is the total sample number. If Sy is
nonsingular, then the optimal discriminating space V,,; for
classification can be simply computed as

vIispv
Vopt = argmax | sV |

— 15
V| VISV | (15)

Specifically, V,,; = {v1,va, -+, V), the set of generalized
eigenvectors of Sp and Sy corresponding to the m largest
eigenvalues (A, A2, -+, \p), i€,

Spvi = \iSwvi, 1=1,2,---,m.

However, the rank of S, is no more than N — ¢, where N is
the total number of subjects in training set and c is the
number of classes. If the dimension of S,, which is
determined by the size of the feature vector, is less than
number of samples, N — ¢, then S,, will not be singular. But,
our feature vector is the row-scanned image and, so, its size
is the product of the height and width of the image. This
size, which is on the order of 10,000, is more than N — ¢,
which is on the order of 100. So, S, is singular for most
training set sizes. Of course, for training set sizes larger than
the number of pixels in the image S,, will not be singular.

One solution is to project the within-class and between-
class scatter matrices into a lower dimension space, i.e.,
reducing the feature vector size and rendering Sy is
nonsingular. The PCA (Principal Component Analysis)
can be employed to reduce the dimension [29].

Vﬁ,m =VpcaVipa, (16)
where

Vpca = argmax | VISV l,

VTVT S V V
Vipa = argmax| _ roa BVpoaV | |
V [ VIV SwVpceaV |

and Vpcy should keep no more than the largest N —c¢
principal components so that the corresponding Sy is
nonsingular.

4.1 Similarity Expression

For each stance, s, in the dynamics-normalized gait repre-
sentation, we create V* pc 4 to model only 90 percent energy in
the corresponding total scatter matrix S7. We have found the
number of eigenvectors thus needed is much less than IV — c.
The subsequent V®;p4 space consist of ¢—1 nonzero
generalized eigenvectors of within subjects and between
subjects scatter matrix for the kth stance. Given two dynamics
normalized sequences, F& and FBy, we compute the
distance by first projecting each stance-frame, g2 into the
corresponding V*;p4 space. This negated sum of the
Euclidean distances in these LDA stance spaces is a similarity
measure, S(Fy, FBn). More specifically,

Ny
a - a S T S
S(Fpn-Fpn) = — > llgd' Virpa — g Veipall
=1

N

=- Z(gﬁ - gE)TVSLDA(VSLDA)T(gi —gp).
=1

(17)

5 SIMILARITY UNDER SILHOUETTE DEFORMATIONS

Similarity computation measure needs to be augmented to
handle imaging and low-level processing effects such as
that displayed in Fig. 6. Notice that the “thickness” of the
stance-frame for the same person varies across different
conditions. For instance, there were changes associated with
change in surface and time. This type of variation arises
because of variabilities of low-level silhouette detection
processes, induced by changes in the background statistics.
These are hard to completely eliminate. Accepting this
constraint, we modify our similarity computation to be
somewhat robust with respect to changes in overall
silhouette “thicknesses.” The new similarity, Sy, is the
maximum possible similarity over possible morphological
deformations of the stack-frames in one of the sequences.
The morphological deformations of erosion and dilation
model the possible variations in thicknesses. Specifically,

max (]VIOT(WL gi) — ng

N,
a b
Swn(Fpn: Fin) = E arg ;
= me—M,- M

Vo pa(Verpa)" (Mor(m,g}) — gE)»
(18)

where

Dilate(m,g;) if m>0

Erode(m,g.) if m<O0. (19)

Mortn,gh) = {
The Erode and Dilate are gray-level morphological opera-
tions, as implemented in Matlab.

Fig. 7 shows the morphologically processed stance-frames
in the gallery, corresponding to the probes in Fig. 6, that
maximized the overall similarity. We see that eroded forms of
some gallery stance-frames, e.g., in the first and fourth
columns, are more similar to the surface-probe shownin Fig. 6
than the original gallery stance-frames. Another example is
the stance-frames shown in the third, sixth, and seventh
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Fig. 7. Examples of the average stances in the gallery set (a) before and
after morphological operation for best shape match to (b) Probe-View,
(c) Probe-Shoe, (d) Probe-Surface, (e) Probe-Briefcase, and (f) Probe-
Time in Fig. 6.

columns for the time-probe. This is consistent with our initial
observation that the silhouettes in the surface-probe appear to
be thinner than the gallery while those in time-probe appear
to be thicker. The new deformation invariant similarity
measure helps us handle such cases.

6 EXPERIMENTS AND ANALYSIS

We present results on three different publicly available data
sets: the HumanID gait challenge data set, the UMD
outdoor data set, and the CMU indoor MoBo data set. We

study the ability of the proposed algorithm to improve
performance for matching across surfaces, time, carrying
condition, and walking speed variations. We also present
results for varying degrees of separation between training
and test sets demonstrating generalizability across indivi-
duals, data collection sites, and camera configurations. We
start by briefly describing the data sets.

6.1 USF/NIST HumanID Gait Challenge Database

The USF/NIST HumanID gait challenge database was
formulated to facilitate objective, quantitative measurement
of gait research progress on a large data set. It is presently
the largest available data set. Fig. 8 shows some sample
frames. It was collected outdoors and each person in the
data set was studied under combination of as many as five
conditions. The conditions are:

two camera angles,

two shoe types,

two surfaces (grass and concrete),

with and without carrying a brief case, and

two different dates six months apart, May and
November.

An attempt was made to acquire a person’s gait in all
possible combinations and there are up to 32 sequences for
some people, so that a full data set can be partitioned into
32 subsets, one for each combination of the five covariates.
Comparisons between these subsets are used to set up
challenge experiments; more on this later. The full data set
consists of 1,870 sequences from 122 individuals. This data
set is significantly larger than other data sets and is also
unique in the number of covariates exercised. It is the only
data set to include walking on a grass surface.

6.2 UMD Gait Database

There are two UMD gait data sets: data set-1 consists of
walking sequences of 25 subjects and data set-2 contains
walking sequences of 55 subjects walking along a T-shape
pathway. In this paper, we use the larger one: data set-2, taken
outdoor by two surveillance cameras (Philips G3 Enviro-
Dome camera system) at a height of 4.57 meters. Fig. 9 shows
one sample frame. Each video sequence has approximately
10 gait cycles, viewed frontally and sideways. The database is
diverse in terms of gender, age, and ethnicity. Moreover, like
the gait challenge database, data collected on different days
differ with respect to clothing as well. There are two
significant differences in imaging protocol with gait chal-
lenge data set: 1) The camera sample rate of the UMD data is
20 frame per second (f/s) but that of the gait challenge data is
30 f/s and 2) the camera was setup at 4.57 meters from the
ground for the UMD data, but it was 1.65 meters high for the
gait challenge data.

6.3 CMU Mobo Database

The CMU Mobo data set [5] consists of sequences from
25 subjects walking on a treadmill, positioned in the middle of
a room. Fig. 10 shows some sample frames. Each subject is
recorded performing four different types of walking: slow
walk (2.06 miles/hr), fast walk (2.82 miles/hr), slow walk
holding a ball, and walk on an inclined plane. Each sequence
is 11 seconds long, recorded at 30 frames per second. Six
cameras were set up to take images from side view, diagonal
view, frontal view, and back view.

BRIl



LIU AND SARKAR: IMPROVED GAIT RECOGNITION BY GAIT DYNAMICS NORMALIZATION 871

(a)

(b)

Fig. 8. Samples from the HumanlID gait challenge data set: subject walking on grass (a) along the frontal half of the elliptical path and (b) along the

back half of the elliptical path.

6.4 Training and Test Sets

In biometrics, the test set is comprised of two subsets. One
subset of sequences are defined as the gallery, representing
prestored templates, and another subset of sequences are
defined to be the probes, representing templates to be verified
or identified. It is usually acceptable to use the gallery
sequences for training; however, ideally we would like to use
a separate set of training sequences. The separation can be in
terms of a third set of sequences for the same set of subjects or,
more strongly, in terms of sequences from a separate set of
subjects. However, for recognition algorithms that employ
per-subject models, this strong separation in terms of subjects
isnot possible. Fortunately, since our algorithm uses a generic
model, it can be built using data from a completely separate
set of subjects. The LDA space can also be built using a
separate set of subjects. This allows us to have complete
separation of test and train sets, even in terms of subjects.
However, in our experiments, we do shows results with
training sets with varying degrees of separation.

All training was done using subsets chosen from the
32 subsets of the HumanID Gait Challenge data. Recall that
the subsets corresponds to the possible combinations of the

Fig. 9. Sample frame from the UMD gait database in which subjects
walked along a T-shape path in front of two orthogonally placed
cameras. We used the fronto-parallel view portion for recognition.

five covariates, with two possible choices each. The pHMM
was trained using the manual silhouettes over one gait cycle
from 71 subjects in the HumanID gait challenge data.
Specifically, we choose 71 manual silhouette sequences
corresponding to subjects walking on grass, viewed from
the right camera, in the May collection. As we will see later,
the real data corresponding to these manual silhouette form
the gallery of the experiments defined in the gait challenge
data set. None of the data from the probes were used for
training the pHMM. In terms of experimental protocols, this
offers us acceptable separation of train and test conditions for
the experiments on the gait challenge data set. For experi-
ments with the UMD and CMU data sets since we do not
retrain the pHMM, there is complete separation of train and
test in terms of subjects.

To create the linear discriminant stance spaces, we also
need a training set, comprised of stance-frame samples from
different subjects under different conditions. For this, we
used subsets of the HumanlID gait challenge data to construct
two different training data sets to allow us to experiment with
different level of differences between train and test sets. The
first training set consists of data from 33 subjects, with six

(@) (b)

Fig. 10. Samples of the CMU gait database walking on a treadmill in the
middle of a room under the condition of (a) slow walk and (b) fast walk.
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TABLE 1
The Gallery and Probe Set Specifications for
Each of the Gait Challenge Experiments
Exp. Probe Number of  Difference
(Surface, Shoe, View, Carry, Time)  Subjects
(C/G, A/B, L/R, NB/BF, time)
A (G. A, L_NB,M+N)) 122 V!
B (G, B,R,NB,M +Ny) 54 s§?
< (G,B,L,NB,M + Nj) 54 S+V
D (C,A,R.NB,M+N)) 121 3
E (C.B.R,NB,M +N)) 60 F+S
F (C,A,L,NB,M + Nj) 121 F+V
G (C,B,L,NB,M+N;) 60 F+S+V
H (G, A,R, BEM +N)) 120 B*
I (G, B,R, BE, M + Nj) 60 S+B
J (G, A,L,BEM + Nj) 120 V+B
K (G, A/B,R, NB, N) 33 T5+5+C?
Fi (C, A/B, R. NB., N») 33 F+T+5+C

1View, 2shoe, 3surface, 4carry, Stime, and 6clothing. The covariates are
coded as follows: C—concrete surface, G—grass surface, A—first shoe
type, B—second shoe type, BF—carrying a briefcase, NB-no briefcase,
M—data collected in May, N,—new subjects in November data, and
N,—repeat subjects in November. The gallery for all of the experiments
is (G, A, R, NB, M + N;) and consists of 122 individuals.

sequences per subject, corresponding to the various combi-
nations of changes in four covariates: view-point, surface-
type, carry-condition, and time. Specifically, we used subsets
(G,A,R,NB,M),(C,A,R,BF,M),(C,A,L,BE,M),(C,A,L,NB,
Ny), (G, A, L, NB, V), and (G, A, R, BF, N;), where the
covariates are coded as follows: C—concrete surface,
G—grass surface, A—first shoe type, B—second shoe type,
BF—carrying a briefcase, NB-no briefcase, M—data collected
in May, N;—new subjects in November data, and No—repeat
subjects in November. Note that we chose only those subsets
for training that were not part of any probe sets in the
HumanlID Gait Challenge experiments (see Table 1).

The second training set for the LDA consists of automated
silhouette data from 51 subjects collected in November, with
no overlap with the May subjects. This training set allows us
to complete separation of train and test on the HumanlID Gait
Challenge data set itself. The corresponding test set consists
of sequences from the May collection. In the train set, for each
subject, we had eight sequences corresponding to the various
combinations of two-values of view point, surface, and
carrying conditions. We did not include shoe-variation in
the training sets as its inclusion reduced the number of
common subjects for each combination of conditions. This is
not of much concern because, as reported results on the Gait
Challenge problem indicate, the impact of shoe on gait
recognition is the lowest [8].

We used test sequences with varying degrees of differ-
ences with the above training sets in terms of the subjects. The
first test set consists of sequences from 122 subjects, including
the training subjects in the first training set for the LDA and
those use the pHMM. The second test set consists of
sequences from the Gait Challenge data set collected in May
and does not include any subject from the second training set.
The third and fourth test data sets correspond to the UMD and
CMU data sets, respectively. These sets not only have
separation in terms of subjects, but were also collected at
different sites, with different viewing geometry and cameras
than the training set.
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TABLE 2
Performance of the Dynamics-Normalized Gait Recognition
Algorithm for the HumanID Gait Challenge Experiments
(with 122 Subjects) in Terms of the Identification Rate P;
at Ranks 1 and 5 and the Verification Rate Py for False
Alarm Rates of 1 Percent and 10 Percent

Exp. Py at Py at
Rank T Rank3 | Pr=1% Pr=10%
A 85% 96% | 93% 8%
B 89% 94% 94% 98%
C 72% 89% 80% 94%
D 57% 85% 68% 96%
E 66% 81% 62% 90%
F 46% 68% 53% 86%
G 41% 69% 43% T9%
H 83% 96% 91% 99%
I 79% 95% 86% 97%
I 52% 79% 58% 92%
K 15% 46% 27% 61%
L 24% 39% 24% 46%

6.5 Gait Challenge Problems: View, Shoe, Surface,
Carry, and Time

Along with the data set, the gait challenge problem comes
with the definition of a set of 12 challenge experiments (A
through L), spanning different levels of difficulty. This
provides a common benchmark to compare performance
with other algorithms. In this section, we present results for
these experiments. The experiments are designed to investi-
gate the effect on performance of the five factors, i.e., change
in viewing angle, change in shoe type, change in walking
surfaces (concrete and grass), carrying or not carrying a
briefcase, and temporal differences. The results from the
12 experiments provide an ordering of the difficulty of the
experiments. The signatures are the video sequences of gait.
To allow for a comparison among a set of experiments and
limit the total number of experiments, the gallery set was
fixed as the control. Then, 12 probe sets were created to
examine the effects of different covariates on performance.
The gallery consists of sequences with the following
covariates: Grass, Shoe Type A, Right Camera, No Briefcase,
and collected in May along with those from the new subjects
from November. This set was selected as the gallery because it
was one of the largest for a given set of covariates. The
structure of the 12 probe sets is listed in Table 1. The last two
experiments study the impact of time. The time covariate
implicitly includes a change of shoe and clothing because we
did not require subjects to wear the same clothes or shoes in
both data collections. Because of the implicit change of shoe,
we assume that a different set of shoes were used in the May
and November data collections. This is noted in Table 1 by
A/B for shoe type in experiments K and L.

Table 2 lists the identification performance in terms of P; at
rank 1 and rank 5, and verification rate at false alarm rate of
1 percent and 10 percent, respectively. Fig. 11 compares the
top rank identification performance achieved with those
reported in the literature for the full Gait Challenge problem.
Specifically, we compare with the baseline algorithm that
came with gait challenge problem [8], UMD’s HMM-based
recognition strategy [6], and UCR’s gait energy + learning-
based strategy [18]. We see that the new dynamics-normal-
ized algorithm achieves the best performance in most
experiments. It is slightly low for experiments A (view) and
C (view + shoe). Of particular interest is the dramatic
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Fig. 11. Top rank recognition rate comparison between the dynamics-
normalized (new) gait recognition algorithm with results reported by other
algorithms: the baseline algorithm [8], UMD’s HMM-based algorithm [6],
and UCR’s algorithm [18], for the full HumanID data set (122 subjects).
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Fig. 12. Summary of the top rank recognition for experiments A
(viewpoint), B (shoe-type), D (surface), H (Carry), and K (Time) for first
release of HumanID Gait Challenge data set (71 subjects in the May
collection). The algorithms are based on: HMM-based algorithm (UMD)
[19], silhouette shape clustering (CMU) [15], HMM (MIT) [13], body
shape (CAS) [11], and baseline (USF) [8].

improvements for experiments involving surface change
(experiments D, E, F, G) and carrying condition change
(experiments H, I, J). There is also some increase in
performance for the hardest experiments involving six
months time-difference (experiments K and L). Note the
UMD data set-2 is perhaps the better data set forconsidering
the time-covariate, consisting of data from 55 subjects and
time variations over a week. We report performance on this
data set in a later section. It also worthwhile noting the
differences in the train sets among the algorithms. The
baseline algorithm does not need training. UCR and UMD’s
algorithm were trained on the gallery. And, the dynamic-
normalized algorithm, as spelled out earlier, uses other
subsets (nonprobe), in addition to the gallery, to train.

We also experimented with the gait challenge data set with
complete separation of training and test sets in terms the
subjects; no subject used for training was part of any probe.
We used the second train set, discussed earlier, consisting of
sequences from subjects in the November collection who were
not in the May collection. The test set consisted of sequences
from 71 subjects in the May collection and sequences from the
repeat subjects in November. Of course, the experiment
specifications in Table 1 have to be reduced to include just the
May sequences (M) and exclude all the November sequences
with IV tag. Incidentally, this corresponds to the experiments

Fig. 13. (a) Sample raw silhouettes from the UMD data set with

(b) corresponding cleaned silhouettes based on the Eigenstance
model [9].
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for the first release of the gait challenge problem on which
more groups have reported performance than for the full data
set [8]. Fig. 12 shows the performances for the five key
experiments: A-view, B-shoe, D-surface, H-carrying, and
K-time, based on the new algorithm, as well as those reported
by others. We see that dynamics-normalization significantly
improves performance, even with complete separation of the
training and test sets in terms of subjects.

6.6 UMD Database: Time

The UMD data set-2 offers us an opportunity to test gait
recognition with short term (days) time differences for
55 subjects. Specifically, we use the UMD specifications of
experiment 1 for data set-2, which compares sequences taken on
different days. For a more detailed description of the data set
and the experiment specification, please refer to http://
degas.umiacs.umd.edu/Hid/data.html. We chose only the
fronto-parallel sections for this experiment. As for all our
experiments, the raw silhouettes that were provided along
with the data were cleaned using the eigenstance reconstruc-
tionmodel, defended elsewhere in [9], which linearly projects
each frame into corresponding eigen-stance space and then
reconstructs it. Fig. 13 shows an example of the improvement
in the silhouette quality due to this process.

There was no separate training of the gait recognition
algorithm on this data set. We use the version trained on the
gait challenge data. Fig. 14 shows the top rank identification
rate for the new dynamics-normalized gait recognition
algorithm at 81 percent is a big improvement over the
71 percent rate of the baseline algorithm, 55 percent of UMD'’s
HMM-based algorithm [6], and 70 percent of MIT’s algorithm
[30]. This improvement can be attributed to the dynamic-
normalization process that removed dynamics variabilities
over time. Note that we could not find the rank 1 identifica-
tion rate of CMU's key stance approach [14]; the lowest rank
reported in the paper corresponds to the top 1 percent, which
computes to roughly rank 2.

6.7 CMU MoBo Database: Speed

The CMU MoBo database, collected indoors on a treadmill,
supports the study of gait recognition variation with respect
to walking speed. Specifically, we use experiment 3.1,
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Fig. 14. The top rank identification rates on the UMD data set
(experiment 1, 55 subjects) for the dynamics-normalized gait recognition
algorithm, baseline algorithm, UMDs HMM-based algorithm [6] (44 sub-
jects), UMD’s DTW-based approach [31] (44 subjects), and MITs
algorithm [30].
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Fig. 15. The top rank identification rate on the CMU Mobo data set
(experiment 3.1, 25 subjects) for the dynamics normalized algorithm,
baseline algorithm, UMD algorithm [19], MIT algorithm [30], and CMU
algorithm [14].

defined by CMU, to test gait recognition across different
speeds, as viewed from the side. This is ideal for testing our
dynamics-normalization scheme and benchmarking it with
respect to performances of other gait recognition approaches
that do not normalize dynamics. Like the experiments with
the UMD data set, we did not retrain the dynamics-normal-
ization model on this data set. As Fig. 15 shows, the
performance with dynamics-normalization is high, when
compared with reported performances of four other algo-
rithms: baseline [8], UMD [19], MIT [30], and CMU [14].
Given the small size of the Mobo data set, we have included
performances of only those algorithms that have also
published performances on another larger data set of at
least 50 subjects.

7 CONCLUSIONS AND DISCUSSIONS

We presented a dynamics-normalized gait recognition
algorithm built around a population Hidden Markov Model
(pHMM), coupled with a Linear Discriminant Analysis
based shape space, emphasizing differences in stance
shapes between subjects and suppressing differences for
the same subject under different conditions. The similarity
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Fig 16. Performance with variation of the proposed dynamics normalized
algorithm. The top rank identification rates on the 12 gait challenge
experiments on the HumanIlD Gait data set for (a) the baseline
algorithm, dynamics normalization + Euclidean, and the dynamics
normalization + LDA, and (b) with and without silhouette deformation
during distance computation.

computation in this space was designed to be robust with
respect to “thickening” or “thinning” of silhouettes due to
variations in low-level thresholds. Unlike other HMM-
based gait algorithms [13], [19] that uses HMMs for
recognition, we do not use it for recognition, but rather for
dynamics-normalization. Consequently, in contrast to other
HMM-based gait recognition algorithms that build one
HMM for each person, we use one population HMM.
Based on extensive experimentation on multiple, publicly
available databases (HumanID Gait Challenge, UMD, and
CMU-Mobo), we can assert that dynamics-normalization
improves overall gait recognition performance, especially
when comparing across surface, carrying condition, time,
and different speeds. The approach is also not dependent on
the training set choice. It generalizes well not only across
different subjects, but also across different data sets with
varying imaging contexts. We attribute this significant
improvement to gait dynamics-normalization. The other
two components: The LDA stance shape space and the
morphological operation-based distance computation also
improve performance, but the former has more impact than
the latter. Fig. 16a shows the identification rates for the
12 experiments on the HumanID gait data set with and
without LDA, as compared to the baseline algorithm, which
emphasizes both shape and dynamics. Notice that, although
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Fig 17. The top two most intersubject discriminating directions for each stance, as found by LDA of silhouette shapes from 33 subjects for that
stance. Intrasubject variations span 16 combinations of variations in view, carrying condition, time, and surface.

dynamics normalization by itself only slightly improves
performance over the baseline, when coupled with LDA the
performance improvement is significant. From Fig. 16b, we
see that the morphological operation-based distance compu-
tation also helps improve the recognition across surface type
changes (experiments D, E, F, G and L), but slightly degrades
the performance on other experiments.

The efficacy of dynamics normalization suggests that
body-stance shape playsamoreimportantrole than dynamics
in gait recognition. Note that we do use dynamics to time
normalize the sequences, but shape plays a more significant
role. This conclusionis alsosupported by Veeraraghavanetal.
[19] who found that “kinematics does aid the task of
recognition but pure kinematics is not enough for identifica-
tion of an individual.” Another work that corroborates our
observation is by Tolliver and Collins [15], who adopted a
purely shape-based approached, relying on clustering stance
shapes, with excellent results. To get some insight into the
kinds of shape features that seem tobe important, we consider
the top two most intersubject discriminating directions for
each stance, as found by LDA of the silhouette shapes in the
training set used for gait-normalization. Fig. 17 shows these
directions as images for some of the stances, with brightness
proportional to the absolute value of the corresponding
eigenvector components. Bright pixels are theimportant ones.
We see 1) upper body, 2) knee, and 3) lower leg during gait
swing phases seem to be the important features that are being
picked up. For further improvements in gait recognition, it
would be necessary to model and correct for the stance-shape
changes under varying conditions. An excellent start is the
work of Tanawongsuwan and Bobick [32], who studied the
effect of walking speed on silhouette shapes.
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